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For each triple a,β,ω where a > 0 and β ̂  ^ 0 are cardinal
numbers and ω > 0 is an ordinal number, S%,β is defined.
It is proved that S%,β is Hausdorff, paracompact and zero-
dimensional. Various topological properties of S%,β are dis-
cussed and are used to give examples.

It this paper the showering space SStβ is defined where a and β
are cardinal numbers and ω is an ordinal number. An important
characteristic of the showering spaces is that various topological
properties are determined by set theoretic properties of the indices
a, β, and ω. Thus, for example, whether or not S%,β is Baire is
essentially a question of whether or not ω is a sequential ordinal.
Theorems of this nature are given in §l-§5. Specific examples using
these results, such as an almost P-space which contains a closed copy
of the space of rationale, are given in §6.

It has come to my attention that the special cases S$££$» and
Sftĵ o are defined in [3] and [1].

1* Definition and basic properties of showering spaces* Given
spaces will be assumed to be completely regular (Hausdorίf). Let
a > 0 be a fixed cardinal number and let ω > 0 be a fixed ordinal
number. As usual we identify a cardinal with the initial ordinal of
that cardinal. If 7 and δ are ordinals, [7, δ) will denote the half-open
interval {p 17 <£ p < δ} and [7, δ] will denote the closed interval {p |7 ^
p <^ δ}. If A is a set, \A\ will denote the cardinal of A. Many of
the proofs of this section, particularly Theorem 1.6, were given for
special cases in [1] and [3].

For each 7 < ω, let Rr = [0, α)[0 r ). In particular, Ro = {0}. When
we are discussing 0 as the element of Ro, we will usually denote it
Po, so Ro = {p0}. For 0 < 7 < ω, the elements of Rr are nets valued in
[0, α) and indexed by the initial segment [0, 7) of ordinals. Let
Sα = Ur«oRr- Define a relation < on Sω

α by (xλ)λ<H < (yi)κr% if ^ ^
72 and xλ = yλ for all λ < 71# In particular, pQ < x for all xe Sa-
lt is easy to verify that < is a partial ordering on S".

PROPOSITION 1.1. (1) (S£, <) is a tree.
( 2 ) If 7 <£ δ < ω and y eRδ, then there is exactly one xeRr

such that x < y.
(3) If7 + l<co,peRr, and Ap = {xeRr+1 \p < x}, then \AP\ = a.
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224 RONNIE LEVY

(4 ) If xe Eΐl9 y e RΪ2, x < y, then Ί1 £ 72 and 7, = 72 if and
only if x = y.

( 5 ) If 7 <; 70 < ω, x G Rγ, then there is ay e Rΐo such that x < ym

Proof. (1) S u p p o s e xeS™. W e m u s t s h o w t h a t {y\y < x) is;
well-ordered. Suppose a < x, b < x, a = (aλ)λ<ri, b = (bλ)λ<r2, x = (xλ)λ<rsr

with 7! ^ 72. Then Ύλ ̂  72 <; 73 and if 7 < 7X, α̂  = xλ = 6;., so α < 6.
Hence {τ/|τ/ < #} is a chain. If 0 =£ A S {τ/|τ/ < x}, we must show
that there is a q e A such that q < y for all j /eA. Let 70 be the
smallest ordinal such that there is an element of A of the form {y7)λ<rQ.
If q = (tfΛ Kro e A and (z^< r i 6 A, and if x = fe),<r2, then τ 0 ^ ^ ^ 7*
and if λ < 70, ĝ  = xλ — zλ, so q < (zλ)λ<ri. Hence, A has a smallest
element.

( 2 ) If y = (^)^<δ, and & = G/j)^, » e i2r, a? < y, and x is the
only element of Rr such that x < y.

( 3 ) If p = (^)^<r, Av = {(xλ)^r I ^ = Pi for all λ < 7}. Therefore,

( 4 ) The only statement that needs proof is that if Ύ1 = Ύ2, x — y.

But if x = (xλ)x<ri, y = (Vx)x<ri, then xλ = τ/; for all X <Ύ19 so x = y.
( 5 ) If x = (^)^< r, let # = ( ^ ) ; < r o be defined by ^ = ^ if λ < 7

and ^ = 0 if 7 ^ λ < 70. Then 2/ e Rro and a? < y.

DEFINITION. (S£, < ) is called the showering tree of type ay ω.
If 7 + 1 < ω and ^ 6 Rϊ9 Ap will denote the set {x e Rr+1 \p < x}. If
7 + 1 = ω and p e Rr, let Ap = 0 .

REMARK. Any tree can be order-embedded in a showering tree.
Specifically, if T is a tree, ω = sup {λ | Γ has a chain of order type
λ}, and a = sup {71 some element of T has 7 immediate successors},
then T can be order-embedded in S«.

We will now introduce a topology on S£. For p e S£ and A S
Ap, let !7P(A) = {xeS%\p < x but it is not the case that there is an
a e A such that a < x). If p e Rr and A S JBr+1, i7p(A Π Ap) will be
denoted UP(A). Note that Up(0) is just the set of successors of p.
Now let /3 ^ y$o be a fixed cardinal number. For peS%, let <%fv =

LEMMA 1.2. / / p e I?r, A £ i2r+1, αwrf g G i p \ i , ίAew Ug(0) £

Proof. Suppose x e Uq(0). Then g < cc, so g is the unique ele-
ment of J?r+1 such that q < x. Therefore, there is no a e A such that
a < x. Hence, x e UP(A).
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THEOREM 1.3. {^p\peSω

a} is a system of neighborhood bases for
a topology on £>£.

Proof. Clearly, peU for each Ue^p. If UP(A), Up(Ά)e^p,
UP(A) Π UP(Ά) = Uφ{A U A), and since | A U A\ g |A\ + \A\ < β + β =
β, UP(A) Π UP(Ά) e^p. If UP(A) e %fp and s e Up(A)\{p}, choose qeAp

such that q < s. Such a g exists by Proposition 1.1, q£ A. Hence
Uq{φ) £ *7*(A) by Lemma 1.2. But since g < s, £7S(0) S Ϊ7*(0). There-
fore E7,(0) £ C/p(A). Since Us(0)e^sf this completes the proof.

DEFINITION. Let S%>β denote the topological space obtained from
Sa by taking as a neighborhood base at peS% the collection <ZSP.
Sa,β is called the showering space of type a, β, ω.

LEMMA 1.4. If p,qe Rr, p Φ q, then Up(0) f] Uq(0) = 0 . Ifse
Rδ, Ύ < <?, and t is the unique element of Rr+1 such that t < s, then

up({t})nus(0)= 0 .

Proof. The first statement is immediate from (2) of Proposition
1.1. For the second statement, we observe that Up({t}) Π Ut(0) = 0 ,
and since Us(0) S Ut{0\ Up({t}) n 17.(0) = 0 .

LEMMA 1.5. (1) Every set of the form UP(A) is closed in S%,β

(irrespective of the cardinal of A).
( 2 ) Every element of ^ p is open in S%,β for all p.

Proof. (1) Suppose p e Rγ and q£ UP(A). Suppose q e Rδ. If
δ < 7, choose s e iζs+1 such that s < p; then by Lemma 1.4, C/̂ fs}) Π
Up(0) = 0 , so ?7?({s}) Π ?7P(A) = 0 . Therefore, we may assume 7 ^
δ. If 7 = δ, q Φ p so Uq{0) Π Σ7P(0) = 0 by Lemma 1.4; hence Uq(0) Π
UP(A) = 0 . If 7 < δ, choose t e Rr+1 such that ί < g. Then £ e A
or ί g A p . If ί e A , J7*(0) Π ̂ ( A ) = 0 , so Uq(0)ΠUp(A)= 0. If
t<£Ap,teAs for some s ^ p. 17.(0) Π Up(0) = 0 , so I7ff(0) Π ̂ ( A ) =
0 . Thus q has a neighborhood which misses UP(A). Therefore, UP(A)
is closed.

( 2 ) This is immediate from Lemma 1.2 and the fact that if
q<t,

THEOREM 1.6. S%,β is Hausdorjf, zero-dimensional (that is, ind S%tβ —
0), and paracompact. In fact, every open cover of S%>β has a discrete
open refinement which covers S°a)β.

Proof. That S%fβ is Hausdorff is immediate from Lemma 1.4.
Sa,β is zero-dimensional by Lemma 1.5. We now prove that S%,β is
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paracompact. Suppose T is an open cover of S%,β. Choose A £Ξ APo

such that I A\ < β and UPo(A) S V for some F e 3^ Let TQ = {UPQ(A)}.

Suppose inductively that Y*y is defined for 7 < 70 < ω such that Ur<r0 ̂ ?
is an open refinement of T which covers Ur<r0 Rr a n d whose elements
are pairwise disjoint. Let T}0 = Ur<r0 3*? For each p e iϋro\U {̂ 1 F G
^ 0}, choose BPSAP such that 15*1 < £ and such that Up(B9)§iV

for some F e y. Let ?70 = {t^(J5p)| peRro\\J {V\Ve %}}. Then
Ur<ro+i ^? is a n °P e n refinement of y which covers Ur<ro+i ^r a n d
whose elements are pairwise disjoint. Let y* = (Jr<ω 3^ Then ^
is an open refinement of y by pairwise disjoint sets which covers S?fi8.
Hence, S«>/S is paracompact.

REMARK 1.7. A slight modification of the proof of Theorem 1.6
shows that for any a, S^Q and S«,°Nl are Lindelbf.

2* Isolated points and the Baire property• In this section we
characterize the Baire showering spaces.

PROPOSITION 2.1. (1) If β > a, S%)β is discrete (and hence Baire).
(2) //α) = 7 + l, every point of Rγ is isolated.
( 3 ) If a ^ β, Ύ + 1 < ω, and p e Rγ, then p is not isolated. In

particular, if a ^ β and ω is a limit ordinal, S%>β is dense-in-itself.

Proof. (1) {p} = UP(AP), and if a < β, | Ap \ = a < β, so UP(AP) is
open.

( 2 ) If Ap = 0, L/p(0) = {p}, so p is isolated.
(3) If p e Rr, UP(A) e %fpf then | A \ < β <> a, so there is an x e

AP\A. Then x e UP(A). Hence, p is not isolated.

THEOREM 2.2. Suppose a ^ β.
( 1 ) J / ω = 7 + l, then the set Rγ of isolated points is dense in

S%,β. Hence, S°}β is Baire.
( 2 ) Suppose ω is a limit ordinal. Then the following are equi-

valent:
( i ) ω is not a sequential ordinal, that is, if ωt < ω for i =

1, 2, , then sup ωt < ω.
(ii) Satβ is Baire.
(iii) Sa,β is second category in itself.

Proof. (1) Suppose peS%,β\Rr and suppose Up(A)e^p. Since
a^>β, there is an xeAp\A. By Proposition 1.1, there is a y e Rr

such that x < y. Then y e UP(A).
( 2 ) (i) implies (ii). Suppose ω is not a sequential ordinal. Let
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{Di}Z=1 be a decreasing sequence of open dense subsets of Sa,β. Suppose
p e S™,β and UP(A) e ^/p. We must show UP(A) Π ΠΓ=i ΏXΦ <Z>. UP{A) Π

A =£ 0 , so there is a set E7βl(B]) such that |Bλ\ < β and Ϊ Z J A ) S
Σ7P(A) Π A- Choose T/1 e AP\B,. Then £7,,(0) £ C7p(A) Π A Induc-
tively, suppose 2/1, τ/2, , yn~ι are chosen so that Uyk(0) £ ^ ( i ) ί l A ,
and y1 < y2 < --• < yn~\ There is a set UXn(Bn) e Uyn-i such that
ϊ7 β Λ (J5 w )e^n-i(0)Πi3». Choose yn e AXn\Bn. Then Uyn(0)<^Up(A)C)Dn,
and yn^1 < yn. Hence, we have inductively defined a sequence {yn}n=ι
such that y1 < y2 < and such that ?/w e UP(A) n Dn. Suppose yn e ϋJrn

and let d = sup {7Λ| w = 1, 2 •}. δ < &> since ω is not sequential. Let
V = (̂ ;)̂ <δ e -β5 be defined by yλ — y\ where λ < Ύn- y is well-defined
since ^ < ?/fc+1 for all k* yn < y for all n. Hence y G Π»=I Uyn(0) £
ί7p(A) Π Π"=i -D». Thus Sϊ,^ is Baire.

(i i) implies (iii) is trivial.
(iii) implies (i). If ω is sequential, there are ordinals Ύ19 72, ,

such that 7fe < ω for all k and such that ω = sup/ΰ 7fc. Let Ck = ( J ^ ^ ^
Then each Cfc is closed, and by Proposition 1.1(5), each Ck has empty
interior. But S2,β = US=i ^ Hence, S«,̂  is not second category in
itself.

3* P-spaces and almost P~sρaces* If X is a space, a point xe
X is called a P-point if every G5 containing # is a neighborhood of
x. A space X is called a P-space if every point of X is a P-point.
X is called an almost P-space if every nonempty Gδ of X has non-
empty interior. Every P-space is clearly an almost P-space. In
Proposition 2.1 it was proved that if a < β, Sa,β is discrete and hence
a P-space. In this section we characterize the P-spaces and the almost
P-spaces among the nondiscrete showering spaces. We note that since
Sa,β consists of a single point, the case ω = 1 will not be of interest
to us.

PROPOSITION 3.1. Suppose a :> β and ω > 1. Then the following
are equivalent:

( i ) Sa,β is a P-space.
(i i) Sa,β has a non-isolated P-point.
(iii) β is not a sequential cardinal.

Proof, (i) implies (ii) is trivial since by Proposition 2.1, pQ is
not isolated.

(ii) implies (iii). Let p be a non-isolated P-point. Suppose βt <
β for i = 1, 2, . Let Blf B2, be pairwise disjoint subsets of
Ap such that |J5 t | = βk. Then ΠϊU #*(£*) =tf*(U*U-B*) is a neigh-
borhood of p. Therefore, Σ.JU /3fc = Σ2U I #* I = I U£=i #* | < /3. Hence
/S is not sequential.
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(iii) implies (i). Suppose p e S%tβ and suppose p e f)Γ=i Up(Bt) where
each UP(B%) e ^ > , and Bt S Ap for each i. Then

and I UΓ=i #* I ̂  ΣΓ=i βi < β since βi < β for each i and /3 is not
sequential. Hence p|Γ=i UP{B%) is a neighborhood of p. Thus, £«,£ is
a P-space.

PROPOSITION 3.2. Suppose a ^ β and ω > 1. T%<m Sjt/} is <m
almost P-space if and only i/ΣΓ=i βi < a whenever βt < β for each i.

Proof. Suppose there were βlf β2y such that β{ < β for each
i but ΣΓ=i βi — <%- Choose pairwise disjoint subsets 5 l y 52, of APo

such that UΓ=1 B< = APo and | S€ | = /5,. Then f|Γ=i ^ 0 ( ^ ) = UH(\Jΐ=ιB%) =
ί7Po(APo) = {ί)0} which has empty interior by Proposition 2.1(3). Thus
Sa,β is not almost P-space. For the converse, suppose ΣΓ=i & < a

whenever each βt < β. Then for each peS%,β, if Up(Bi)e^p where
j?{ S Ap for each i, f|Γ=117,(5*) - Up{\j7=ιB%). \ \JUB,\ ^ ΣΓ=i \Bt\ ^
ΣΓ=i & < α. Hence there is a g e Ap\\Jΐ=ι Bt\ Ug(0) £ ΓlΓ=i ϋpί^), so

Γ 0.

COROLLARY 3.3. Suppose ω > 1. T%ew ί/̂ e following are equi-
valent:

( i ) $«,« ^ α P-space.
( i i) S«,α is α^ almost P-space.
(iii) α is ^oί α sequential cardinal.

4* Subspaces and autohomeomorphisms* In this section we
state results about the embedding of showering spaces in other
showering spaces and about autohomeomorphisms of showering spaces,
but proofs will be omitted or only sketched since they are straight-
forward.

PROPOSITION 4.1. Suppose ω ^ ώ and a ^ a. Then S%tβ is a

closed subspace of S | .

LEMMA 4.2. Suppose [0, ω) is order-isomorphic to [7, ω) where
7 < ω, and suppose p 6 Rγ. Then there is an order-preserving homeo-
morphism f: S%>β —>

Proof. Suppose p = (pλ)λ<r. Define / by f((x?)λ<δ) = (yχ)λ<r+δ

where yx = yi \f Λ _ „ , ^ Then / is one-to-one and onto, and
\Xχ II A/ — / T" A;.

order-preserving. Thus, since the topology on S%,β and the relative
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topology on Up(0) are each determined by the partial order < and
β, f is a homeomorphism.

LEMMA 4.3. If [0, ω), [Ύlf ω), and [72, a)) are mutually order-iso-
morphic, and if p e RTl, q e i2r2, then there is a homeomorphism F of
Sa,β such that F2 is the identity and F(p) = g(and hence F(q) = p).

Proof. By Lemma 4.2, there are order-preserving homeomorphisms
/,: Slβ - Uq(0) and /,: S«, - tfff(0). Let / = /,<> /r 1. Then

is an order-preserving homeomorphism. There are essentially two
cases: Case (i). 17,(0) Π 17,(0) = 0 . Define F by F\Slβ\(Up(0) U
17,(0)) is the identity map, F\ Up(0) = /, F | 17,(0) = Z"1. Case (ii).
Up(0) 3 J7ff(0). Define F by F | ( S ^ \ ^ ( 0 ) ) U t7>(ί)(0) is the identity
map,

F\Up(0)\Uq(0) = f\Up{0)\Uq(0\ F\Uq(0)\Uf{q)(0)

DEFINITION. A space X is bihomogeneous if for each p, q eX
there is a homeomorphism f:X—>X such that /(p) = g and /(g) — p.

PROPOSITION 4.4. If [0, ω) is order-isomorphie to [7, ω) for each
7 < ω, then S'£,β is bihomogeneous.

5* First courttability and developability* In this section we
give a necessary and sufficient condition for a showering space to
be first countable. We also give a necessary condition for a nondiscrete
showering space to be developable. It will be shown in §6 that this
condition is also sufficient for S%,β to be developable and is in fact
equivalent to the metrizability of S^. We recall that if a < β or
if ω = 1, Sa,β is discrete and hence metrizable. For this reason, these
cases will not be of interest to us here.

PROPOSITION 5.1. Suppose ω > 1 and a ^ β. Then the following
are equivalent:

( i ) a = β = No-
(ii) Sa,β is first countable.
(iii) Sa,β has a nonisolated point of first countability.

Proof, (i) implies (ii). If a = β = ^ 0 , and p e S«>β is not isolated,
let Ap = {al9 α2, •}. Then {Up({a19 , αn})}n=i is a base at p.

(ii) implies (iii) is trivial.
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(iii) implies (i). If a > β, S%,β is an almost P-space by Proposition
3.2, and hence S%tβ is not first countable at any nonisolated point.
Therefore, if Ss,β is first countable at a nonisolated point p19 a = β.
We must show that β — ̂ 0 Recall that β is always assumed to be
infinite. Suppose β > y$0 Let {UPl(Bt)}T=i be a countable base at pίf

with Bt £ APl, \Bt\ < β{ = a) for each i. Choose xt e APl\Bi for each i.
Let 5 = foli = 1, 2, ...}. Then J S g i P l and |5|^fct></3 so UPl(B) e
<%fPl. But for each i, xi e UPl{B%)\UPι{B), so £7^(2?) contains no UPl(Bt)f

contradicting the assumption that {UPl(B'i)}T=1 is a base at pt.

REMARK 5.2. It is not difficult to prove that if ω > 1 and a ^
/3, then every point of S%,β is a G5 if and only if a is a sequential
cardinal and a = β. (Compare to Corollary 3.3.) Hence there are
showering spaces which fail at each point to be first countable but
which have countable pseudo character. S&«0,*β»0 is such a space.

PROPOSITION 5.3. Suppose a >̂ β. If Sa,β is developable, a =
β — y$0 and ω ^ ω0.

Proof. Any developable space is first countable, so by Proposition
5.1, a = β = y$0. Suppose ω > α>0. By Proposition 4.1, S ^ 1 is a
subspace of S ^ , so it suffices to prove that S^°0^Q is not developable.
Suppose {£î }Γ=i is a countable collection of open covers of Sχ°otκo-
Choose DQe^ such that poeDQ. Choose Bλ S APo, \ Bt \ < y 0̂ such
that U^iBjS Do. Choose ^ G A J ^ . Then ί J P l ( 0 ) S f l , Choose
A G ̂ 2 such that pι e A Chose £ 2 S Aj,̂  1521 < ^ 0 such that UPl(B2) S
JDi Choose ^ e i ^ . Then P P | ( 0 ) S A Inductively, suppose

JPO, 2>I, , Pn> and Do, , -A-i are chosen so that Dk^ e &k, pk e Rk,
and UPk(0) S D ^ ! for & = 1, 2, n. Choose Dn e &n+1 such that
pneDn. Choose Bn+1S APn, \Bn+1\ < #0 such that UPn(Bn+1) S Dn.
Choose p n + 1 G APw\Bn+1. Then UPn+1ξ0) S Dw. Now pQ < pλ < p2 <
and pk e Rk, so there is a unique g G RωQ such that pk< q for each A;.
By Proposition 2.1(2), q is isolated in Sft°Si0, but qeDn for ^ — 0, 1, ,
so St(q, ^rn) 3 Dn_t Φ {q}. Hence, {St (q, ̂ n)}n=i is not a base at q.
Therefore, S^°Q^0 is not developable.

6. EXAMPLES. In this section we apply the results of previous
sections to get several examples.

EXAMPLE 6.1. S^l^0 is homeomorphic to the space Q of rationals.

Proof. S£j)Ko is easily seen to be countable. It is first countable
by Proposition 5.1. Hence it is second countable and thus metrizable.
SχlχQ is dense-in-itself by Proposition 2.1. Therefore, by a theorem
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of Sierpinski [5], S£°,κ0 is homeomorphic to Q.

COROLLARY 6.2. If a > β, the following are equivalent:
( i ) Sa,β is metrizable.
(i i) Sa,β is developable.
(in) a = β = ^ 0 and ω £ ω0.

Proof. This follows from Proposition 5.3 and Example 6.1.

EXAMPLE 6.3. The space Q of rationale is a closed subspace of
a dense-in-itself almost P-space.

Proof. Q is homeomorphic to Sgg,Wo by Example 6.2. Sgg>Ko is
homeomorphic to a closed subspace of S£j,Ko by Proposition 4.1, and
by Propositions 2.1 and 3.2, S&; Ko is a dense-in-itself almost P-space.

The following example is given in [4] where the proof may be
found. .

EXAMPLE 6.4. If ω is not sequential, the first countable, para-
compact space S£0,κ0 contains no dense developable subspace.

EXAMPLE 6.5. For each uncountable cardinal a, there is a P-
space of cardinal a which is first category in itself and an almost
P-space of cardinal a which has no P-points and which is first category
in itself.

Proof. \S^\ = a, so by Proposition 3.1 and Theorem 2.2, S£jKl

is the required P-space, and by Propositions 3.1 and 3.2, and Theorem
2.2, Sa^Q is the required almost P-space.

LEMMA 6.6. If X is a Lindelof P-space and f:X—+R is con-
tinuous, \f(X)\ 5* Ko

Proof. {f~ι{r)\r eR} is an open cover for X. Therefore, it has
a countable subcover.

EXAMPLE 6.7. If a > fc$0, every continuous function /:S^,°Kl—•
R has countable image.

Proof. This is immediate from Example 6.5, Lemma 6.6, and
Remark 1.7.

EXAMPLE 6.8. Let X = S2

2

c,Kl x Sc

2,Kl\O0, p0), where c = 2*°. Then
X is a nonnormal P-space.
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Proof. By Proposition 3.1 and the fact that P-spaces are closed
under subspaces and finite products, X is a P-space. Let A — ({p0} x
SI*) nXanάB= (S|β,Kl x {p0}) Π X. Then A and 5 are disjoint closed
subsets of X. But a proof similar to the usual proof that the
Tychanoίf plank is not normal shows that A and B are not completely
separated. Hence, X is not normal.

EXAMPLE 6.9. Let Y= S2^Kl x Sc

ω,°Kl. Then Y is a dense-in-itself
P-space such that for any p e Y, Y\{p} is nonnormal.

Proof. By Propositions 2.1, 3.1, and 4.4, F is a product of dense-
in-themselves homogeneous P-spaces, so Y is a dense-in-itself homo-
geneous P-space. If X is as in Example 6.8, X is a closed subspace
of Y\{(Po, Po)}, so Y\{Po, Po} is nonnormal. By the homogeneity of Y,
for any peY, Y\{p} is nonnormal.
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