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Let $G(t)$ be a kernel in Class II. Necessary conditions in order that a function $f(x)$ be the convolution transform of $\phi(t) \in L^p(-\infty, \infty)$ were obtained by the second author. Also it was conjectured that the conditions are in fact sufficient. The conjecture is indeed true and we prove it here.

Following the notation of [3] (see [3] §2) we have

**Theorem.** Necessary and sufficient conditions in order that $f(x)$ possess the representation

$$f(x) = \int_{-\infty}^{\infty} G(x-t) \phi(t) dt, \quad \gamma < x < \infty$$

where $\phi(t) \in L^p(-\infty, \infty)$ ($1 < p < \infty$) are that $f(x) \in C^\infty(\gamma, \infty)$ and that

$$(1) \quad \sup_{\gamma < x < \infty} \sum_{n=0}^{\infty} \frac{1}{a_{n+1}} |f_n(x - \lambda_n)|^p \equiv H < \infty.$$

Furthermore,

$$(2) \quad \int_{-\infty}^{\infty} |\phi(t)|^p dt = H.$$

Necessity follows from [3], Theorem 2 for $M(u) = |u|^p$. The equality (2) is established in the proofs of Theorems 2, 3 in [3]. For the sufficiency we shall need the following lemmas,

**Lemma 1.** For every $\tau > 0$,

$$\sum_{n=0}^{\infty} \frac{1}{a_{n+1}} H_{n+1}(-\tau + \lambda_{n+1}) = 1.$$

**Proof.** By [3] (3.10),

$$\sup_{-\infty < \theta < \infty} \sum_{n=0}^{\infty} \frac{1}{a_{n+1}} G_n(\theta - \lambda_n) \leq 1.$$
Thus, \( G(x) \) satisfies [3], (3.3) that is for \(-\infty < x < u < \infty\),

\[
G(x) = \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} G_k(u - \lambda_k)H_{k+1}(x - u + \lambda_{k+1}).
\]

Put \( u = x + \tau \) (\( \tau > 0 \)) we have,

\[
1 = \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} G_k(x + \tau - \lambda_k)H_{k+1}(-\tau + \lambda_{k+1})dx
\]

\[
= \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} H_{k+1}(-\tau + \lambda_{k+1}) \int_{-\infty}^{\infty} G_k(x + \tau - \lambda_k)dx
\]

\[
= \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} H_{k+1}(-\tau + \lambda_{k+1}).
\]

**Lemma 2.** If \( f(x) \in C^\infty(\gamma, \infty) \) and satisfies (1), then for every \( \gamma < x < u < \infty \),

\[
f(x) = \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} f_k(u - \lambda_k)H_{k+1}(x - u + \lambda_{k+1}).
\]

**Proof.** We first show that the series converges. By Hölder's inequality we have

\[
I = \sum_{k=N}^{\infty} \frac{1}{a_{k+1}} |f_k(u - \lambda_k)|H_{k+1}(x - u + \lambda_{k+1})
\]

\[
\leq \left( \sum_{k=N}^{\infty} \frac{1}{a_{k+1}} |f_k(u - \lambda_k)|^p \right)^{1/p} \left( \sum_{k=N}^{\infty} \frac{1}{a_{k+1}} H_{k+1}^q(x - u + \lambda_{k+1}) \right)^{1/q}.
\]

For \( N \) sufficiently large, the \( H_k \)'s are uniformly bounded (say by \( M \)) (see [3] p. 444) and since \( q > 1 \),

\[
I \leq H^{1/p}M^{1/p} \left( \sum_{k=N}^{\infty} \frac{1}{a_{k+1}} H_{k+1}(x - u + \lambda_{k+1}) \right)^{1/q}
\]

\[
\leq (HM)^{1/p} \quad \text{by Lemma 1.}
\]

Now, by the Lemma in [3] p. 442 for every \( \gamma < x < u < \infty \),

\[
f(x) = \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} f_k(u - \lambda_k)H_{k+1}(x - u + \lambda_{k+1}) + R_n(x, u)
\]

where

\[
R_n(x, u) = \int_x^u f_{n+1}(t - \lambda_{n+1})H_{n+1}(x - t + \lambda_{n+1})dt.
\]
Since the series converges, so does \( R_n(x,u) \). In order to show that \( R_n(x,u) \to 0 \) \((n \to \infty)\), it suffices to find some subsequence \( \{n_j\} \) such that \( R_{n_j} \to 0 \) \((j \to \infty)\). To this end notice that (1) implies

\[
\sum_{n=0}^{\infty} \frac{1}{a_{n+1}} \int_x^u |f_n(t - \lambda_n)|^p \, dt < \infty,
\]

and since \( \sum_{n=0}^{\infty} (1/a_{n+1}) \to \infty \), there exists a subsequence \( \{n_j\} \) such that

\[
\int_x^u |f_{n_j}(t - \lambda_{n_j})|^p \, dt \to 0, \quad j \to \infty.
\]

By Hölder's inequality,

\[
\int_x^u |f_{n_j}(t - \lambda_{n_j})| \, dt \to 0, \quad j \to \infty
\]

and since \( H_n(t) \) are uniformly bounded, \( R_{n_j}(x,u) \to 0, \quad j \to \infty \).

**Lemma 3.** The series

\[
\sum_{n=0}^{\infty} \frac{1}{a_{n+1}} G(\theta + \lambda_{n+1})
\]

is uniformly bounded in \(-\infty < \theta < \infty\).

**Proof.** It is known that \( G(x) \) is bell shaped and non-negative. (See [1], p. 126). Let \( G(x_0) = \max G(x) \). Then \( G \) increases to the left of \( x_0 \) and decreases beyond \( x_0 \). Hence

\[
\sum_{\theta + \lambda_{n+1} > x_0} \frac{1}{a_{n+1}} G(\theta + \lambda_{n+1}) \leq \int_{x_0}^{\infty} G(t) \, dt + \frac{1}{a_1} G(x_0) \leq 1 + \frac{1}{a_1} G(x_0)
\]

and

\[
0 \leq \sum_{\theta + \lambda_{n+1} \leq x_0} \frac{1}{a_{n+1}} G(\theta + \lambda_{n+1}) - \int_{-\infty}^{x_0} G(t) \, dt
\]

\[
\leq \sum_{\theta + \lambda_{n+1} \leq x_0} \frac{1}{a_{n+1}} [G(\theta + \lambda_{n+1}) - G(\theta + \lambda_n)]
\]

\[
= \sum \frac{1}{a_{n+1}} (\lambda_{n+1} - \lambda_n) G'(\theta + \mu_n) \quad (\lambda_n < \mu_n < \lambda_{n+1})
\]

\[
\leq \sup_{-\infty < t < \infty} |G'(t)| \sum_{n=0}^{\infty} \frac{1}{a_{n+1}^2}.
\]
REMARKS. (a) The same proof applied to $G_k(t)$ ($k = 1, 2, \cdots$) gives the same for the series $\sum_{n=0}^{\infty} (1/a_{n+1})G_k(\theta + \lambda_{n+1})$. (b) Some slight modifications in this analysis yield that:

$$\lim_{\tau \to \infty} \sum_{n=0}^{\infty} \frac{1}{a_{n+1}} G(-\tau + \lambda_{n+1}) = 1.$$ 

**Lemma 4.** If $f(x) \in C^*(\gamma, \infty)$ and satisfies (1), then for $\gamma < x < \infty$,

$$f(x) = \lim_{u \to x} \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} f_k(u - \lambda_k)G(x - u + \lambda_{k+1}).$$

**Proof.** By Lemma 2 and Hölder's inequality,

$$\left| f(x) - \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} f_k(u - \lambda_k)G(x - u + \lambda_{k+1}) \right|$$

$$\leq \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} \left| f_k(u - \lambda_k) \right| \left| H_{k+1}(x - u + \lambda_{k+1}) - G(x - u + \lambda_{k+1}) \right|$$

$$\leq \left( \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} \left| f_k(u - \lambda_k) \right|^p \left| H_{k+1}(x - u + \lambda_{k+1}) - G(x - u + \lambda_{k+1}) \right| \right)^{1/p}$$

$$\times \left( \sum_{k=0}^{\infty} \frac{1}{a_{k+1}} \left| H_{k+1}(x - u + \lambda_{k+1}) - G(x - u + \lambda_{k+1}) \right| \right)^{1/q}.$$ 

$H_n(t) \to G(t)$ uniformly in $(-\infty, \infty)$ as $n \to \infty$ and for each fixed $n$, $H_n(t) \to 0$, $G(t) \to 0$ as $t \to -\infty$. Hence, it follows by (1) that for $\gamma < x < \infty$, the first series converges to zero as $u \to \infty$, while the second series is bounded uniformly in $x, u$ by Lemmas 1 and 3.

We now proceed with the proof of the theorem.

**Proof of sufficiency.** Define the functions $\alpha_u(t), u > \gamma$ by

$$\alpha_u(t) \equiv \begin{cases} 0, & t = 0. \\ \sum_{u > \lambda_{n+1}, t \geq u-t} \frac{1}{a_{n+1}} f_n(u - \lambda_n), & t > 0. \\ \sum_{u \leq \lambda_{n+1}, t < u-t} \frac{1}{a_{n+1}} f_n(u - \lambda_n), & t < 0. \end{cases}$$

For fixed $t$, $0 < t < \infty$,

$$\var{\alpha_u(t)} \leq \sum_{u > \lambda_{n+1}, t \geq u-t} \frac{1}{a_{n+1}} \left| f_n(u - \lambda_n) \right|$$
where $\lambda_{k+2} > u > \lambda_{k+1}$ and $\lambda_{r+1} \geq u - t > \lambda_r$. Hence

$$\text{Var}\left\{\alpha_u(t)\right\} \leq H^{1/p}\left(t + \frac{1}{a_{r+1}}\right)^{1/q}.$$  

Similar analysis is done for $-\infty < t < 0$. Hence $\alpha_u(t)$ are of variations uniformly bounded in every finite interval in $(-\infty, \infty)$. By Helly (see [4] p. 29) it can be shown that there is a sequence $u \uparrow \infty$ and a function $\alpha(t)$ of bounded variation in every finite interval such that $\alpha_{u_j}(t) \to \alpha(t)$ for $-\infty < t < \infty$. Lemma 4 implies

$$f(x) = \lim_{u_j \to \infty} \int_{-\infty}^{\infty} G(x-t)\alpha_{u_j}(t) dt, \quad \gamma < x < \infty.$$  

For every $t$, $|\alpha_u(t)| \leq \text{Var}\{\alpha_u(t)\} \leq H^{1/p}(|t| + 1/a_t)^{1/q}$ and since $tG(t) \to 0$ as $|t| \to \infty$, integration by parts yields

$$f(x) = \lim_{u_j \to \infty} \int_{-\infty}^{\infty} G'(x-t)\alpha_{u_j}(t) dt, \quad \gamma < x < \infty.$$  

Now $G'(t) (|t| + 1/a_t)^{1/q}$ is integrable so that by Lebesgue's dominated convergence theorem

$$f(x) = \int_{-\infty}^{\infty} G'(x-t)\alpha(t) dt = \int_{-\infty}^{\infty} G(x-t)\alpha(t) dt.$$  

We conclude the proof as in [3] p. 448 and obtain that $\alpha(t)$ is the indefinite integral of a function $\phi(u) \in L^p(-\infty, \infty)$.

**Remarks.** (c) An analogous representation theorem involving integral conditions can be found in [1] p. 153. Notice that we allow here representation in a half line, however, by Hölder's inequality, the integral

$$\int_{-\infty}^{\infty} G(x-t)\phi(t) dt$$

converges for every $-\infty < x < \infty$. Therefore condition (1) (which is required on a half line) defines a convolution transform on $(-\infty, \infty)$.

(d) $H$ is independent of $\gamma$ and is given by

$$H = \lim_{x \to \infty} \sum_{n=0}^{\infty} \frac{1}{a_{n+1}} |f_n(x - \lambda_n)|^p.$$
(e) For $a_n = n$, the convolution transform reduces to the Laplace transform and our theorem yields [2], Theorem 1 for $\phi(t) \in L^p(0, \infty)$.

(f) $f(x) \equiv 1$ cannot be the convolution transform of a function $\phi(t) \in L^p(-\infty, \infty)$ since

$$\sum \frac{1}{a_{n+1}} |f_n(x - \lambda_n)|^p = \sum \frac{1}{a_{n+1}} = \infty.$$ 

(g) Denote by $X$ the set of real valued functions which belong to $C^\infty(-\infty, \infty)$ and satisfy (1). $\|f\| = H^{1/p}$ is a norm on $X$. Our representation theorem says that $f \in X$ if and only if $f = G * \phi$ where $\phi \in L^p(-\infty, \infty)$. Furthermore, $\|f\| = \|\phi\|$. Equivalently, $X$ and $L^p(-\infty, \infty)$ are isomorphic isometric.
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