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A local evolution system \( \{U(t, s)\} \) is defined and constructed from a family of nonlinear, multi-valued operators \( \{\Lambda(t)\} \) with common domain \( D \), in a real Banach space \( X \). In particular, it is shown that there is a family of operators \( \{U(t, s)\} \) with domains \( \{D(t, s)\} \) satisfying:

\[
U(t, s): D(t, s) \to \bar{D},
\]

\[
D \subset \bigcup_{s<t} D(t, s) \text{ for each } s,
\]

\[
D(t, r) \subset D(s, r) \text{ for } r \leq s \leq t,
\]

\[
U(t, t)x = x \text{ for } x \in D(t, t) \supset D, \text{ and}
\]

\[
U(s, r)D(t, r) \subset D(t, s) \text{ and } U(t, s)U(s, r) \supset U(t, r).
\]

The existence of \( \{U(t, s)\} \) is established by showing that \( \lim \prod_t (I - \Delta t \Lambda(t))^{-1}x \) exists for \( x \in D \), where \( \text{"lim"} \) denotes the refinement limit. When this limit exists it is called the product integral, and \( U(t, s)x \) is defined to be this product integral.

The time dependent evolution equation

\[
u'(t) \in A(t)u(t), \quad u(s) = x,
\]

is also studied, and it is shown that when \( X^* \) is uniformly convex, a strong solution exists on \([s, T]\). Finally, the notion of a solution of

\[
u'(t) \in A(t)u(t), \quad u(0) = x,
\]

with respect to \( \{D_n\} \) is defined, where \( \{D_n\} \) is a non-decreasing sequence of sets whose union is \( D \). Such solutions are shown to be unique, and an existence theorem is proved in the case when \( X^* \) is uniformly convex.

1. Local evolution systems. If \( A \) assigns to each \( x \in X \), a subset \( A_x \) of \( X \) then \( A \) will be called a \textit{multi-valued} operator in \( X \). The domain of \( A \), \( D(A) \), is the set \( \{x \in X: A_x \neq \emptyset\} \). The range of \( A \), \( R(A) \), is the set \( \cup \{A_x: x \in D(A)\} \).
The usual operations on operators are defined for multi-valued operators in a straightforward manner, see, e.g., [4].

A multi-valued operator \( A \) in \( X \) is said to be \( \omega \)-dissipative if \( \omega \) is a non-negative real number and

\[
\|(x_1 - \lambda y_1) - (x_2 - \lambda y_2)\| \geq (1 - \lambda \omega) \|x_1 - x_2\|
\]

whenever \( x_1, x_2 \in D(A), y_1 \in Ax_1, y_2 \in Ax_2 \) and \( \lambda > 0 \).

Multi-valued, \( \omega \)-dissipative operators are studied by numerous authors. See, for example, [5], [7], [19], [16], [14], [18], and [20].

**Proposition 1.1.** Suppose \( A \) is a multi-valued, \( \omega \)-dissipative operator and \( 0 < \lambda \omega < 1 \), then

(1) \( (I - \lambda A)^{-1} \) is a function, and

\[
\|(I - \lambda A)^{-1} x - (I - \lambda A)^{-1} y\| \leq (1 - \lambda \omega)^{-1} \|x - y\|
\]

for \( x, y \in R(I - \lambda A) \).

(2) \( \|(I - \lambda A)^{-1} x - x\| \leq \lambda (1 - \lambda \omega)^{-1} |Ax| \)

for \( x \in R(I - \lambda A) \cap D(A) \), where \( |Ax| = \inf_{y \in Ax} \|y\| \).

(3) \( (I - \lambda A)^{-1} x - x \in \lambda A (I - \lambda A)^{-1} x \)

for \( x \in R(I - \lambda A) \).

(4) If \( \lambda > 0 \) and \( \mu \) is a real number, then

\[
\frac{\mu}{\lambda} x + \frac{\lambda - \mu}{\lambda} (I - \lambda A)^{-1} x \in R(I - \mu A),
\]

and

\[
(I - \lambda A)^{-1} x = (I - \mu A)^{-1} \left( \frac{\mu}{\lambda} x + \frac{\lambda - \mu}{\lambda} (I - \lambda A)^{-1} x \right)
\]

for \( x \in R(I - \lambda A) \).

**Proof.** See Crandall and Liggett [4].

Whenever working with a composition of functions the following conventions are used.
Let $F$ be a mapping from $[a, b] \times [0, \lambda_0]$ into the set of mappings on $X$ and let $x \in X$. For each partition $R = \{r_i\}_{i=0}^n$ of $[a, b]$ with $\max_{1 \leq i \leq n} \Delta r_i < \lambda_0$, let the product $\prod_{i=1}^n F(r_i, \Delta r_i)x$ be denoted by $\prod_i F(R)x$. If there is a partition $P_0$ of $[a, b]$ so that $\|\prod_i F(P)x - w\| < \varepsilon$ whenever $P$ is a refinement of $P_0$, then one writes $\prod_i F(I, dI)x = w$, and $w$ is called the product integral of $F$ from $a$ to $b$ with respect to $x$. Some theorems about product integrals are found in [9], [23], [24], and [22]. Throughout the paper $\{A(t): 0 \leq t \leq T\}$ will denote a family of multi-valued operators with common domain $D$.

$\{A(t)\}$ is said to satisfy Condition $\mathcal{K}$ if there is a non-decreasing function $L: [0, \infty) \rightarrow [0, \infty)$ such that

$$|A(t)x| \leq |A(s)x| + |t - s| L(\|x\|)(1 + |A(s)x|)$$

for $x \in D$ and $0 \leq s, t \leq T$. Families of multi-valued operators which satisfy Condition $\mathcal{K}$ are studied in [4], [5], [13], and [10].

$\{A(t)\}$ is said to satisfy Condition $\mathcal{C}$ if there is a non-decreasing function $L: [0, \infty) \rightarrow [0, \infty)$ and $\lambda_0 > 0$ such that

$$\|(I - \lambda A(t))^{-1}x - (I - \lambda A(s))^{-1}x\| \leq \lambda |t - s| L(\|x\|)(1 + |A(s)x|)$$

whenever $0 \leq s, t \leq T$, $0 \leq \lambda < \lambda_0$, and $x \in D$. Families of operators which satisfy Condition $\mathcal{C}$ are studied in [4], [5], and [10].

Let $\Lambda_x(A(t)) = \Lambda_x$ be defined by

$$\Lambda_x = \{(\tau, r): r > 0 \text{ and } B(x, r) \cap D \subset R(I - \lambda A(t)) \text{ for each } t \in [0, T] \text{ and } 0 < \lambda < \tau\}.$$
In [7] Dorroh gives the definition of a local transformation semigroup. The above definition may be viewed as a generalization of that definition. Also, in a manner analogous to that in [7], one can show that a natural way for local evolution systems to arise is from solutions of time dependent nonlinear evolution equations.

**Theorem 1.2.** Let \( \{A(t): 0 \leq t \leq T\} \) be a family of \( \omega \)-dissipative, multi-valued operators with common domain \( D \), which satisfies Conditions \( \mathcal{D}, \mathcal{K}, \) and \( \mathcal{E} \). Let \( x \in D, (\lambda, r) \in \Lambda_x \), and \( 0 \leq s \leq t \leq T \). Then there exists a positive real number \( b = b(s, x, r) \) such that if \( 0 < t - s < b \), then \( \Pi^s J(I, dI)x \) exists, where \( J(t, \lambda) = (I - \lambda A(t))^{-1} \).

The proof of this theorem will be given after the proof of Theorem 1.3.

**Theorem 1.3.** Let \( \{A(t): 0 \leq t \leq T\} \) be a family of \( \omega \)-dissipative, multi-valued operators with common domain \( D \), which satisfies Conditions \( \mathcal{D}, \mathcal{K}, \) and \( \mathcal{E} \). Let \( E(t, s) \) denote the set of all vectors \( x \) belonging to \( D \) for which \( \Pi^s J(I, dI)x \) exists for \( s \leq t' \leq t \). Then

\[
\| \Pi^s J(I, dI)x - \Pi^s J(I, dI)y \| \leq \exp(\omega(t - s))\|x - y\|
\]

for \( x, y \in E(t, s) \), and if we define \( U(t, s): \overline{E(t, s)} \rightarrow \overline{D} \) by

\[
U(t, s)x = \begin{cases} 
\Pi^s J(I, dI)x, & x \in E(t, s) \\
\lim_{n \to \infty} \Pi^s J(I, dI)x_n, & x_n \in E(t, s), \ x_n \to x \in \overline{E(t, s)},
\end{cases}
\]

then \( \{U(t, s)\} \) is a local evolution system on \( D \) with \( D(t, s) = \overline{E(t, s)} \).

**Proof.** First note that for \( x, y \in E(t, s) \) there exists a partition \( P \) of \([s, t]\) such that if \( 0 < \|P\| \omega < 1 \), and \( P' = \{r_1, r_2, \cdots, r_n\} \) is a refinement of \( P \), then

\[
\| \Pi^s J(P')x - \Pi^s J(P')y \| \leq \prod_{i=1}^{n} \frac{1}{1 - \mu_i \omega} \|x - y\|
\]

where \( \mu_i = r_i - r_{i-1} \). Therefore, for \( x, y \in E(t, s) \)

\[
\| \Pi^s J(I, dI)x - \Pi^s J(I, dI)y \| \leq \exp(\omega(t - s))\|x - y\|
\]

and the first statement of the theorem is proved.
Now let \( D(t,s) = \overline{E(t,s)} \) and check the four properties of a local evolution system.

**Proof of (i).** Let \( s \in [0, T) \) and \( x \in D \). Choose \( t - s < b(s, x, r) \) (see Theorem 1.2) for some \( r > 0 \). By Theorem 1.2 it follows that \( x \in E(t,s) \), and hence \( D \subseteq \bigcup_{s < t} D(t,s) \).

**Proof of (iv).** One proves that \( U(s,r)E(t,r) \subseteq \overline{E(t,s)} \). Then by definition of \( U(s,r) \) the result will follow for \( \overline{E(t,r)} \). Let \( x \in E(t,r) \) and \( t' \in [s,t] \). Choose a sequence \( \{ R_n \} \) of partitions of \([r, t']\) such that \( s \in R_n \), and so that if \( P_n = R_n[[s,t]] \), then any refinement \( R'_n \) of \( R_n \) and any refinement \( P'_n \) of \( P_n \) have the property that

\[
\| \pi'_n J(R'_n)x - U(t,r)x \| < \frac{1}{n},
\]

and

\[
\| \pi'_n J(P'_n)x - U(s,r)x \| < \frac{1}{n}.
\]

Let \( P'_n \) be a refinement of \( P_n \) and \( y_n = \pi'_n J(P'_n)x \). One shows that \( y_n \in E(t,s) \) for large \( n \), and noting that \( y_n \to U(s,r)x \), it will follow that \( U(s,r)x \in \overline{E(t,s)} \). Let \( \epsilon > 0 \) be given, and choose \( n \) large enough so that \( 2/n < \epsilon \). Let \( Q_n = R_n[[s,t]] \). Suppose that \( Q'_n \) is a refinement of \( Q_n \), then \( \pi'_n J(Q'_n \cup P'_n)x \) is defined since \( Q'_n \cup P'_n \) is a refinement of \( R_n \). However,

\[
\pi'_n J(Q'_n \cup P'_n)x = \pi'_n J(Q'_n)\pi'_n J(P'_n)x
= \pi'_n J(Q'_n)y_n.
\]

Thus \( \pi'_n J(Q'_n)y_n \) is defined for each refinement \( Q'_n \) of \( Q_n \). Next, let \( Q'_n \) and \( Q''_n \) be refinements of \( Q_n \), then

\[
\| \pi'_n J(Q'_n)y_n - \pi'_n J(Q''_n)y_n \|
\leq \| \pi'_n J(Q'_n \cup P'_n)x - U(t,r)x \| + \| U(t,r)x - \pi'_n J(Q''_n \cup P'_n)x \|
\leq \frac{1}{n} + \frac{1}{n}
\leq \epsilon,
\]

because \( Q'_n \cup P'_n \) and \( Q''_n \cup P'_n \) are refinements of \( R_n \). Hence, by definition of \( E(t,s) \), \( y_n \in E(t,s) \), and thus it follows that \( U(s,r)x \in \overline{E(t,s)} \).

Now one proves that \( U(t,s)U(s,r)x = U(t,r)x \) for \( x \in E(t,r) \). Let \( y_n, R_n, P_n, \) and \( Q_n \) be as above. Then by definition of \( U(t,s) \),
Let \( \beta > 0 \) be given. Choose \( n \) large enough so that \( 1/n < \epsilon/2 \). Choose \( Q'_n \), a partition of \([s, t]\), so that \( \| \Pi_i J(Q'_n) y_n - U(t, s) y_n \| < \epsilon/2 \). Now for each such \( n \),

\[
\| U(t, s) y_n - U(t, r) x \| < \| U(t, s) y_n - \Pi_i J(Q'_n) y_n \|
\]

\[
+ \| \Pi_i J(Q''_n \cup P'_n) x - U(t, r) x \|
\]

\[
< \epsilon
\]

where \( Q''_n = Q'_n \cup Q_n \). This is the desired result.

In order to prove Theorem 1.2, the following four lemmas are needed. In these lemmas the notation given below is used.

(a) \( M(x) = \sup_{0 \leq t \leq T} | A(t)x | \) for \( x \in D \),
(b) \( J(t, \lambda) = (I - \lambda A(t))^{-1} \),
(c) \( \sigma(\mu, n) = \sum_{i=1}^n \mu_i \) for any sequence \( \{\mu_i\} \) of real numbers,
(d) \( u(a, \lambda, k) = \Pi_{i=1}^k J(a + \sigma(\lambda, i), \lambda, i) \) if \( \sigma(\lambda, k) < T \).

**Lemma 1.4.** Let \( \{A(t) : 0 \leq t \leq T\} \) be a family of \( \omega \)-dissipative, multi-valued operators with common domain \( D \), satisfying Conditions \( \mathcal{D} \) and \( \mathcal{K} \). Let \( x \in D \), \( s \in [0, T) \), \( (\lambda_0, r) \in \Lambda xx \), \( b = b(s, x, r) = \min\{T - s, r[\exp(2\omega(T - s))M(x)]^{-1}\} \), \( \{r_i\}_{i=0}^n \) be a partition of \([s, s + b]\), and let \( \mu_i = r_i - r_{i-1} \) for \( i = 1, 2, \ldots, n \). Suppose that \( 0 < \mu_i < \lambda_0 \) and that \( 0 < \mu_i \omega < \frac{1}{2} \) for \( i = 1, 2, \ldots, n \). If \( \sigma(\mu, k) < b \) for \( k = 1, 2, \ldots, n \) then \( u(s, \mu, k)x \) is defined, \( u(s, \mu, k)x \in B(x, r) \cap D \), and \( \| u(s, \mu, k)x - x \| < \sigma(\mu, k)M(x) \).

**Lemma 1.5.** Let the hypotheses of Lemma 1.4 be satisfied. If \( \sigma(\mu, k) < b \) for \( k = 1, 2, \ldots, n \), then

\[
| A(r_k)u(s, \mu, k)x | \leq \exp(2\omega \sigma(\mu, k))M_k,
\]

where

\[
M_k = M(x) \prod_{i=1}^k (1 + \mu_i L) + \sum_{i=1}^k \mu_i L \prod_{i=i+1}^k (1 + \mu_i L),
\]

and \( L = \mathcal{L}(r + \| x \|) \). Furthermore, there is a constant \( R = R(s, x, r) \) so that if \( \sigma(\mu, k) < b \), then

\[
| A(r_k)u(s, \mu, k)x | \leq R \quad \text{for} \quad k = 1, 2, \ldots, n.
\]

The proofs of Lemma 1.4 and Lemma 1.5 follow by induction on \( k \), using the Proposition 1.1. See also \([1]\).
As an aid in stating the following lemmas, the following notation is introduced.

Let \( \{a_k\}, \{b_k\} \) be sequences of nonnegative integers. For \( r \leq s \) and \( 0 \leq t \leq s - r + 1 \) let

\[
A(r, s, t) = \{(x_1, x_{r+1}, \cdots, x_r) \in R^{s-r+1} : \text{exactly } t \text{ of the components are 1 and the remaining components are 0}\}.
\]

Let \( f: A(r, s, t) \to R \) be given by

\[
f(x_1, x_{r+1}, \cdots, x_r) = \prod_{i=1}^s \eta_i \quad \text{where} \quad \begin{cases} 
\eta_i = a_i & \text{if } x_i = 1 \\
\eta_i = b_i & \text{if } x_i = 0.
\end{cases}
\]

Finally, define

\[
[a, b]_t = \sum_{y \in A(r,s,t)} f(y).
\]

For notational convenience if \( s < r \) and \( t \geq 0 \) define

\[
[a, b]_r = 1.
\]

**Lemma 1.6.** Let the hypotheses of Lemma 1.4 be satisfied. Let \( \mu_1, \mu_2, \cdots, \mu_n \leq \lambda \) and \( 0 < \lambda < \lambda_0 \). In addition, let \( a_k = \mu_k / \lambda, b_k = 1 - a_k, s_k = k\lambda, m\lambda = b \), for \( k = 1, 2, \cdots, n \), and

\[
d_{m,n} = \left\| \prod_{k=1}^n J(r_k, \mu_k)x - \prod_{k=1}^m J(s_k, \lambda)x \right\|.
\]

Then

(i) \( d_{k,j} \leq \exp(2\omega\mu_j)\{a, d_{k-1,j-1} + b, d_{k,j-1} + e_{k,j}\} \),

and

(ii) \( d_{m,n} \leq \exp(2\omega\sigma(\mu, n))\left\{ \sum_{j=0}^m [a, b]_{m-j, 0} \ight\}

\[
+ \sum_{j=m}^n a_{n-j+1} \sum_{n-j+2}^n [a, b]_{m-1, n-j} d_{0, n-j} \
+ \sum_{k=0}^{m-1} \sum_{i=1}^{n-k} [a, b] \sum_{k+i+1}^n e_{m-k,i} \right\}.
\]
for \( 1 \leq m \leq n \), where

\[
e_{k,j} = \left\| J(s_k, \mu_j) \prod_{i=1}^{j-1} J(r_i, \mu_i) \prod_{i=1}^{j-1} J(r_i, \mu_i)x - J(r_j, \mu_j) \prod_{i=1}^{j-1} J(r_i, \mu_i)x \right\|.
\]

**Proof of (i).** See Crandall and Pazy [1].

The proof of (ii) involves a rather lengthy induction argument and can be found in the appendix to the author’s dissertation.

**Lemma 1.7.** Let the hypotheses of Lemma 1.6 and Condition $\mathcal{C}$ be satisfied. If $\sigma(a, n) = m$, then

(i) \[
\sum_{j=0}^{m} [a, b]_j (m - j) = \sum_{j=m}^{n} \sum_{k=1}^{n-j+1} a_k a_{n-j+1} [a, b]_{m-1},
\]

(ii) \[
\sum_{j=0}^{m} (m - j) [a, b]_j \leq \sqrt{m},
\]

(iii) \[
\sum_{k=0}^{m-1} \sum_{r=0}^{n-k} a_i [a, b]_{r} \left| (m - k) - \sigma(a, i) \right| \leq m \sqrt{m}, \quad \text{and}
\]

(iv) \[
d_{m,n} \leq \exp(2\omega m \lambda)\{2\lambda \sqrt{m} + \lambda^2 m \sqrt{m}\}C \text{ for some constant } C.
\]

**Proof.** The proof of the (i) involves another lengthy induction argument and is given in the author’s dissertation. The proof of (ii) is similar to the proof of (iii) and is easier, so only the proof of (iii) is given

**Proof of (iii).**

\[
\sum_{k=0}^{m-1} \sum_{r=0}^{n-k} a_i [a, b]_{r} \left| (m - k) - \sigma(a, i) \right|
\]

\[
= \sum_{i=1}^{n} \sum_{k=0}^{m} a_i [a, b]_{k} \left| (m - k) - \sigma(a, i) \right|
\]

\[
+ \sum_{i=n-m+1}^{n-1} \sum_{k=0}^{m-1} a_i [a, b]_{k} \left| (m - k) - \sigma(a, i) \right|
\]

\[
\leq \sum_{i=1}^{n} a_i \sum_{k=0}^{n-i} [a, b]_{k} \left| k - (a_{i+1} + \cdots + a_n) \right|.
\]
However,
\[ \sum_{k=0}^{n-i} \sum_{i+1}^{n} [a, b]_k |k - (a_{i+1} + \cdots + a_n)| \]
\begin{align*}
&= \left\{ \sum_{k=0}^{n-i} \sum_{i+1}^{n} [a, b]_k \right\}^{1/2} \left\{ \sum_{k=0}^{n-i} \sum_{i+1}^{n} [a, b]_k (k - (a_{i+1} + \cdots + a_n))^2 \right\}^{1/2} \\
&= \sum_{k=0}^{n-i} \sum_{i+1}^{n} k^2 [a, b]_k - 2(a_{i+1} + \cdots + a_n) \sum_{k=0}^{n-i} \sum_{i+1}^{n} [a, b]_k \\
&\quad + (a_{i+1} + \cdots + a_n)^2 \sum_{k=0}^{n-i} \sum_{i+1}^{n} [a, b]_k \right\}^{1/2} \\
&= \left\{ \left( \sum_{k=0}^{n} a_k \right)^2 - \sum_{k=0}^{n} a_k^2 + \sum_{k=0}^{n} a_k \\
&\quad - 2(a_{i+1} + \cdots + a_n) \sum_{k=0}^{n} a_k + \left( \sum_{k=0}^{n} a_k \right)^2 \right\}^{1/2} \\
&= \left\{ \sum_{k=0}^{n} a_k - \sum_{k=0}^{n} a_k^2 \right\}^{1/2} \\
&\leq \left\{ \sum_{k=0}^{n} a_k \right\}^{1/2} \\
&\leq \sqrt{m}.
\end{align*}

Therefore,
\[ \sum_{k=0}^{n} a_i [a, b]_k |(m - k) - \sigma(a, i)| \]
\[ \leq \sum_{i=0}^{n} a_i \sqrt{m} \]
\[ = m \sqrt{m}. \]

This completes the proof of (iii).

**Proof of (iv).** Using Lemma 1.4, Lemma 1.5, Lemma 1.6 and Condition $\mathcal{C}$ one can show that there are constants $c_1 = c_1(x)$ and $c_2 = c_2(s, x, r)$ so that
\[ d_{m,n} \leq \exp(2\omega \sigma(\mu, n)) \left\{ \lambda \sum_{j=0}^{m} [a, b]_j (m - j)c_1 \\
+ \lambda \sum_{j=m}^{n} \sum_{k=1}^{n-j} a_k a_{n-j+1} \sum_{n-j+2}^{n} [a, b]_{m-1} c_1 \\
+ \lambda^2 \sum_{k=0}^{n-1} \sum_{i+1}^{n-k} a_i [a, b]_k |(m - k) - \sigma(a, i)| c_2 \right\} \]
for $1 \leq m \leq n$. 


Letting $C = \max(c_1, c_2)$ it follows from (i), (ii) and (iii) that

$$d_{m,n} \leq \exp(2\omega m\lambda) \left\{ 2\lambda \sum_{j=0}^{m} [a, b]_1 (m-j) + \lambda^2 \sum_{k=0}^{m-1} \sum_{i=1}^{n-k} a_i \left[ a, b \right]_k (m-k) - \sigma(a, i) \right\} C$$

$$\leq \exp(2\omega m\lambda) \{ 2\lambda \sqrt{m} + \lambda^2 m \sqrt{m} \} C.$$

This completes the proof of Lemma 1.7.
Now for the proof of Theorem 1.2.

**Proof of Theorem 1.2.** Let $\epsilon < 0$ be given. Let

$$P_m = \left\{ s + i \left( \frac{t-s}{m} \right) \right\}^{m}_{i=0}, \quad m = 1, 2, \cdots.$$

Choose $m_0$ large enough so that

$$\exp(2\omega(t-s))(2(t-s) + (t-s)^2) \frac{C}{\sqrt{m_0}} < \frac{\epsilon}{2},$$

where $C$ is chosen as in Lemma 1.7. Let $P' = \{ r'^n \}_{i=0}^n$ and $P'' = \{ r''^k \}_{i=0}^k$ be refinements of $P_{m_0}$ satisfying Lemma 1.4. Then,

$$\| \Pi_i'(P')x - \Pi_i'(P'')x \|$$

$$\leq \| \Pi_i'(P')x - \Pi_i'(P_{m_0})x \| + \| \Pi_i'(P_{m_0})x - \Pi_i'(P'')x \|$$

$$= d_{m_0,n} + d_{m_0,k}$$

$$\leq 2 \exp \left( 2\omega m_0 \left( \frac{t-s}{m_0} \right) \left\{ 2 \frac{t-s}{m_0} \sqrt{m_0} + \frac{(t-s)^2}{m_0^2} \right\} m_0 \sqrt{m_0} \right) C$$

$$\leq \epsilon.$$

Thus $\Pi_i'(J(I, dI)x)$ exists, and Theorem 1.2 is proved.

**Remark.** Notice that if $\bar{D} \subset R(I - \lambda A(t))$, for $t \in [0, T]$ and $0 < \lambda < \lambda_0$, then choosing $r = \infty$ and $b(s, x, r) = T - s$, the condition $0 \leq t - s < b(s, x, r)$ becomes $s \leq t \leq T$. Hence Theorem 1.2 implies Theorem 2.1 of Crandall and Pazy [6].

After obtaining these results, it was discovered that A. T. Plant [22] had proven the existence of a slightly more general type of product integral. He uses a stronger substitute for Condition $\mathcal{D}$ and his results
only apply when there is a global evolution system. This proof is very similar to Plant's except that he uses probabilistic methods instead of mathematical induction.

2. Time dependent evolution equations. The results found in this section are similar to those of Crandall and Pazy [6] and Brezis and Pazy [1].

Let \{A(t): 0 \leq t \leq T\} be a family of multi-valued operators with common domain \(D\). Let \(x \in D\) and \(s \in [0, T)\).

A function \(u: [s, T] \to X\) is said to be a strong solution of

\[
u'(t) \in A(t)u(t), \quad u(s) = x
\]

if \(u\) satisfies the following conditions:

(i) \(u\) is Lipschitz continuous;
(ii) \(u'(t)\) exists a.e. on \((s, T)\); and
(iii) \(u(t) \in D\) a.e. on \((s, T)\), \(u(s) = x\), and \(u'(t) \in A(t)u(t)\) a.e. on \((s, T)\).

**Theorem 2.1.** Let \{\(A(t): 0 \leq t \leq T\}\} be a family of \(\omega\)-dissipative, multi-valued operators with common domain \(D\), satisfying Conditions \(\mathcal{D}\), \(\mathcal{K}\), and \(\mathcal{C}\). Let \(x \in D\), \(s \in [0, T)\), and \((\lambda_0, r) \in \Lambda_x\). If the problem

\[
u'(t) \in A(t)u(t), \quad u(s) = x
\]

has a strong solution \(u\) on \([s, T]\), then

\[
U(t, s)x = u(t) \quad \text{on} \quad [s, s+b),
\]

where \(b\) is chosen as in Theorem 1.2.

**Proof.** The proof of this theorem follows from Theorem 1.2 using arguments like those found in [6].

Let \(X^*\) denote the dual space of \(X\). Let \(\langle x, f \rangle\) denote the value of \(f\) at \(x\), for \(x \in X\) and \(f \in X^*\). The duality mapping \(F\) is the mapping of \(X\) into \(X^*\) defined by

\[
F(x) = \{f \in X^* : \langle x, f \rangle = \|x\|^2 = \|f\|^2\}.
\]

The following three facts are well-known, see [13].

1. If \(X^*\) is uniformly convex then \(F\) is single-valued and uniformly continuous on bounded sets.

2. Let \(x, y \in X\). Then \(\|x\| \leq \|x + \alpha y\|\) for every \(\alpha > 0\) if and only if there is an \(f \in F(x)\) so that \(\langle y, f \rangle \geq 0\).
(3) Let \( u \) be an \( X \)-valued function on an interval of real numbers. Suppose \( u \) has a weak derivative \( u'(s) \in X \) at \( s \). If \( \| u(\cdot) \| \) is also differentiable at \( s \), then
\[
\| u(s) \| \frac{d}{ds} \| u(s) \| = \langle u'(s), f \rangle
\]
for every \( f \in F(u(s)) \).

Let \{\( A(t): 0 \leq t \leq T \)\} be a family of multi-valued operators with common domain \( D \). \{\( A(t) \)\} is said to satisfy Condition \( \mathcal{M} \) if whenever \( t_n \in (0, T) \) and \((x_n, y_n) \in A(t_n)\), \( n = 1, 2, 3, \ldots, \) and \( t_n \to t, \ x_n \to x, \ \) and \( y_n \to y, \) then \((x, y) \in A(t)\).

Multi-valued operators satisfying this type of condition are studied in [17].

The existence theorem which follows and its proof are generalizations of the work of Brezis and Pazy [1] to the time dependent case.

**Theorem 2.2.** Let \( X^* \) be uniformly convex. Let \{\( A(t): 0 \leq t \leq T \)\} be a family of \( \omega \)-dissipative, multi-valued operators with common domain \( D \), satisfying Conditions \( \mathcal{D}, \mathcal{K}, \mathcal{E}, \) and \( \mathcal{M} \). Let \( x \in D \) and \( s \in [0, T) \), then there exists a unique strong solution to the initial value problem
\[
u(t) \in A(t)u(t), \ u(s) = x\]
on the interval \([s, T]\).

The three lemmas below and the following definition are needed in the proof of this theorem.

Let \{\( A(t): 0 \leq t \leq T \)\} be a family of multi-valued operators. \( A(t) \) is said to satisfy Condition \( \mathcal{R} \) if whenever \( t_n \in [0, T] \) and \((x_n, y_n) \in A(t_n)\), \( n = 1, 2, 3, \ldots \) and \( x_n \to x, \ y_n \to y, \ t_n \to t, \) then \((x, y) \in A(t)\).

**Lemma 2.3.** Let \( X^* \) be uniformly convex. Let \{\( A(t): 0 \leq t \leq T \)\} be a family of \( \omega \)-dissipative, multi-valued operators with common domain \( D \), satisfying Conditions \( \mathcal{D}, \mathcal{K}, \mathcal{E}, \) and \( \mathcal{M} \). Let \( x \in D \), \((\lambda_0, r) \in \Lambda_{\alpha}, \ s \in [0, T) \) and \( b = b(s, x, r) \). If the sequence of functions \{\( u_n \)\} defined below converges pointwise to a function \( u \) on \([s, s + b]\), then \( u(t) \in D \) for \( t \in [s, s + b] \).

**Proof.** Define the sequences \( u_n: [s, s + b) \to X \),
\[
v_n: [s, s + b) \to X
\]
as follows:
Let \( \{\lambda_n\} = \{b/n\} \) and \( \{r_{i,n}\} = \{s + i\lambda_n\} \) for \( i = 0, 1, 2, \ldots, n \). Then
\[
\begin{align*}
u_n(t) &= u(s, \lambda, k-1)x \
& \quad \text{for } r_{k-1,n} \leq t < r_{k,n}, \ k = 1, 2, \ldots, n
\end{align*}
\]
and
\[
\begin{align*}u_n(t) &= u(s, \lambda, k-1)x + \frac{1}{\lambda_n}[u(s, \lambda, k)x - u(s, \lambda, k-1)x](t - r_{k,n})
\end{align*}
\]
for \( r_{k-1,n} \leq t < r_{k,n}, \ k = 1, 2, \ldots, n \).

Let \( t \in [s, s+b) \) and choose a sequence of nonnegative integers \( \{k_n\} \) so that \( t_n = s + k_n\lambda_n, \ t_n < t, \) and \( t - t_n < \lambda_n \). Letting \( x_n = J(t_n, \lambda_n)v_n(t_n) \), and \( y_n = \lambda_n^{-1}[J(t_n, \lambda_n)v_n(t_n) - v_n(t_n)] \), we obtain that \( y_n \in A(t_n)x_n \) and that \( \|y_n\| \leq (1 - \lambda_n\omega)^{-1}|A(t_n)v_n(t_n)| \). Thus, it follows from Lemma 1.5 that \( \{y_n\} \) is bounded. Because \( X^* \) is uniformly convex, \( y_n \to y \) for some subsequence \( \{y_{n_k}\} \) of \( \{y_n\} \) and some \( y \in X \). Using Lemma 1.5 and the fact that \( v_n(t) \to u(t) \) if and only if \( u_n(t) \to u(t) \), it is not hard to show that \( x_n \to u(t) \). Thus by Condition \( M \) \( (u(t), y) \in A(t) \), i.e., \( u(t) \in D \).

**Lemma 2.4.** Let \( X^* \) be uniformly convex. Let \( \{A(t): 0 \leq t \leq T\} \) be a family of \( \omega \)-dissipative, multi-valued operators with common domain \( D \) satisfying Condition \( R \). Let \( A(t)x \subset B(t)x \) for \( x \in D \), where \( \{B(t): 0 \leq t \leq T\} \) is also \( \omega \)-dissipative. Suppose that \( D(B(t)) = D_B \) for each \( t \in [0, T] \). Suppose that for each \( x \in D_B \), there is a ball \( B(x, r) \) and a number \( \lambda_0 > 0 \) such that
\[
B(x, r) \cap D_B \subset R(I - \lambda A(t))
\]
for \( 0 < \lambda < \lambda_0 \), and \( 0 \leq t \leq T \). Suppose that \( 0 \leq s < b' < T \), and that there is a function \( u: [s, b'] \to X \) satisfying: \( u(t) \in D_B \) for \( t \in [s, b'] \), \( u \) is differentiable a.e. on \( (s, b') \), and \( u'(t) \in B(t)u(t) \) a.e. on \( (s, b') \). Then \( u(t) \in D \) a.e. on \( (s, b') \), and \( u'(t) \in A(t)u(t) \) a.e. on \( (s, b') \).

**Proof.** Choose \( t \in (s, b') \) so that \( x \equiv u(t) \in D_B \), \( u \) is differentiable at \( t \), and \( u'(t) \in B(t)u(t) \). Let \( \lambda_0 \) and \( r \) be chosen such that
\[
B(x, r) \cap D_B \subset R(I - \lambda A(t))
\]
for \( 0 < \lambda < \lambda_0 \) and \( 0 \leq t \leq T \). Note that for \( t' \) close to \( t \), \( u(t') \in B(x, r) \), since \( u \) is continuous at \( t \). Choose an increasing sequence \( \{t_n\} \) so that \( t_n \to t \) and let \( \lambda_n = t - t_n \). Then
\[
u(t_n) \in B(x, r) \cap D_B \subset R(I - \lambda_n A(t_n))
\]
for large \( n \). So \((I - \lambda_n A(t_n))^{-1}u(t_n) \equiv x_n \in D \), and \( u(t_n) = x_n - \lambda_n y_n \) for
some \( y_n \in A(t_n)x_n \subset B(t_n)x_n \). Since \( u'(t) \in B(t)u(t) \) and \( B(t) \) is \( \omega \)-dissipative,

\[
\langle u'(t) - y_n, F(x - x_n) \rangle \leq \omega \| x - x_n \|^2.
\]

Now let

\[
\phi(s) = u'(t) - \frac{u(s) - u(t)}{s - t}.
\]

Then

\[
\phi(t_n) = u'(t) - \frac{u(t_n) - u(t)}{t_n - t} = u'(t) - \frac{x_n - \lambda_n y_n - x}{\lambda_n} = u'(t) - \frac{x - x_n}{\lambda_n} - y_n.
\]

Thus,

\[
\phi(t_n) + \frac{x - x_n}{\lambda_n} = u'(t) - y_n,
\]

and

\[
\left\langle \phi(t_n) + \frac{x - x_n}{\lambda_n}, F(x - x_n) \right\rangle \leq \omega \| x - x_n \|^2.
\]

So

\[
\langle \phi(t_n), F(x - x_n) \rangle \leq \frac{\lambda_n \omega - 1}{\lambda_n} \| x - x_n \|^2,
\]

or

\[
\frac{1 - \lambda_n \omega}{\lambda_n} \| x - x_n \|^2 \leq \langle \phi(t_n), -F(x - x_n) \rangle \leq \| \phi(t_n) \| \cdot \| x - x_n \|,
\]

or

\[
\| x - x_n \| \leq \frac{\lambda_n}{1 - \lambda_n \omega} \| \phi(t_n) \|.
\]

Therefore, \( x_n \to x \). Now

\[
\| u'(t) - y_n \| \leq 3 \| \phi(t_n) \|
\]

for large \( n \), so that \( y_n \to u'(t) \). Hence Condition \( \mathcal{R} \) shows that \( u'(t) \in A(t)u(t) \) and the proof is complete.
LEMMA 2.5. Let $X$ be a reflexive Banach space and let $\{v_n(t)\}$ be a sequence in $L^p(a, b; X)$, $p > 1$, such that $\{v_n(t)\}$ is bounded for almost all $t \in (a, b)$. Let $V(t)$ denote the set of weak cluster points of $\{v_n(t)\}$. If $v_n$ converges weakly to $u$ in $L^p(a, b; X)$ then $u(t)$ belongs to the closed convex hull of $V(t)$ a.e. on $(a, b)$.

Proof. See Kato [14].

Proof of Theorem 2.2. The proof of the uniqueness of solution is standard and will not be given here.

Define $B(t)$, an extension of $A(t)$ for $t \in [0, T]$, as follows:

$$D(B(t)) = D \quad \text{for} \quad 0 \leq t \leq T,$$

$$B(t)x = \text{closed convex hull of} \quad A(t)x.$$

$B(t)$ is $\omega$-dissipative for each $t \in [0, T]$. Let $0 < b' < b$, and $x \in D$. Then by Theorem 1.2, the sequence $\{u_n\}$ of functions defined in Lemma 2.1 converges uniformly to $U(t, s)x$ on $[s, b']$.

Let $u(t) = U(t, s)x$. Then by Lemma 2.3, $u(t) \in D$ for $t \in [s, b']$. Also, note that since $u$ is Lipschitz continuous and $X^*$ is uniformly convex, $u'(t)$ exists almost everywhere on $(s, s + b')$.

Let $\{v_n\}$ be the sequence of functions defined in Lemma 2.3. We show that $v_n \rightharpoonup u'$ in $L^p(s, s + b'; X)$ for $1 < p < \infty$. Since $u_n$ converges uniformly to $u$, it follows that $v_n$ also converges uniformly to $u$ on $[s, s + b']$. Thus

$$\int_s^{s + b'} v_n'(t)f(t)dt \to \int_s^{s + b'} u'(t)f(t)dt,$$

for $f \in C^0_0(s, s + b'; R)$ where $C^0_0(a, b; R)$ denotes the continuously differentiable real-valued functions which vanish outside of $(a, b)$. Note also that

$$\int_s^{s + b'} v_n'(t)f(t)dt \to \int_s^{s + b'} u'(t)f(t)dt$$

for $f \in C^0_0(s, s + b'; R)$, so that

$$g\left(\int_s^{s + b'} v_n'(t)f(t)dt\right) \to g\left(\int_s^{s + b'} u'(t)f(t)dt\right)$$

for $f \in C^0_0(s, s + b'; R)$ and $g \in X^*$. Since the Lipschitz norm of $v_n'$ is bounded, it follows that some subsequence $\{v'_{n_k}\}$ of $\{v_n'\}$ converges to some element $w$ belonging to $L^p$, for $1 < p < \infty$. Thus,
$$g \left( \int_s^{s+b'} v_n'(t) f(t) dt \right) \rightarrow g \left( \int_s^{s+b'} w f(t) dt \right)$$

for \( f \in C_0'(s, s+b'; R) \) and \( g \in X^* \), so it follows that \( w = w' \) and \( v_n' \rightarrow u' \) in \( L_p \).

Next observe that from Condition \( \mathcal{M} \) it follows that the set of weak cluster points of \( \{v_n'(t)\} \), denoted by \( V(t) \), is contained in \( A(t)u(t) \). Thus, from Lemma 2.5,

$$u'(t) \in V(t) \subset \text{closed convex hull of } A(t)u(t) = B(t)u(t).$$

Now since \( \{A(t): 0 \leq t \leq T\} \) and \( \{B(t): 0 \leq t \leq T\} \) satisfy the hypothesis of Lemma 2.4,

$$u'(t) \in A(t)u(t) \text{ a.e. on } (s, s+b').$$

Next, show that \( u \) is a solution on \([s, T]\). Let \( u \) be a solution on \([s, T_1]\), where \( T_1 \) is maximal. If \( T_1 \neq T \), choose \( t_n \rightarrow T \). Then \( u(t_n) \rightarrow u_0 \in X \), because \( u \) is Lipschitz continuous. Since \( \{A(t): 0 \leq t \leq T\} \) satisfies Condition \( \mathcal{M} \), \( u_0 \in D \). Hence consider the problem

$$u'(t) \in A(t)u(t), \quad u(T_1) = u_0.$$

It will have a solution \( v(t) \) on \([T_1, T_\omega]\). Letting

$$f(t) = \begin{cases} u(t) & \text{on } [s, T_1] \\ v(t) & \text{on } [T_1, T_\omega] \end{cases},$$

extend the original solution, contradicting the maximality of \( T_1 \).

This concludes the proof of Theorem 2.2.

3. A local abstract Cauchy problem. In [1], Brezis and Pazy show that if \( X^* \) is uniformly convex, and \( A \) is a dissipative, demi-closed operator which satisfies Condition \( I \), then the initial value problem

$$u'(t) \in Au(t), \quad u(0) = x$$

has a unique global solution. The techniques of Brezis and Pazy may also be used in solving a local abstract Cauchy problem of a similar nature. Attention is confined to multi-valued operators which satisfy the Condition \( \mathcal{S} \) below.
Let \( \{A(t) : 0 \leq t \leq T\} \) be a family of multi-valued operators with common domain \( D \). \( \{A(t)\} \) is said to satisfy Condition \( \mathcal{S} \) if there is a non-decreasing sequence of sets \( \{D_n\} \) so that \( D = \bigcup_{n=1}^{\infty} D_n \), and \( sA_n(t) = A(t)D_n \) is \( \omega_n \)-dissipative with \( 0 \leq \omega_1 \leq \omega_2 \leq \cdots \).

Multi-valued operators satisfying similar conditions are studied in [3].

In the pages which follow, the problem

\[
u'(t) \in A_n(t)u(t), \ u(0) = x \in D
\]

will be denoted by \( ACP_n \), and the problem

\[
u'(t) \in A(t)u(t), \ u(0) = x
\]

will be denoted by \( ACP \).

Now consider the problem of finding a solution of \( ACP \) with \( u(0) = x \in D_1 \), where \( \{A(t)\} \) satisfies Condition \( \mathcal{S} \). It is easy to show that if \( x \in D_1 \), and \( ACP_n \) has a solution on \([0, b_n)\) and \( b_n \to b \), then \( ACP \) has a solution on \([0, b)\). This is proved in Theorem 3.3. With only the Condition \( \mathcal{S} \), this solution does not have to be unique, as the following example illustrates.

Define \( A : R \times [0, 1] \setminus (0, 1) \times (0, 1) \to R \times R \), by

\[
A(x, y) = \begin{cases}
(0, 0), & -\infty < x \leq 0, \ 0 \leq y \leq 1 \\
(x, 0), & 0 \leq x \leq 1, \ y = 1 \\
(1, 0), & 1 \leq x < \infty, \ 0 \leq y \leq 1 \\
(\sqrt{x}, 0), & 0 \leq x \leq 1, \ y = 0.
\end{cases}
\]

Let \( D_n = D(A) \setminus (0, n^{-2}) \times \{0\} \). Then \( A(t) = A \) satisfies Condition \( \mathcal{S} \). In particular, each \( A_n \) is \( n \)-dissipative, closed, and satisfies Condition \( \mathcal{D} \). Thus it follows from Theorem 2.2 that \( ACP_n \) with \( x = (0, 0) \) has a unique solution. This solution is, of course, \( u_n(t) = (0, 0) \). However, \( ACP \) with \( x = (0, 0) \) has \( u(t) = (t^2/4, 0) \) for \( 0 \leq t \leq 2 \) as a solution, together with \( u(t) = (0, 0) \). We therefore make the following definition.

Let \( \{A(t) : 0 \leq t \leq T\} \) be a family of multi-valued operators with common domain \( D \), which satisfies Condition \( \mathcal{S} \), with \( D = \bigcup_{n=1}^{\infty} D_n \) \( u \) is said to be a solution of \( ACP \) with respect to \( \{D_n\} \) on \([0, b)\), if for each \( t_0 \in [0, b) \), \( u \) is a solution of \( ACP_n \) on \([0, t_0)\) for some \( n = n(t_0) \).

In the above example, \( u(t) = (t^2/4, 0) \) is not a solution of \( ACP \) with respect to \( \{D_n\} \), while \( u(t) = (0, 0) \) is such a solution.

**Theorem 3.1.** Let \( \{A(t) : 0 \leq t \leq T\} \) be a family of multi-valued operators with common domain \( D \). If \( \{A(t)\} \) satisfies Condition \( \mathcal{S} \) with
$D = \bigcup_{n=1}^{\infty} D_n$, then ACP with $x \in D$, has at most one solution with respect to \{D_n\} on the interval [0, b).

Proof. Suppose that $u$ and $v$ are solutions of ACP with respect to \{D_n\} on [0, b). Choose $t_0 \in [0, b)$. Then $u(t) \in D_n$ and $u'(t) \in A_n(t)u(t)$ for some $n$ and almost all $t \in [0, b)$. Also, $v(t) \in D_m$ and $v'(t) \in A_m(t)v(t)$ for some $m$ and almost all $t \in [0, b)$. Suppose that $m < n$. Then

$$\|u(t) - v(t)\| \frac{d}{dt} \|u(t) - v(t)\| = \langle u'(t) - v'(t), f(t) \rangle \leq \omega_n \|u(t) - v(t)\|^2$$

because

$$v'(t) \in A_m(t)v(t) \subset A_n(t)v(t),$$

and

$$f(t) \in F(u(t) - v(t)).$$

Hence, if $t \in [0, t_0)$ then

$$\|u(t) - v(t)\| \leq \omega_n \int_0^t \|u(s) - v(s)\| ds,$$

and it follows that $u(t) = v(t)$. Since $t_0$ was arbitrary, $u(t) = v(t)$ for all $t \in [0, b)$.

Remark. An interesting question whose answer is unknown to the author is: If $u$ is a solution of ACP with respect to \{D_n\} and $v$ is a solution of ACP with respect to \{E_n\}, where $D = \bigcup_{n=1}^{\infty} D_n = \bigcup_{n=1}^{\infty} E_n$, does $u = v$?

Theorem 3.2. Let \{A(t): 0 \leq t \leq T\} be a family of multi-valued operators with common domain $D$, which also satisfies Condition $\mathcal{F}$. If $u_n$ is a solution of ACP$_n$ on $[0, b_n)$, and if $0 < b_1 \leq b_2 \leq \cdots$, then $u_n = u_{n+1}[0, b_n)$.

Proof. The proof is straightforward and will not be given.

Theorem 3.3. Let \{A(t): 0 \leq t \leq T\} be a family of multi-valued operators with common domain $D$, which satisfies Condition $\mathcal{F}$. If $u_n$ is a solution of ACP$_n$ on $[0, b_n)$, with \{b_n\} increasing and $b_n \to b$, then
is a solution of ACP with respect to \{D_n\} on \([0, b)\).

The proof is omitted.

**Theorem 3.4.** Let \(X^*\) be uniformly convex. Let \(\{A(t): 0 \leq t \leq T\}\) be a family of multi-valued operators with common domain \(D\). Suppose that \(\{A(t)\}\) is \(\omega\)-dissipative and satisfies Conditions \(\mathcal{D}, \mathcal{K},\) and \(\mathcal{C}\). Let \(\tilde{A}(t)\) denote the smallest extension of \(A(t)\) for which \(\{\tilde{A}(t): 0 \leq t \leq T\}\) satisfies Condition \(\mathcal{M}\). Let \(\tilde{A}(t)x\) denote the closed convex hull of \(\tilde{A}(t)x\) for \(x \in D(\tilde{A}(t))\). Then there is a number \(b > 0\) and a unique function \(u: [0, b) \to X\) such that \(u'(t) \in \tilde{A}(t)u(t)\) a.e. on \([0, b)\), and \(u(0) = x \in D\).

**Proof.** Let \(b\) be as in Lemma 1.4. Let \(u_n: [0, b) \to X\), and \(v_n: [0, b) \to X\), be as in Lemma 2.3. Then by Condition \(\mathcal{M}\), as in the proof of Lemma 2.3, if \(t \in [0, b)\) and \(u_n(t) \to u(t)\), then

\[
u(t) \in D(\tilde{A}(T)) \subset D(\tilde{A}(t)).\]

Now as in the proof of Theorem 2.2 it follows that \(u'(t)\) exists a.e. on \((0, b)\), and \(u' \to u'\) in \(L^p(0, b; X)\) for \(1 < p < \infty\). Again, as in the proof of Theorem 2.2 it follows that the set of weak cluster points of \(\{v_n'(t)\}\), denoted by \(V(t)\), is contained in \(\tilde{A}(t)u(t)\). Finally, using Lemma 2.5,

\[
u'(t) \in \text{closed convex hull of } V(t) \subset \text{closed convex hull of } \tilde{A}(t)u(t) = \tilde{A}(t)u(t)
\]

for almost all \(t \in (0, b)\). This concludes the proof of Theorem 3.4.

**Theorem 3.5.** Let \(X^*\) be uniformly convex. Let \(\{A(t): 0 \leq t \leq T\}\) be a family of multi-valued operators with common domain \(D\). Suppose that \(\{A(t)\}\) satisfies Condition \(\mathcal{S}\) with \(D = \bigcup_{n=1}^{\infty} D_n\), and each \(\{A_n(t): 0 \leq t \leq T\}\) satisfies Conditions \(\mathcal{D}, \mathcal{K},\) and \(\mathcal{C}\), and that

\[
\tilde{A}_n(t) \subset A_{n+1}(t)
\]

(see Theorem 3.4) for each positive integer \(n\) and each \(t \in [0, T]\). Then there is a number \(b > 0\) and a unique function \(u: [0, b) \to X\) so that \(u\) is a solution of ACP with respect to \(\{D_n\}\) on \([0, b)\).
Proof. The family \( \{A_n(t): 0 \leq t \leq T\} \) satisfies Conditions \( \mathcal{D}, \mathcal{K}, \text{ and } \mathcal{C} \), so by Theorem 3.4 there exists a number \( b_n > 0 \) and a function \( u_n: [0, b_n) \to X \) such that \( u_n'(t) \in \tilde{A}_n(t)u_n(t) \) a.e. on \([0, b_n)\) for \( n = 1, 2, 3, \ldots \). Thus, \( u_n'(t) \in A_{n+1}(t)u_n(t) \) a.e. on \([0, b_n)\). If the sequence \( \{b_n\} \) is bounded, let \( b = \sup_n \{b_n\} \); otherwise, let \( b = +\infty \). In either instance, if \( b_k = b \) for some \( k \), define \( u: [0, b) \to X \) by \( u(t) = u_k(t) \). If \( b_n \neq b \) for all \( n \), then select an increasing subsequence \( \{b_{n_k}\} \) of \( \{b_n\} \) so that \( b_{n_k} \to b \) and define \( u: [0, b) \to X \) as in Theorem 3.3, and the result follows from that theorem.

The uniqueness follows from Theorem 3.1.

Now consider alternative approaches to solving the problem

\[
u'(t) \in A(t)u(t), \quad u(0) = x,
\]

where \( \{A(t)\} \) satisfies Condition \( \mathcal{F} \). In order to facilitate the discussion, consider the specific case in which \( X = \mathbb{R}, A(t)x = Ax = x^2 \) for \( x \in \{X \in \mathbb{R}: x \geq 0\} = D(A), \) and \( D_n = [0, n) \). Letting \( b_n = (n - x)/nx \) for \( x \in D_n \), one gets \( u_n(t) = x/(1 - tx) \) as solutions of ACP\( _n \) on \([0, b_n)\).

Theorem 3.1 of [1] does not apply to ACP\( _n \) because \( \tilde{A}_n \) is not closed, and it does not apply directly to \( u' \in \tilde{A}_nu \), or \( u' \in \tilde{A}_nu \) because the operators \( \tilde{A}_n \) and \( A_n \) do not satisfy Condition I of [1].

In Theorem 3.5, this problem is solved by using the methods (but not the results) of [1] because \( \tilde{A}_n \subset A_{n+1} \).

It should be noted that Theorem 3.1 of [1] can be applied in a different way, at least in this example. Let

\[
A_n^*x = \begin{cases} A_nx & \text{if } 0 \leq x < n \\ [0, n^2] & \text{if } x = n \end{cases}
\]

Then \( A_n^* \) is closed and satisfies Condition I. Furthermore, the solution \( v_n \) of \( v' \in A_n^*v \) agrees with \( u_n \) on \([0, b_n)\) and is constant thereafter.

It is not clear that this method of finding closed extensions of \( A_n \) which satisfy Condition I can be generalized. This process may sometimes be possible, at least in Hilbert spaces, by using methods like those in [2]. However, even if such extensions can be found, it is not clear how a solution of ACP can be constructed from the solutions \( v_n \) of \( v' \in A_n^*v \). This is because one would not know in general that \( v_n'(t) \in Av_n(t) \), or even that \( v_n(t) \in D \), for small positive \( t \). It can happen, for example, that \( A_nv \) is properly contained in \( A_n^*v \) for \( v \in D_n \), and \( D_n \) is not open in \( D(A_n^*) \). See Example 2 in [7].
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