BONDED QUADRATIC DIVISION ALGEBRAS
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Osborn has shown that any quadratic algebra over a field of characteristic not two can be decomposed into a copy of the field and a skew-commutative algebra with a bilinear form. For any nonassociative algebra $G$ over a field of characteristic not two, Albert and Oehmke have defined an algebra over the same vector space, which is bonded to $G$ by a linear transformation $T$. In this paper this process is specialized to the class $\mathcal{A}$ of finite dimensional quadratic algebras $A$ over fields of characteristic not two, which define a symmetric, nondegenerate bilinear form, to obtain quadratic algebras $B(A, T)$ bonded to $A$. In the main results $T$ will be defined as a linear transformation on the skew-commutative algebra $V$ defined by Osborn's decomposition of $A$. An algebra in $\mathcal{A}$ is called a division algebra if $A \neq 0$ and the equations $ax = b$ and $ya = b$, where $a \neq 0$ and $b$ are elements in $A$, have unique solutions for $x$ and $y$ in $A$. Consequently, a finite dimensional algebra $A \neq 0$ is a division algebra if and only if $A$ has no divisors of zero. A basis for $V$ is said to be orthogonal, if it is orthogonal with respect to the above mentioned bilinear form. An algebra in $\mathcal{A}$ is weakly flexible if the $i$th component of the skew-commutative product of the $i$th and $j$th members of each orthogonal basis of $V$ is 0. If $\mathcal{D}(\mathcal{A})$ denotes the class of division algebras in $\mathcal{A}$ and $I$ denotes the identity transformation on $V$, then the main results are: (1) $A \in \mathcal{D}(\mathcal{A})$, $T$ nonsingular and $B(A, T)$ flexible imply $B(A, T) \in \mathcal{D}(\mathcal{A})$, (2) if $A \in \mathcal{D}(\mathcal{A})$ and $A$ is weakly flexible, then $B(A, T)$ is weakly flexible if and only if $T = \delta I$ for $\delta$ a scalar, and (3) if $A$ is a Cayley-Dickson algebra in $\mathcal{D}(\mathcal{A})$, then $B(A, T)$ is a Cayley-Dickson algebra in $\mathcal{D}(\mathcal{A})$ if and only if $T = \pm I$. Finally, a class of nonflexible quadratic division algebras bonded to Cayley-Dickson division algebras will be exhibited.

1. Introduction. A finite dimensional algebra $A$ with identity element 1 over a field $F$ of characteristic not 2 is called a quadratic algebra in case 1, $a$, and $a^2$ are linearly dependent over $F$ for all $a \in A$. Following the conventions used by Osborn [6] we shall identify the field $F$ with the subalgebra $F1$ and refer to an element in $F1$ as a scalar. Furthermore, if an element $x \in A$ squares to a scalar but $x$ is not a scalar, $x$ is called a vector. If $V$ is the set of all vectors in $A$, then $A$ is a vector space direct sum of $F$ and $V$. For $x$ and $y \in A$, let $(x, y)$ denote the scalar component of $xy$. Clearly $(x, y)$ is a bilinear form from $A \times A$.
to $F$. If $x$ and $y \in V$, we define "$\times$" by $x \times y = xy - (x, y)$, $V$ is closed under this product and Osborn [6, p. 203] shows it is skew-commutative. If $\alpha + x$ and $\beta + y \in A = F + V$, where $\alpha$ and $\beta \in F$ and $x$ and $y \in V$, then

$$(\alpha + x)(\beta + y) = [\alpha \beta + (x, y)] + [\alpha y + \beta x + x \times y] \in F + V.$$ 

This decomposition of $A$ into a copy of the field and a skew-commutative algebra with bilinear form makes it possible to restate questions about quadratic algebras in terms of questions about bilinear forms and skew-commutative algebras. For example, it is easy to show that $A$ satisfies the flexible law if and only if the bilinear form $(x, y)$ is symmetric and $(x, x \times y) = 0$ for all $x$ and $y$ in $V$, and that $A$ is alternative if and only if $A$ is flexible and $(y, x)x - (x, x)y + (y \times x) \times x = 0$ for all $x$ and $y$ in $V$.

Let $\mathcal{A}$ denote the class of algebras satisfying: $A$ is a finite dimensional quadratic algebra over a field $F$ of characteristic not two and $A$ defines a symmetric, nondegenerate bilinear form $(x, y)$. We call an algebra in $\mathcal{A}$ a division algebra if $A \neq 0$ and the equations $ax = b$ and $ya = b$, where $a \neq 0$ and $b$ are elements in $A$, have unique solutions for $x$ and $y$ in $A$. Consequently, a finite dimensional algebra $A \neq 0$ is a division algebra if and only if $A$ has no divisors of zero. Let $\mathcal{D}(\mathcal{A})$ denote the class of division algebras in $\mathcal{A}$. In the case that $(x, y)$ is defined by a division algebra it will be nondegenerate, since otherwise there exists an element $\alpha + x \in A$ such that $(y, \alpha + x) = 0$ for all $y \in A$. But then $0 = (x, \alpha + x) = (x, \alpha) + (x, x) = x^2$, which contradicts the division property of $A$.

The assumptions of finite dimensionality of $A$ and symmetry of $(x, y)$ are sufficient to prove $V$ has a basis $u_1, u_2, \ldots, u_n$ of mutually orthogonal vectors with respect to $(x, y)$. Henceforth, when we speak of an orthogonal basis for $V$, we shall always mean orthogonal with respect to the bilinear form $(x, y)$. Moreover, we will let $u_i^2 = \alpha_i \in F$ for $i = 1, \ldots, n$; and for $i \neq j$, let $u_i u_j = \sum_{k=1}^n \xi_{ijk} u_k$, so that the $\xi_{ijk}$'s are the multiplication constants of an orthogonal basis of $V$: Note that

$$\sum_{k=1}^n \xi_{ijk} u_k = u_i u_j = u_i \times u_j = -u_j \times u_i = -u_i u_j = -\sum_{k=1}^n \xi_{ijk} u_k$$

for all $i, j, k = 1, \ldots, n$ and $i \neq j$. So

$$(1.1) \quad \xi_{ijk} = -\xi_{jik} \quad \text{for all nonzero } i, j, \text{ and } k.$$ 

If $(x, y)$ is nondegenerate, then $\alpha_i \neq 0$ for $i = 1, \ldots, n$, since $\alpha_i = 0$ implies $0 = (u_i, u_i)$ which would imply $(u_i, y) = 0$ for all $y \in A$. 
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For $A \in \mathcal{A}$ let $U$ be the subspace of $A$ consisting of all finite linear combinations of vectors of the form $xy - yx$ for $x$ and $y \in A$. Let $T$ be a linear mapping from the subspace $U$ into $A$ and let $B(A, T)$ be an algebra with the same vector space as $A$ and multiplication defined by

$$(1.2) \quad x \cdot y = \frac{1}{2}(xy + yx) + \frac{1}{2}(xy - yx)^T,$$

where $xy$ denotes multiplication in $A$. $T$ will be called a bonding mapping ([2] and [5]) of $A$ and $B(A, T)$ will be said to be bonded to $A$. Using (1.2) it is seen that powers in $B(A, T)$ agree with those in $A$ and that the identity of $A$ is also the identity in $B(A, T)$. Thus $B(A, T)$ is also a quadratic algebra and we will let $(x, y)_T$ denote the bilinear form defined as the scalar component of $x \cdot y$ in $B(A, T)$ and let $x \times_T y = x \cdot y - (x, y)_T$, for all $x$ and $y \in V$. $V$ is closed under this skew-commutative product. Since $(x, y)$ is assumed to be symmetric and $x \times y$ is skew-commutative, we have for all $x$ and $y \in V$:

$$(1.3) \quad \frac{1}{2}(xy + yx) = (x, y) \quad \text{and} \quad \frac{1}{2}(xy - yx) = x \times y.$$

So for all $x$ and $y \in V$:

$$(1.4) \quad x \cdot y = (x, y)_T + x \times_T y = (x, y) + (x \times y)^T.$$

Clearly, for any basis $u_1, \ldots, u_n$ of $V$, the set of vectors $\{u_i \times u_j | i, j = 1, \ldots, n\}$ spans the space $U \subseteq V$. Since most of our knowledge is obtained under the assumption that $T$ is a mapping into $V$, we will henceforth make the restriction

$$(1.5) \quad (u_i \times u_i)^T = \sum_{k=1}^{n} \beta_{ijk} u_k.$$

The $\beta_{ijk}$'s for $i, j, k, = 1, \cdots, n$ are then the corresponding multiplication constants for $V$ in $B(A, T)$ and $(x, y)_T = (x, y)$.

2. **Lemma 2.1.** Let $A \in \mathcal{A}$ and let $u_1, \ldots, u_n$ be any orthogonal basis of $V$. Then $A$ is flexible if and only if

(a) $\xi_{ij} = 0$ for all $i, j = 1, \cdots, n$ and

(b) $\xi_{ijk} \alpha_k = \xi_{iij} \alpha_j = \xi_{kji} \alpha_i$ for all $i, j, k$ distinct in $\{1, \cdots, n\}$.

**Proof.** By assumption $(x, y)$ is symmetric, so it suffices to show that the condition $0 = (x, x \times y)$ for all $x$ and $y$ in $V$ is equivalent to conditions (a) and (b). The condition $0 = (x, x \times y)$ is equivalent to the
linearization \(0 = (x, z \times y) - (z, x \times y)\), and by the linearity of this relation it is equivalent to the set of equations

\[
0 = (u_i, u_i \times u_k) + (u_k, u_i \times u_k)
= (u_i, \xi_{ik} u_i) + (u_k, \xi_{ik} u_i)
= \xi_{ik} \alpha_i + \xi_{ik} \alpha_k,
\]

for all \(i, j, k \in \{1, \cdots, n\}\). The latter conditions are condition (a) of the theorem when \(k = i\) or \(j\), and condition (b) when \(i, j, k\) are distinct.

We shall call \(A \in \mathcal{A}\) weakly flexible if property (a) in Lemma 2.1 is satisfied for each orthogonal basis of \(V\). Osborn [6, pp. 204–206] calls a skew-commutative algebra \(V\) division-like if there do not exist linearly independent \(u, v \in V\) such that \(u \times v = 0\) or \(u \times v = u\) and he shows that \(A = F + V\) is a division algebra if and only if \(V\) is division-like and a certain condition is satisfied by its bilinear form.

**Lemma 2.2.** Let \(A \in \mathcal{D}(\mathcal{A})\). \(A\) is weakly flexible if and only if for \(x\) and \(y \in V\) such that \((x, y) = 0\), there exists \(z \in V\) such that \(x = y \times z\).

**Proof.** Suppose first that \(A\) is weakly flexible. Since \((x, y) = 0\), there exists an orthogonal basis \(u_1 = x, u_2 = y, u_3, \cdots, u_n\) for \(V\). Since \(A \in \mathcal{D}(\mathcal{A})\), there exists \(\alpha + z \in A\) such that

\[
u_1 = u_2(\alpha + z) = \alpha u_2 + (u_2, z) + u_2 \times z = \alpha u_2 + u_2 \times z.
\]

Let \(z = \sum_{j=1}^n \gamma_j u_j\). Then

\[
u_2 \times z = \sum_{j=1}^n \gamma_j (u_2 \times u_j) = \sum_{k=1}^n \sum_{j=1}^n \gamma_j \xi_{2jk} u_k.
\]

Since \(A\) is weakly flexible, \(\xi_{2j2} = 0\) for all \(j = 1, \cdots, n\), so the coefficient of \(u_2\) in \(u_2 \times z\) is 0, which then implies \(\alpha = 0\). Thus \(x = y \times z\).

Conversely, let \(u_1, \cdots, u_n\) be an orthogonal basis of \(V\). Fix \(i\) and let \(z^j = u_i \times z\) for \(z \in V\). The assumption implies \(u_k\) is in the image of \(L\) for all \(k \neq i\). \(V\) is division-like, so \(u_k \neq u_i \times z\) for any \(z \in V\), which implies the set of vectors \(\{u_k | k \neq i\}\) spans the image of \(L\). Hence \(u_i^j = u_i \times u_j = \sum_{k \neq i} \xi_{ijk} u_k\), which implies \(\xi_{ij} = 0\) for all \(j = 1, \cdots, n\). The arbitrariness of \(i\) gives the desired conclusion.

We note that if \(A \in \mathcal{A}\) is weakly flexible and \(x, y \in V\) are such that \((x, y) \neq 0\), then \(x = y \times z\) for \(z \in V\) is impossible. There exists an orthogonal basis \(y = u_1, u_2, \cdots, u_n\) of \(V\) and \(x = \gamma u_1 + w\) for \(w\) in the span of \(\{u_2, \cdots, u_n\}\) and \(\gamma \neq 0\). Since \(A\) is weakly flexible, for any \(z \in V\),
y × z is in the span of \{u_2, \ldots, u_n\}. Thus \(x = \gamma u_1 + w = y \times z\) is not possible.

**Theorem 2.1.** Let \(A \in \mathcal{D}(\mathcal{A})\), \(T\) nonsingular on \(U\), and \(B(A, T)\) flexible. Then \(B(A, T) \in \mathcal{D}(\mathcal{A})\).

**Proof.** Since \((x, y)_T = (x, y)\), \(B(A, T)\) will be a division algebra, if \(V\) is division-like with respect to \(\times_T\). Suppose there exist linearly independent \(x\) and \(y\) in \(V\) such that \(x \times_T y = x\). The flexibility of \(B(A, T)\) implies \((x, x \times_T y)_T = 0\). Now

\[x^2 = x \cdot x = x \cdot (x \times_T y) = (x, x \times_T y)_T + x \times_T (x \times_T y) = 0 + x \times_T x = 0,
\]

which contradicts the assumption that \(A \in \mathcal{D}(\mathcal{A})\). Suppose there exist linearly independent \(x\) and \(y\) in \(V\) such that \(x \times_T y = 0\). Then by (1.4), \(0 = x \times_T y = (x, y)_T\). But \(T\) is nonsingular, so \(x \times y = 0\) which also contradicts \(A \in \mathcal{D}(\mathcal{A})\).

If \(1, u_1, u_2, \ldots, u_n\) is an orthogonal basis of \(A \in \mathcal{D}(\mathcal{A})\), then \(u_1 \times x \neq 0\) for \(x\) in the span of \(\{u_2, \ldots, u_n\}\). Thus the \(n - 1\) vectors \(u_1 \times u_2, u_1 \times u_3, \ldots, u_1 \times u_n\) are linearly independent. Moreover, since \(V\) is division-like, we cannot have

\[u_1 = \sum_{i=2}^{n} \beta_i (u_1 \times u_i) = u_1 \times \sum_{i=2}^{n} \beta_i u_i,
\]

so the \(n\) vectors \(u_1, u_1 \times u_2, u_1 \times u_3, \ldots, u_1 \times u_n\) are linearly independent. Let \(v\) be any vector such that \((u_1, v) = 0\). If \(A\) were weakly flexible, then by Lemma 2.2 there exists \(z \in V\) such that \(u_1 := v \times z\) which puts \(u_1 \in U\). Thus \(U\) is a \(n\)-dimensional space contained in \(V\), if \(n > 1\). Hence it is plausible to assume \(T\) is a linear transformation from \(V\) into \(V\).

**Corollary 2.1.** Let \(A\) be flexible and in \(\mathcal{A}\) but not in \(\mathcal{D}(\mathcal{A})\). Then \(B(A, T)\) is not in \(\mathcal{D}(\mathcal{A})\) for any nonsingular \(T: V \to V\).

**Proof.** Since \(T\) is nonsingular on \(V\), \(T^{-1}: V \to V\) exists and it is easily checked that \(A = B(B(A, T), T^{-1})\). So by Theorem 2.1, if \(B(A, T)\) were in \(\mathcal{D}(\mathcal{A})\), then \(A\) would have to also be in \(\mathcal{D}(\mathcal{A})\).

**Theorem 2.2.** Let \(A \in \mathcal{A}\) and suppose that for all \(x \in U\), there exist \(y\) and \(z \in V\) such that \(x = y \times z\). If \(T\) is singular on \(U\), then \(B(A, T)\) is not a division algebra.

**Proof.** \(T\) singular implies there exists \(x \neq 0\) in \(U\) such that \(x^T = 0\). Choose \(y\) and \(z \in V\) such that \(x = y \times z\). Then \(0 = x^T = \)
(y \times z)^T = y \times_T z$, which implies $B(A, T)$ is not a division algebra since $V$ is not division-like with respect to $\times_T$.

By Lemma 2.2 the condition on $V$ in Theorem 2.2 holds in particular if $A \in \mathcal{D}(\mathcal{A})$ is weakly flexible and $n > 1$. If $n = 1$, then $U = 0$. Thus for $A \in \mathcal{D}(\mathcal{A})$ weakly flexible and $B(A, T)$ flexible we have, by Theorems 2.1 and 2.2, $B(A, T) \in \mathcal{D}(\mathcal{A})$ if and only if $T$ is nonsingular on $V$.

If we assume $A \in \mathcal{D}(\mathcal{A})$ is flexible and that $T$ is a scalar $\delta$ times the identity transformation $I$ on $V$, then for any orthogonal basis $u_1, \cdots, u_n$ of $V$ we have

$$\sum_{k=1}^n \beta_{ij} u_k = u_i \times_T u_j = (u_i \times u_j)^T = \sum_{k=1}^n \xi_{ijk} u_k^T = \sum_{k=1}^n \xi_{ijk} \delta u_k.$$ 

So $\beta_{ij} = \xi_{ijk} \delta$ for all $i, j, k = 1, \cdots, n$. Since $A$ is flexible, the $\beta_{ij}$ clearly satisfy the conditions in Lemma 2.1 which make $B(A, T)$ flexible and then by Theorem 2.1 $B(A, T) \in \mathcal{D}(\mathcal{A})$.

**Theorem 2.3.** Let $A$ be weakly flexible in $\mathcal{D}(\mathcal{A})$ and let $T: V \to V$ be such that $B(A, T)$ is weakly flexible. Then $T$ is a scalar multiple of $I$.

*Proof.* Let $u_1, \cdots, u_n$ be an orthogonal basis of $V$. Pick $u_r$ and $u_s$ such that $r \neq s$. $A$ is weakly flexible, so by Lemma 2.2 there exists $z \in V$ such that $u_i = u_r \times z$. Suppose $u_i^T = \sum_{r=1}^n \gamma_{ri} u_r$ and $z = \sum_{r=1}^n \delta_{ri} u_r$. Then

$$\sum_{i=1}^n \delta_i u_i = (u_r \times z)^T = \sum_{i=1}^n \gamma_{ri} (u_i \times u_j)^T = \sum_{i=1}^n \sum_{j=1}^n \gamma_{ri} \beta_{ij} u_i.$$ 

So $\delta_i = \sum_{j=1}^n \gamma_{ri} \beta_{ij}$, which implies $\beta_{ij} = 0$ for all $r$ and $j$. Thus $u_i^T = \delta_i u_i = \delta_i u_s$ for each $s = 1, \cdots, n$. The extra subscript is now dropped for the sake of simplicity. To show $T$ is a scalar multiple of the identity let $u_1$ be any nonzero element of $V$. Then $u_1$ may be embedded in a basis $u_1, \cdots, u_n$ of $V$ and we have $u_1^T = \delta_1 u_1$ for some $\delta_1 \in F$. Then also for any $v \in V$, $v^T = \delta_2 v$ for some $\delta_2 \in F$, and $\delta_1 u_1 + \delta_2 v = u_1^T + v^T = (u_1 + v)^T = \delta_3(u_1 + v) = \delta_3 u_1 + \delta_3 v$ for some $\delta_3 \in F$. Hence $\delta_1 = \delta_2 = \delta_3$ and $T = \delta_1 I$.

Since the Cayley-Dickson algebras are alternative, they are flexible. So for $A$ a Cayley-Dickson algebra in $\mathcal{D}(\mathcal{A})$, $B(A, T)$ is flexible if and only if $T$ is a scalar times $I$, the identity transformation on $V$.

**Corollary 2.2.** Let $A$ be a Cayley-Dickson algebra in $\mathcal{D}(\mathcal{A})$. $B(A, T)$ is a Cayley-Dickson algebra in $\mathcal{D}(\mathcal{A})$ if and only if $T = \pm I$. 

Proof. It is easily checked that a quadratic algebra is alternative if and only if it is flexible and \((y, x)x - (x, x)y + (y \times x) \times x = 0\) for all vectors \(x\) and \(y\) in the algebra. All that remains to be shown is that in \(B(A, T)\), \((y, x)x - (x, x)y + (y \times x_\tau x_\tau)x_\tau x_\tau = 0\) if and only if \(T = \pm I\). By (1.4) and Theorem 2.3
\[
(y, x)x - (x, x)y + (y \times x) \times x = (y, x)x - (x, x)y + [(y \times x)^T \times x]^T
\]
for some scalar \(\delta\). Since \(A\) is alternative, this expression is 0 if and only if \(\delta^2 = 1\).

3. In this section the bonding mapping process is applied to a class of Cayley-Dickson division algebras over formally real fields to obtain nonflexible quadratic division algebras of dimension 8. We use the definition, as given by Kleinfeld [4], of a Cayley-Dickson algebra in terms of its multiplication table with respect to a basis \(1, u_1, \ldots, u_7\) and parameters \(\alpha, \beta, \gamma\). Exact conditions on \(\alpha, \beta, \gamma\), and the field \(F\) which make the algebra a division algebra are given by Schafer [7]. We consider only the Cayley-Dickson division algebras over formally real fields with \(\alpha = \beta = \gamma = -1\). (The Cayley numbers are in this class.) The multiplication table for the nonidentity basis elements in such an algebra \(A = F + V\) is given in Table I. It is clear by Table I that for such a

<table>
<thead>
<tr>
<th></th>
<th>(u_1)</th>
<th>(u_2)</th>
<th>(u_3)</th>
<th>(u_4)</th>
<th>(u_5)</th>
<th>(u_6)</th>
<th>(u_7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u_1)</td>
<td>-1</td>
<td>(u_2)</td>
<td>(u_3)</td>
<td>(u_4)</td>
<td>(u_5)</td>
<td>(u_6)</td>
<td>(u_7)</td>
</tr>
<tr>
<td>(u_2)</td>
<td>(u_3)</td>
<td>-1</td>
<td>(u_1)</td>
<td>(u_6)</td>
<td>(u_7)</td>
<td>(u_4)</td>
<td>(u_5)</td>
</tr>
<tr>
<td>(u_3)</td>
<td>(u_2)</td>
<td>(u_1)</td>
<td>-1</td>
<td>(u_7)</td>
<td>(u_5)</td>
<td>(u_4)</td>
<td>(u_6)</td>
</tr>
<tr>
<td>(u_4)</td>
<td>(u_5)</td>
<td>(u_6)</td>
<td>(u_7)</td>
<td>-1</td>
<td>(u_1)</td>
<td>(u_2)</td>
<td>(u_3)</td>
</tr>
<tr>
<td>(u_5)</td>
<td>(u_4)</td>
<td>(u_7)</td>
<td>(u_6)</td>
<td>(u_1)</td>
<td>-1</td>
<td>(u_3)</td>
<td>(u_2)</td>
</tr>
<tr>
<td>(u_6)</td>
<td>(u_7)</td>
<td>(u_4)</td>
<td>(u_5)</td>
<td>(u_2)</td>
<td>(u_3)</td>
<td>-1</td>
<td>(u_1)</td>
</tr>
<tr>
<td>(u_7)</td>
<td>(u_6)</td>
<td>(u_5)</td>
<td>(u_4)</td>
<td>(u_3)</td>
<td>(u_2)</td>
<td>(u_1)</td>
<td>-1</td>
</tr>
</tbody>
</table>

Cayley-Dickson algebra \(u_1, \ldots, u_7\) is an orthogonal basis for \(V\), and that each \(u_i\) for \(i = 1, \ldots, 7\) is equal to \(u_1 \times u_k\) for some \(j, k \in \{1, \ldots, 7\}\), so that the subspace \(U\) as defined in §1 is equal to \(V\). Moreover, \(\alpha_i = (u_i, u_i) = -1\) for \(i = 1, \ldots, 7\). \(A\) is the special case \(\tau = 0\) of the class of division
algebras we are about to define. Let $T$ be a bonding mapping from $V$ to $V$ with matrix representation

$$
\begin{bmatrix}
1 & \tau & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1
\end{bmatrix},
$$

(3.1)

is in $F$, with respect to the basis $u_1, \cdots, u_7$. By (1.4) the multiplication in $B(A, T)$ of two nonidentity basis elements is given by $u_i \cdot u_j = (u_i, u_j) + (u_i \times y)^T$, where $(x, y)$ is the bilinear form determined by $A$ and "×" is the skew-commutative multiplication in $V$ determined by $A$. So

$$
u_i \cdot u_i = (u_i, u_i) + (u_i \times u_i)^T = (u_i, u_i) = -1 \quad \text{for} \quad i = 1, \cdots, 7
$$

$$
u_i \cdot u_j = (u_i, u_j) + (u_i \times u_j)^T = (u_i \times u_j)^T \quad \text{for} \quad i \neq j; \quad i, j = 1, \cdots, 7.
$$

Using (3.2) one obtains the multiplication table for $B(A, T)$ given in Table II.

<table>
<thead>
<tr>
<th></th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$u_4$</th>
<th>$u_5$</th>
<th>$u_6$</th>
<th>$u_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>-1</td>
<td>$u_2$</td>
<td>$-u_2$</td>
<td>$u_3$</td>
<td>$-u_4$</td>
<td>$-u_5$</td>
<td>$u_6$</td>
</tr>
<tr>
<td>$u_2$</td>
<td>$-u_3$</td>
<td>-1</td>
<td>$u_1 + \tau u_2$</td>
<td>$u_5$</td>
<td>$u_7$</td>
<td>$-u_4$</td>
<td>$-u_6$</td>
</tr>
<tr>
<td>$u_3$</td>
<td>$u_4$</td>
<td>$-u_5$</td>
<td>$-u_6$</td>
<td>$-u_7$</td>
<td>$-1$</td>
<td>$u_1 + \tau u_2$</td>
<td>$u_2$</td>
</tr>
<tr>
<td>$u_4$</td>
<td>$u_5$</td>
<td>$u_6$</td>
<td>$-u_7$</td>
<td>$-1$</td>
<td>$u_5$</td>
<td>$-u_6$</td>
<td>$u_2$</td>
</tr>
<tr>
<td>$u_5$</td>
<td>$u_6$</td>
<td>$u_7$</td>
<td>$-u_1 - \tau u_2$</td>
<td>$-1$</td>
<td>$-u_3$</td>
<td>$u_2$</td>
<td></td>
</tr>
<tr>
<td>$u_6$</td>
<td>$u_7$</td>
<td>$u_4$</td>
<td>$-u_5$</td>
<td>$-u_2$</td>
<td>$u_3$</td>
<td>$-1$</td>
<td>$-u_4 - \tau u_2$</td>
</tr>
<tr>
<td>$u_7$</td>
<td>$u_8$</td>
<td>$u_4$</td>
<td>$-u_5$</td>
<td>$-u_2$</td>
<td>$u_3$</td>
<td>$-1$</td>
<td>$-u_4 - \tau u_2$</td>
</tr>
</tbody>
</table>

We shall prove that $B(A, T)$ is a division algebra for any $T$ as in (3.1) such that $|\tau| < 2$, and we shall give examples of zero divisors when $\tau = 2$.

We take $T$ in (3.1) such that $|\tau| < 2$ and let
and
\[ y = a'u_0 + b'u_1 + c'u_2 + d'u_3 + f'u_4 + g'u_5 + h'u_6 + k'u_7, \]
where \( a, \ldots, k, a', \ldots, k' \in F \) be two arbitrary elements of \( B(A, T) \).

Using Table II we can express the relation \( x \cdot y = 0 \) in terms of the basis elements \( 1, u_1, \ldots, u_7 \) for \( B(A, T) \) in the following way:

\[
0 = \begin{align*}
&= (aa' - bb' - cc' - dd' - ff' - gg' - hh' - kk')u_1 \\
&+ (ab' + ba' + cd' - dc' + fg' - gf' + kh' - hk')u_2 \\
&+ (ac' + ca' + db' - bd' + \tau cd' - \tau dc' + \tau fg') \\
&- \tau gf' + fh' - hf' + gk' - kg' + \tau kh' - \tau hk')u_3 \\
&+ (ad' + da' + bc' - cb' + fk' - kf + hg' - gh')u_4 \\
&+ (af' + fa' + gb' - bg' + hc' - ch' + kd' - dk')u_5 \\
&+ (ag' + ga' + bf' - fb' + kc' - ck' + dh' - hd')u_6 \\
&+ (ah' + ha' + bk' - kb' + cf' - fc' + gd' - dg')u_7 \\
&+ (ak' + ka' + hb' - bh' + cg' - gc' + df' - fd')u_8.
\end{align*}
\]

This gives eight homogeneous bilinear equations in the elements \( a, \ldots, k, a', \ldots, k' \). The equation \( x \cdot y = 0 \) has a solution in \( B(A, T) \) if and only if these eight equations can be made to equal zero simultaneously. We may think of the primed letters \( a', \ldots, k' \) as variables and consider the coefficient matrix \( M_T \) of the set of eight equations. We have

\[
M_T = \begin{bmatrix}
  a & -b & -c & -d & -f & -g & -h & -k \\
  b & a & -d & c & -g & f & k & -h \\
  c & d & a & -\tau d & -b + \tau c & -h - \tau g & -k + \tau f & +\tau k & g - \tau h \\
  d & -c & b & a & -k & h & -g & f \\
  f & g & h & k & a & -b & -c & -d \\
  g & -f & k & -h & b & a & d & -c \\
  h & -k & -f & h & c & -d & a & b \\
  k & h & -g & -f & d & c & -b & a
\end{bmatrix}.
\]

It suffices to show this matrix is nonsingular for all choices of \( a, \ldots, k \) not all zero. To show \( M_T \) is nonsingular for \( |\tau| < 2 \) we utilize a technique found in [6]. Let
If we set \( \Gamma = a^2 + b^2 + c^2 + d^2 + f^2 + g^2 + h^2 + k^2 \), then

\[
M'_r = \begin{bmatrix}
  a & b & c & d & f & g & h & k \\
  -b & a & d & -c & g & -f & -k & h \\
  -c & -d & a & b & h & k & -f & -g \\
  -d & c & -b & a & k & -h & g & -f \\
  -f & -g & -h & -k & a & b & c & d \\
  -g & f & -k & h & -b & a & -d & c \\
  -h & k & f & -g & -c & d & a & -b \\
  -k & -h & g & f & -d & -c & b & a
\end{bmatrix}.
\]

Any choice of \( \tau \) which makes \( M_rM'_r \) nonsingular will clearly make \( M'_r \) nonsingular. We have

\[
\det M_rM'_r = \Gamma [\Gamma - \tau(ad + bc)].
\]

Since \( F \) is a formally real field, \( \Gamma > 0 \) in \( F \) unless \( a = b = c = d = f = g = h = k = 0 \). We expand the other factor of \( \det M_rM'_r \) to obtain

\[
\Gamma - \tau(ad + bc) = a^2 - \tau ad + d^2 + b^2 - \tau bc + c^2
+ f^2 + g^2 + h^2 + k^2.
\]

We want to show the expression in (3.4) is nonzero for any \( \tau \in F \) such that \( |\tau| < 2 \). Consider the quadratic form \( q = \lambda_1^2 + \tau \lambda_1 \lambda_2 + \lambda_2^2 \) and the nonsingular linear transformation given by \( \lambda_1 = \mu_1 - \mu_2 \) and \( \lambda_2 = \mu_1 + \mu_2 \). This transformation applied to \( q \) gives a new quadratic form \( p = (2 + \tau)\mu_1^2 + (2 - \tau)\mu_2^2 \). Since the transformation connecting them is nonsingular, \( q \) and \( p \) are congruent. Therefore, they have the same range of
values when \( \lambda_1, \lambda_2 \) and \( \mu_1, \mu_2 \) assume all values in the formally real field \( F \). But \( |\tau| < 2 \) implies \( 2 + \tau > 0 \) and \( 2 - \tau > 0 \). So \( p > 0 \) which implies \( q > 0 \) for \( |\tau| < 2 \). Applying this conclusion to (3.4) shows \( \Gamma - \tau(ad + bc) > 0 \) for \( |\tau| < 2 \). Thus \( M_T M'_T \) and \( M_T \) are nonsingular and \( B(A, T) \) has no nontrivial zero divisors.

Let \( T_0 \) be the nonsingular linear transformation obtained by setting \( \tau = 2 \) in (3.1). \( B(A, T_0) \) will have divisors of zero. The multiplication table for \( B(A, T_0) \) is Table II with \( \tau = 2 \). Let \( M_{T_0} \) be the matrix obtained from \( M_T \) by setting \( \tau = 2 \). It is easily seen that \( \det M_{T_0} = 0 \) for \( a = d, b = c, \) and \( f = g = h = k = 0 \), so that nontrivial solutions to \( x \cdot y = 0 \) do exist in \( B(A, T_0) \). (E.g. \( x = 1 + u_1 + u_2 + u_3 \) and \( y = 1 + u_1 + u_2 - u_3 \) have product 0 in \( B(A, T_0) \)).

Albert [1], Bruck [3], and Osborn [6] have constructed classes of quadratic division algebras. A full determination of quadratic division algebras obtainable by this bonding mapping process has not been made even when \( A \) is taken to be a Cayley-Dickson algebra. The class of division algebras obtained above with \( \tau \neq 0 \) does not contain any flexible algebras, since \( u_2 \cdot u_1 = u_1 + \tau u_2 \) with \( \tau \neq 0 \) violates condition (a) of Lemma 2.1. Moreover, for \( T \) as in (3.1) with \( \tau \neq 0 \) one obtains \( u_1 \times \tau u_6 = u_5, \) \( u_1 \times \tau u_5 = u_1 + \tau u_2, \) \( u_1 \times \tau u_2 = u_3, \) \( u_1 \times \tau u_4 = u_6, \) and \( u_2 \times \tau u_5 = u_7, \) so that the skew-commutative algebra generated in \( V \) by \( u_1 \) and \( u_4 \) is \( V \) itself. This shows that no \( B(A, T) \) obtained as above with \( \tau \neq 0 \) is a division algebra of dimension 8 in the class discovered by Osborn [6], since in his class of examples every two independent elements in \( V \) generate a subalgebra in \( V \) of dimension 3.

REFERENCES


Received November 5, 1975. A portion of the results herein were submitted to the Graduate School of the University of Iowa as part of the author's dissertation supervised by Professor R. H. Oehmke.

Tusculum College
Richard Fairbanks Arnold and A. P. Morse, *Plus and times* ........................................ 297
Edwin Ogilvie Buchman and F. A. Valentine, *External visibility* ......................... 333
R. A. Czerwinski, *Bonded quadratic division algebras* ........................................... 341
William Richard Emerson, *Averaging strongly subadditive set functions in unimodular amenable groups. II* .......................................................... 353
Lynn Harry Erbe, *Existence of oscillatory solutions and asymptotic behavior for a class of third order linear differential equations* .......................... 369
Kenneth R. Goodearl, *Power-cancellation of groups and modules* ...................... 387
J. C. Hankins and Roy Martin Rakestraw, *The extremal structure of locally compact convex sets* ............................................................... 413
Burrell Washington Helton, *The solution of a Stieltjes-Volterra integral equation for rings* ................................................................. 419
Frank Kwang-Ming Hwang and Shen Lin, *Construction of 2-balanced (n, k, λ) arrays* ................................................................. 437
Wei-Eihn Kuan, *Some results on normality of a graded ring* .............................. 455
Dieter Landers and Lothar Rogge, *Relations between convergence of series and convergence of sequences* ........................................ 465
Lawrence Louis Larmore and Robert David Rigdon, *Enumerating immersions and embeddings of projective spaces* ........................................ 471
Douglas C. McMahon, *On the role of an abelian phase group in relativized problems in topological dynamics* ........................................ 493
Robert Wilmer Miller, *Finitely generated projective modules and TTF classes* ................................................................. 505
Yashaswini Deval Mittal, *A class of isotropic covariance functions* .................... 517
Anthony G. Mucci, *Another martingale convergence theorem* ............................ 539
Joan Kathryn Plastiras, *Quasitriangular operator algebras* ....................................... 543
John Robert Quine, Jr., *The geometry of p(S¹)* .................................................. 551
Tsuan Wu Ting, *The unloading problem for severely twisted bars* ........................ 559