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Let \( \{f(x), x \geq 0\} \) be nonnegative such that \( \int_0^\infty f(x)dx = 1 \).

Define \( g(x) = f(\|x\|/\sqrt{n}) \) for \( x \in \mathbb{R}_n \). The \( n \)-dimensional Euclidean space is denoted by \( \mathbb{R}_n \), \( \|x\| \) is the length of the vector \( x \in \mathbb{R}_n \) and \( S_{n} = \) surface area of the \( n \)-dimensional sphere with radius \( r \). Let \( W(dy) \) be the \((n + 1)\)-dimensional Gaussian white noise, i.e., for any Borel sets \( B \) and \( C \) in \( \mathbb{R}_{n+1} \), \( W(B) \) and \( W(C) \) are mean zero Gaussian variables with variance of \( W(B) = \) volume of \( B \), and \( E(W(B)W(C)) = 0 \) if and only if \( B \cap C = \emptyset \).

Construct the sets \( A_t \) in \( \mathbb{R}_{n+1} \) as \( A_t = \{(x_1, \cdots, x_n, z) \in \mathbb{R}_n \times [0, \infty) | g(x + t) > z\} \). Define an \( n \)-dimensional isotropic Gaussian field as \( X(t) = \int_{A_t} W(dy); \ t \in \mathbb{R}_n \).

\( X(t) \) has mean zero and variance one. In addition, if it is assumed that \( f(x)/x^{n-1} \) is nonincreasing, then the covariance function of \( x(t) \) can be computed to be \( r(t) = (2/c) \int_0^\infty \left( \int_0^\theta \sin^{-2} \alpha d\alpha \right) f(x)dx \), where \( |t| = t, c = \int_0^\infty \sin^{-2} \alpha d\alpha \) and \( \theta = \arccos(t/2x) \). Let \( V_n \) denote the class of covariance functions \( r(t) \) in \( \mathbb{R}_n \). Characterizing properties of the class \( V_n \) are studied for the odd and even dimensional spaces.

The class \( V_2 \) is the same as the one considered by Hájek and Zubrzycki. Some examples and the iterative properties of \( V_n \) are also considered. The classical Pólya’s criterion for characteristic functions is a special case of Theorem 1.

A collection of real or complex valued random variables \( Z(t) \), where \( t \) ranges over a \( n \)-dimensional Euclidean space \( \mathbb{R}_n \) is called a “random field”. Assume throughout that \( E|Z(t)|^2 \) is finite and that

\[
E|Z(t + \delta) - Z(t)|^2 \to 0 \quad \text{as} \quad \delta \to 0.
\]

Let \( Z^*(t) \) denote the complex conjugate of \( Z(t) \). The functions \( EZ(t) = m(t) \) and \( K(t_1, t_2) = E(Z(t_1)Z^*(t_2)) - m(t_1)m^*(t_2) \) are called the “mean” and the “covariance” functions of \( Z(t) \) respectively.

The class of covariance functions \( K(K_n) \) is the same as that of the nonnegative definite functions in \( \mathbb{R}_n \). The random field \( Z(t) \) is called “isotropic” if \( K(t_1, t_2) \) depends only on the length \( |t_1 - t_2| \) of the difference \( t_1 - t_2 \). The Bochner-Khinchin theorem for nonnegative definite functions gives the spectral representation for isotropic covariance functions in \( \mathbb{R}_n \). This leads to the following theorem (see [3] p. 39).
**Theorem.** For \( R(t) \) to be the covariance function of an isotropic \( n \)-dimensional random field satisfying (0.1), it is necessary and sufficient that

\[
R(t) = 2^{(n-2)/2} \Gamma \left( \frac{n}{2} \right) \int_0^\infty \frac{J_{(n-2)/2}(\lambda t)}{(\lambda t)^{(n-2)/2}} dG(\lambda)
\]

where \( G(\lambda) \) is bounded, nondecreasing function such that \( G(0) = 0; \ G(\infty) = R(0) \) and \( J_m(x) \) is the Bessel function of the first kind of order \( m \). Namely,

\[
J_m(x) = \sum_{k=0}^\infty (-1)^k \frac{(x/2)^{2k+m}}{K! \Gamma(K + m + 1)}.
\]

This paper considers a subclass \( V_n \) of the isotropic covariance functions in \( \mathbb{R}^n \). The classes \( V_n \) arise naturally as the covariance functions of the integrated \( (n + 1) \)-dimensional Gaussian white noise. Thus every covariance function given, comes with a representation of the associated isotropic Gaussian random field. Such representations can be used for simulation purposes.

Berman in his paper [1] gives a very interesting representation of covariance functions in \( \mathbb{R}^1 \) with absolutely continuous (abs. cont.) spectral distribution. The associated stationary Gaussian process is the integral of a two dimensional Gaussian white noise over appropriate sets. His techniques and results were used by Mittal and Ylvisaker [6] to generate a class of covariance functions in \( \mathbb{R}^1 \), that is similar to \( V_n \).

The next section contains the statements of the main results. The proofs of these are achieved by a series of preliminary lemmas contained in §2. Section 3 proves the main results and the corollaries. The special case of \( n = 2 \) is looked at in the last short section.

**Notation.** In the following, interpret \( \sum_{k=1}^{n-1} \) to be zero and the products \( 2 \cdot 4 \cdots (n - 3) \) or \( 2 \cdot 4 \cdots (n - 2) \) to be 1 if \( n = 3 \) or \( n = 2 \) respectively. A function \( h(x) \) is \( o(1, \infty) \) means \( h(x) \to 0 \) as \( x \to \infty \) and it is \( o(1,0) \) means \( h(x) \to 0 \) as \( x \to 0 \). \( h^{(k)} \) is the \( k \)th derivative of \( h \) with \( h^{(0)} = h \).

**1. Statements of results.** Let \( \{f(x), x \geq 0\} \) be a density function, that is, \( f(x) \geq 0 \) and \( \int_0^\infty f(x)dx = 1 \). Then \( g(x) = f(\sqrt{x})/S_{x, \pi} \) is a density function in \( \mathbb{R}^n \) where \( S_{u, \theta} = \text{surface area of a sphere with radius } u \text{ intersected by a right circular cone of angle } \theta \text{ in } \mathbb{R}^n \). Let \( W(dy) \) be the \( (n + 1) \)-dimensional Gaussian white noise, that is, for any Borel sets \( B \) and \( C \) in \( \mathbb{R}^{n+1}, \ W(B) \) and \( W(C) \) are mean zero Gaussian variables with
variance of $W(B) = \text{volume of } B$ and $E(W(B)W(C)) = \text{volume of } (B \cap C)$. Define the sets $A_t$ as $\{(x_1, \cdots, x_n, z) \in \mathbb{R}_n \times [0, \infty) | g(x + t) > z\}$ where $x = (x_1, \cdots, x_n)$ and $t \in \mathbb{R}_n$. Define

\begin{equation}
X(t) = \int_{A_t} W(dy).
\end{equation}

$X(t)$ is an isotropic Gaussian field in $\mathbb{R}_n$. In addition, assume that $f(x)/x^{n-1}$ is nonincreasing or that $g(x)$ is nonincreasing in $|x|$. The covariance function of $X(t)$ can be computed as follows. Let $|t| = t$.

$$r(t) = E(X(0)X(t)) = \text{volume of } (A_t \cap A_0).$$

Let $L$ be the $n$-dimensional plane orthogonal to the line joining $t$ to the origin. The volume of $A_t \cap A_0$ is symmetrically divided into halves by $L$. For computation of the volume on the side of $L$ that contains $t$, notice that it is bounded by $\mathbb{R}_n$ and the function $g$. Now $g$ takes constant values $f(|x|)S_{|x|, \pi}$ on $n$-dimensional spheres of radius $|x|$ centered at the origin. The surface area of the part of this sphere on the side of $L$ that contains $t$ is $S_{|x|, \theta}$ where $\theta = \arccos (t/2 |x|)$. Thus

$$r(t) = 2 \int_{t/2}^{\infty} \frac{S_{|x|, \theta}}{S_{|x|, \pi}} f(|x|) d|x|.$$

Put $|x| = x$ and change to polar coordinates to evaluate $S_{x, \theta}$. Thus

\begin{equation}
(1.2) \quad r(t) = \frac{2}{c} \int_{t/2}^{\infty} \left( \int_0^\theta \sin^{n-2} \alpha d\alpha \right) f(x) dx
\end{equation}

where $c = \int_0^\pi \sin^{n-2} \alpha d\alpha$. The following theorem gives necessary and sufficient conditions for (1.2) to be an isotropic covariance function in odd dimensional spaces.

**Theorem 1.** Let $n \geq 3$ be an odd integer.

(A) For every density function $f$ on $[0, \infty)$ such that $f(x)/x^{n-1}$ is nonincreasing, $r(t)$ given by (1.2) is an isotropic covariance function in $\mathbb{R}_n$. It satisfies

(a) $r(t)$ is continuous, convex such that $r(t) = o(1, \infty)$ and $r(0) = 1$.

(b) $r^{(k)}(t)$ are abs. cont. on $[\epsilon, \infty)$ $\forall \epsilon > 0$ and $t^r r^{(k)}(t)$ is $o(1, \infty)$ and $o(1,0)$ for $k = 1, 2, \cdots, (n-1)/2$.

(c) \[
\frac{(-1)^{(n-1)/2}}{t^{(n-1)/2}} \left\{ \sum_{i=1}^{(n-3)/2} \frac{a_i^{(n+1)/2}}{t^i} \right\} r^{((n+1)/2)-1}(t) - r^{((n+1)/2)}(t)
\]

is nonnegative and nonincreasing in $t$. 


Let \( r(t) \) satisfy (a), (b) and (c) above. Then \( f(t) \) given by

\[
(1.3) \quad f(t/2) = \frac{c \cdot r^{(n-1)/2}(-1)^{(n-1)/2}}{2 \cdot 4 \cdots (n-3)} \left\{ \sum_{i=1}^{(n-3)/2} a^{(n+1)/2}_i r^{((n+1)/2)-i}(t) - r^{((n+1)/2)}(t) \right\}
\]

is a density function on \([0, \infty)\) such that \( f(x)/x^{n-1} \) is nonincreasing and \( r(t) \) is an isotropic covariance function in \( \mathbb{R}_n \) given by (1.2) for this \( f \).

The constants \( a^k_i \) are defined as

\[
(1.4) \quad a^k_i = \frac{(k-1)(k-2)}{2} \quad ; \quad a^k_{i-2} = (-1)^{k-1}1 \cdot 3 \cdot 5 \cdots (2k-5), \quad \text{and}
\]

\[
a^k_i = \frac{(k+i-2)!}{(2i)! (k-i-2)!} a^{i+2}_i, \quad i = 2, 3, \ldots, (k-2)
\]

for \( k = 3, 4, \ldots \) and \( a^k_i = 0 \) otherwise.

The following theorem of Pólya can be viewed as a special case for \( n = 1 \) of Theorem 1 with suitable changes in the notation.

**Theorem (Pólya).** Let \( r(t) \) be a real-valued and continuous function which is defined for all real \( t \) and which satisfies the following conditions:

(i) \( r(0) = 1 \),

(ii) \( r(-t) = r(t) \),

(iii) \( r(t) \) convex for \( t > 0 \),

(iv) \( \lim_{t \to \infty} r(t) = 0 \).

Then \( r(t) \) is the characteristic function of an absolutely continuous distribution \( F(x) \).

The next theorem gives characterization of the class \( V_n \) of covariance functions given by (1.2) for \( n = 2k, k = 1, 2, \ldots \).

**Theorem 2.** Let \( n \geq 2 \) be an even integer.

(A) For every density function \( f \) on \([0, \infty)\) such that \( f(x)/x^{n-1} \) is nonincreasing, \( r(t) \) given by (1.2) is an isotropic covariance function in \( \mathbb{R}_n \). It satisfies

(a) \( r(t) \) is continuous convex such that \( r(t) = o(1, \infty) \) and \( r(0) = 1 \).

(b) \( r^{(k)}(t) \) is abs. cont. on \([\varepsilon, \infty) \forall \varepsilon > 0 \) and \( r^{(k)}(t)t^k \) is \( o(1, \infty) \) and \( o(1, 0) \) for \( k = 1, 2, \ldots, (n/2) \).

(c) \( (-1)^{(n/2)+1} \frac{d}{dt} \left\{ t \int_t^\infty \frac{\beta(u)}{u^{n/2} \sqrt{u^2 - t^2}} du \right\} \)

is nonnegative and nonincreasing in \( t \) where
is nonnegative.

(B) Let \( r(t) \) satisfy (a), (b) and (c). Then \( f(t) \) given by

\[
(1.5) \quad f(t/2) = \frac{(-1)^{(n/2)+1} \cdot 2 \cdot t^{-1}}{2 \cdot 4 \cdots (n-2)} \cdot \frac{d}{dt} \left[ t \int_{t}^{\infty} \frac{\beta(u)}{u^{n/2} \sqrt{u^2 - t^2}} \, du \right]
\]

is a density function on \([0, \infty)\) such that \( f(x)/x^{-1} \) is nonincreasing and \( r(t) \) is an isotropic covariance function in \( \mathbb{R}^n \) given by (1.2) for this \( f \).

Corollary 1 gives a recursive property of the classes \( V_n \) similar to that of \( K_n \) given in Matérn ([5]; 2.3.12). Corollary 2 shows that \( V_n \) is nonincreasing in \( n \) and Corollary 3 proves that \( V_n \) are closed under mixtures. The exact statements are as follows.

**Corollary 1.** If \( r(t) \) is in the class \( V_n \) for the associated density function \( f \), then \( \rho(t) \) defined as

\[
\rho(t) = \left( r(t) - \frac{t}{n-2} r'(t) \right) \frac{n-2}{n-3} \cdot \frac{c_n}{c_{n-2}}
\]

belongs to the class \( V_{n-2} \) for the same density function \( f \) and \( n \geq 4 \).

\( c_n = \int_0^{\pi} \sin^{n-2} \alpha \, d\alpha \).

**Corollary 2.** (1) Let \( r(t) \) be in \( V_n \), \( n \geq 3 \) and \( f \) be the associated density function. Then \( r \in V_{n-1} \) and the associated density function is given by

\[
(1.7) \quad g(t/2) = 2 \cdot \eta(n) \cdot \frac{t^{n-2}}{2^{n-2}} \int_{t/2}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{(2x)^2 - t^2}} \, dx
\]

where \( \eta(n) = 3 \cdot 5 \cdots (n-2)/(2 \cdot 4 \cdots (n-3)) \) if \( n \) is odd and \( \eta(n) = 3 \cdot 5 \cdots (n-3)/(2 \cdot 4 \cdots (n-4)) \) if \( n \) is even.

(2) If \( r \) is in \( V_n \) for \( n \geq 4 \) and \( f \) is the associated density function then \( r \) belongs to \( V_{n-2} \) for the density function \( g \) such that

\[
(1.8) \quad g(t/2) = \frac{n-2}{2^{n-3}} \cdot t^{n-3} \int_{t/2}^{\infty} \frac{f(x)}{x^{n-2}} \, dx.
\]

**Corollary 3.** Let \( F \) be a distribution function with \( F(0^+) = 0 \) and \( r \) belongs to \( V_n \) then \( w(t) = \int_0^{\infty} r(t/a) \, dF(a) \) is a covariance function in \( V_n \) for
The density function \( g(x) = \int_0^\infty f(x/a) \cdot a^{-1}dF(a) \); \( f \) being the density function of \( r \).

The class \( V_2 \) is given particular attention, especially its relation with the class \( \mathcal{F} \) of Hájek and Zubrzycki [2]. \( \rho \in \mathcal{F} \) if and only if there exists a distribution function \( G \) with \( G(0^+) = 0 \) such that

\[
\rho(t) = \int_0^\infty \gamma\left(\frac{t}{a}\right) dG(a)
\]

where

\[
\gamma(a) = \frac{2}{\pi} \left[ \arccos u - u(1-u^2)^{1/2} \right] \quad 0 \leq u \leq 1
\]

Thus

\[
\gamma''(u) = \frac{4}{\pi} \cdot \frac{u}{(1-u^2)^{1/2}} \quad 0 \leq u < 1
\]

The following is Theorem 5.1 in [2].

**Theorem** (Hájek, Zubrzycki). The correlation functions \( \rho(t) \) given by (1.9) are characterized by the following properties

(i) \( \rho(t) \) is continuous, convex with \( \rho(\infty) = 0 \)

(ii) \( \rho'(t) \) is abs. cont.

(iii) \( \int_0^\infty (1/u^2)\gamma''(t/u)\rho''(u)du \) is a nonincreasing function of \( t \).

In the last section the following proposition is proved.

**Proposition.** (1) The covariance function \( \gamma(u) \) given by (1.10) belongs to \( V_2 \) for the associated density function \( f(x) = 8x; 0 \leq x \leq 1/2 \).

(2) Every covariance function belonging to \( V_n \) satisfies (iii) of the above theorem.

Thus \( V_2 = \mathcal{F} \).

2. **Preliminary lemmas.** The following lemmas will help to avoid repetitions in the proofs of the Theorems 1 and 2.

**Lemma 1.** Let \( f(x) \) be a density function on \( [0, \infty) \) such that \( f(x)/x^{n-1} \) is nonincreasing. Define the functions for \( K = 1, 2, \cdots, [n/2] \) and \( t > 0 \),
(2.1) \[ I_K(t) = \frac{(-1)^K t^{K-1} (n-3)(n-5) \cdots (n-2K+1)}{c 4^{K-1}} \times \int_{t/2}^{\infty} \left(1 - \left(\frac{t}{2x}\right)^2\right)^{(n-2K-1)/2} \frac{f(x)}{x^{2K-1}} \, dx \]

and \( I_K(0) = \lim_{t \to 0} I_K(t) \). The product \((n-3) \cdots (n-2K+1)\) is interpreted to be 1 for either \( K = 1 \) or \( n = 2, 3 \). Then \( I_K(t) \) is bounded on \([t, \infty) \forall t > 0\),

(2.2) \[ \frac{d}{dt} I_K(t) = \frac{K-1}{t} I_K(t) + I_{K+1}(t) \]

for \( K = 1, 2, \ldots, \lfloor(n-2)/2\rfloor \),

(2.3) \[ \int_t^{\infty} I_K(u) \, du = -I_{K-1}(u) - (K-2) \int_t^{\infty} \frac{I_{K-1}(u)}{u} \, du \]

for \( K = 2, 3, \ldots, \lfloor n/2 \rfloor \) and

(2.4) \[ t^K I_K(t) \] is \( o(1, \infty) \) and \( o(1, 0) \)

for \( K = 1, 2, \ldots, \lfloor n/2 \rfloor \). Notice also that \( I_K(t) \) has alternate signs for values of \( K \), with \( I_1(t) \) being negative.

**Proof.** The uniform convergence on \([t, \infty)\) of the integral in the R.H.S. of (2.1) is obvious for all \( K \) such that \( n - 2K - 1 > -1 \). Suppose \( n - 2K - 1 = -1 \), i.e., \( K = n/2 \), then the integral is

\[ \int_{t/2}^{\infty} \frac{f(x)}{\sqrt{x^2 - (t/2)^2}} \cdot \frac{1}{x^{n-2}} \, dx = \int_{t/2}^{(t/2)+1} \frac{f(x)}{\sqrt{x - t/2} \sqrt{x + t/2}} \cdot \frac{1}{x^{n-2}} \, dx \]

\[ + \int_{(t/2)+1}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{x^2 - (t/2)^2}} \, dx. \]

The second integral in the R.H.S. above is uniformly convergent since \( n \geq 2 \). Now, \( f \) cannot be unbounded on \([t/2, (t/2)+1]\) since \( f(x)/x^{n-1} \) is nonincreasing. Hence the first part is uniformly convergent. By taking the derivatives under the integral sign, (2.2) follows.

\[ \int_t^{\infty} I_K(u) \, du = \frac{(-1)^K (n-3)(n-5) \cdots (n-2K+1)}{c 4^{K-1}} \times \int_{t/2}^{\infty} \frac{f(x)}{x^{2K-1}} \left( \int_t^{2x} u^{K-1} \left(1 - \left(\frac{u}{2x}\right)^2\right)^{(n-2K-1)/2} \right) du \, dx. \]
The interchange of the order of the integration is justified by Fubini's theorem. The R.H.S. above is equal to

\[
\frac{4}{n - 2K + 1} \int_{\lambda/2}^{\infty} f(x) \left( \int_t^{2x} u^{k-2} d\left( \left(1 - \left(\frac{u}{2x}\right)^2\right)^{(n-2K+1)/2} \right) \right) dx
\]

apart from a constant provided \( K \neq 1 \) and \((n + 1)/2 > K\). The above is

\[
\frac{4}{n - 2K + 1} \left\{ \int_{\lambda/2}^{\infty} f(x) \left( \int_t^{2x} u^{k-2} \left(1 - \left(\frac{t}{2x}\right)^2\right)^{(n-2K+1)/2} \right) dx \right. \\
+ (K - 2) \int_{\lambda/2}^{\infty} u^{k-3} \left(1 - \left(\frac{u}{2x}\right)^2\right)^{(n-2K+1)/2} \frac{f(x)}{x^{2k-3}} dx \right\}.
\]

The order of the integration in the second term is changed again by Fubini's theorem. Notice that for \( K = 2 \), the second term is taken to be zero. Substituting values, (2.3) is obtained.

Lastly, notice that \( f(x)/x^{n-1} \) nonincreasing implies that

\[
0 \leq \frac{1}{2} \int_{x/2}^{\infty} \frac{f(u)}{u^{n-1}} du \leq \frac{x}{x^{n-2}} \int_{x/2}^{\infty} f(u)du
\]

and \( x f(x) = o(1, 0) \) and \( o(1, \infty) \). For proving (2.4), we use the fact that \( t^K I_k(t) \leq \int_{\lambda/2}^{\infty} f(x) dx \) for all \( t \) and \( K \leq (n - 1)/2 \). Thus \( t^K I_k(t) \) is \( o(1, \infty) \). For \( t \) small, choose \( \lambda > t/2 \) so small that \( x f(x) \leq \epsilon \forall 0 < x < \lambda \). Then

\[
t^K I_k(t) \leq e t^{2K-1} \left[ \int_{\lambda/2}^{\lambda} \left(1 - \left(\frac{t}{2x}\right)^2\right)^{(n-2K+1)/2} \frac{1}{x^{2k}} dx \right.

+ t^{2K-1} \int_{\lambda}^{\infty} \left(1 - \left(\frac{t}{2x}\right)^2\right)^{(n-2K+1)/2} \frac{f(x)}{x^{2k-1}} dx
\]

\[
\leq e t^{2K-1} \int_{\lambda/2}^{\lambda} \frac{dx}{x^{2k-1} \sqrt{x^2 - (t/2)^2}} + \frac{t^{2K-1}}{\lambda^{2K-2} \sqrt{\lambda^2 - (t/2)^2}} \int_{\lambda}^{\infty} f(x) dx.
\]

Substituting \( x = (t/2) \sec \theta \) in the first integral in the R.H.S. above \( t^K I_k(t) = o(1, 0) \).

**Lemma 2.** Let \( f \) be a density function on \([0, \infty)\) such that \( f(x)/x^{n-1} \) is nonincreasing and

\[
r(t) = \frac{2}{c} \int_{\lambda/2}^{\lambda} \left( \int_{0}^{\theta} (\sin^{n-2} a) d\alpha \right) f(x) dx
\]

where \( c \) and \( \theta \) are defined at (1.2). Then
for \( K = 1, 2, \cdots, \lceil n/2 \rceil \). The constants \( a_i^K \) satisfy the recursive relations

\[
\begin{align*}
(i) & \quad a_{i+1}^K = a_i^K + K - 1 \\
(ii) & \quad a_{i+1}^K = a_i^K - (K + i - 2)a_{i+1}^{K-1} \text{ for } i = 2, 3, \cdots, (K - 2) \\
(iii) & \quad a_{i+1}^K = -(2K - 3)a_{i-2}^K
\end{align*}
\]  

for \( K = 3, 4, \cdots, \lceil n/2 \rceil \) and \( a_1^1 = a_2^2 = 0; a_3^1 = 1 \).

Proof. \( f(x)/x^{n-1} \) nonincreasing implies that \( f(x) \) is bounded on \([t/2; (t/2) + 1]\). Hence the integral in the R.H.S. of (2.5) is uniformly convergent for \( K = 1, 2, \cdots, [n/2] \). Differentiating under the integral sign would verify (2.6). Thus

\[
\begin{align*}
\frac{dz}{z} \quad \text{for } i = 1, 2, \cdots, (K - 1) \text{ are defined such that the R.H.S. above is}
\sum_{i=1}^{K-1} \frac{a_i^{K+1}}{t^i} r^{(K+1-i)}(t) + I_{K+1}(t).
\end{align*}
\]

Some algebra will give (2.7).

**Lemma 3.** The constants \( a_i^K \) of Lemma 2 are given by

\[
\begin{align*}
(i) & \quad a_i^K = \frac{(K - 1)(K - 2)}{2} \\
(ii) & \quad a_{k-2}^K = (-1)^{K-1} 1 \cdot 3 \cdot 5 \cdots (2K - 5) = -a_{k-3}^K \\
(iii) & \quad a_i^K = \frac{(K + i - 2)!}{(2i)!(K - i - 2)!} a_i^{i+2} \text{ for } i = 2, 3, \cdots, (K - 2)
\end{align*}
\]  

for \( K = 3, 4, \cdots \).

Proof. Direct computations give \( a_1^1 = a_2^2 = 0 \) and \( a_3^1 = 1 \). Using (2.7) (i) and (iii), (2.8) (i) and (ii) are obtained. Now first (2.8) (iii) for \( i = 2 \) is verified, that is,

\[
\begin{align*}
\frac{dz}{z} = -3. \text{ By (2.7) (iii),}
\end{align*}
\]
Substituting the values for \( a_i \), the R.H.S. becomes
\[
-1/2 \sum_{l=1}^{K-3} l(l+1)(l+2) = -1/2 \left\{ \frac{(K-3)^2(K-2)^2}{4} + \frac{3(K-3)(K-2)(2K-5)}{6} + 2 \frac{(K-3)(K-2)}{2} \right\}.
\]
Simplifying, (2.9) is verified. Now, assume that (2.8, iii) is true for \( i = 2, 3, \ldots, (j - 1) \). To show it for \( j \), i.e.,
\[
(2.10) \quad a_j^K = \binom{K + j - 2}{2j} a_j^{j+2}.
\]
By (2.7 ii)
\[
a_j^K = a_j^{K-1} - (K - 1 + j - 2)a_j^{K-1} = a_j^{K-2} - (K + j - 4)a_j^{K-1} - (K + j - 3)a_j^{K-1}.
\]
\[
\vdots
\]
\[
= - (2j - 1)a_j^{j+1} - 2j a_j^{j+2} - \cdots - (K + j - 3)a_j^{K-1}.
\]
Using (2.8 iii) for \( i = j - 1 \),
\[
a_j^K = - \left\{ \sum_{l=0}^{K-j-2} (2j + l - 1) \frac{(2j + l - 2)!}{(2j - 2)! l!} \right\} a_j^{j+1}
\]
\[
= - (2j - 1)a_j^{j+1} \sum_{l=0}^{K-j-2} \frac{(2j + l - 1)}{2j - 1}
\]
\[
= \binom{K + j - 2}{2j} a_j^{j+2}.
\]
(See e.g., [4], 0. 151). Simple substitution verifies \( a_k^K = a_k^{K-3} \).

**Lemma 4.** Let \( r(t) \) be as in Lemma 2. Then (1) \( r^{(K)}(t) \) are abs. cont. on \( [e, \infty) \forall e > 0 \) for \( K = 0, 1, \ldots, \lfloor n/2 \rfloor \) and
\( (2) \ t^K r^{(K)}(t) \) is \( o(1, \infty) \) and \( o(1, 0) \) for \( K = 1, 2, \ldots, \lfloor n/2 \rfloor \).
Proof.

\[ \int_{t}^{\infty} r(u)du = -\frac{1}{c} \int_{t}^{\infty} \int_{u/2}^{\infty} \left(1 - \left(\frac{u}{2x}\right)^2\right)^{(n-3)/2} \frac{f(x)}{x} dx \, du. \]

Interchanging the order of integration by Fubini's theorem and substituting \( u/(2x) = \cos \alpha \), the R.H.S. above is seen to be equal to \(-r(t)\). The abs. continuity of \( r(t) \) follows by definition. Suppose \( r^{(K)}(t) \) is abs. cont. for \( K = 0, 1, \ldots, (j - 1) \). Then \( r^{(j)}(t) \) will be if \( r^{(j+1)}(t) \) exists and is integrable. Looking at (2.6) for \( K = j + 1 \), it is true if \( I_{j+1}(t) \) is integrable. Lemma 1, (2.3) gives the result for \( j + 1 \leq [n/2] \). If \( n \) is odd then \([n/2] = (n - 1)/2 \) and

\[ r^{((n-1)/2)}(t) = \sum_{i=1}^{(n-1)/2} \frac{\alpha_i^{(n-1)/2}}{t^i} \, r^{(n-1-2i)/2}(t) \]

\[ + \frac{(-1)^i t^{(n-3)/2} (n-3)(n-5) \cdots 2}{c 4^{(n-3)/2}} \int_{t/2}^{\infty} \frac{f(x)}{x^{n-2}} dx. \]

The first part in the R.H.S. above involves \( r^{(K)}(t) \) for \( K = 1, 2, \ldots, (n-3)/2 \) and the second part is abs. cont. by definition. If \( n \) is even then \([n/2] = n/2 \). By (2.6) for \( K = n/2 \),

\[ r^{(n/2)}(t) = \sum_{i=1}^{(n/2)-2} \frac{\alpha_i^{n/2}}{t^i} \, r^{((n/2)-1)}(t) + \frac{(-1)^n/2 \cdot 4 \cdots (n-2)}{\pi 2^{n-2}} \int_{t/2}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{x^2 - (t/2)^2}} dx \]

and it only needs to be shown that

\[ h(t) = t^{(n/2)-1} \int_{t/2}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{x^2 - (t/2)^2}} dx \]

is abs. cont. Define

\[ h'(t) = \left(\frac{n}{2} - 1\right) t^{(n/2)-2} \int_{t/2}^{\infty} \frac{f(x)}{\sqrt{x^2 - (t/2)^2}} dx + \frac{t^{n/2}}{4} \int_{t/2}^{\infty} \frac{1}{\sqrt{x^2 - (t/2)^2}} d \left(\frac{f(x)}{x^{n-1}}\right). \]

It will be shown that \( \int_{t}^{\infty} h'(u)du = -h(t) \) for all \( t > 0 \). Consider first

\[ \frac{1}{4} \int_{t}^{\infty} u^{n/2} \int_{u/2}^{\infty} \frac{1}{\sqrt{x^2 - (u/2)^2}} d \left(\frac{f(x)}{x^{n-1}}\right) du \]

\[ = \frac{1}{4} \int_{t/2}^{\infty} d \left(\frac{f(x)}{x^{n-1}}\right) \int_{t}^{2x} \frac{u^{n/2}}{\sqrt{x^2 - (u/2)^2}} du \]
by Fubini's theorem. The R.H.S. above is equal to

\[
\frac{1}{4} \int_{t/2}^{\infty} d \left( \frac{f(x)}{x^{n-1}} \right) \int_t^{2x} u^{(n/2)-1} d \left( -4 \sqrt{x^2 - (u/2)^2} \right)
\]

\[
= \int_{t/2}^{\infty} d \left( \frac{f(x)}{x^{n-1}} \right) \left\{ \frac{1}{2} \sqrt{x^2 - (t/2)^2} + \left( \frac{n}{2} - 1 \right) \int_t^{2x} u^{(n/2)-2} \sqrt{x^2 - (u/2)^2} \, du \right\}
\]

\[
= t^{(n/2)-1} \int_{t/2}^{\infty} \sqrt{x^2 - (t/2)^2} \, d \left( \frac{f(x)}{x^{n-1}} \right)
+ \left( \frac{n}{2} - 1 \right) \int_t^{2x} u^{(n/2)-2} \int_{u/2}^{\infty} \sqrt{x^2 - (u/2)^2} \, d \left( \frac{f(x)}{x^{n-1}} \right) \, du
\]

using Fubini's theorem again. (If \( n = 2 \), the second term above is taken to be zero.) Finally, integrating by parts and noticing \( xf(x) = o(1, \infty) \), the result is obtained.

Now, \( r'(t) = I_i(t) \) and (2) follows for \( K = 1 \) by (2.4). Suppose (2) holds for \( K = 1, 2, \cdots, (j - 1) \). Then

\[
r^{(0)}(t) = \sum_{i=1}^{j-2} \frac{a_i}{t^i} r^{(j-i)}(t) + I_i(t)
\]

and (2) follows for \( K = j \) by the above assumption and (2.4) provided \( j \leq [n/2] \).

**Lemma 5.** Let \( r(t) \) be as in Lemma 2. Then

\[
\int_0^\infty u^{K-1} \left\{ \sum_{i=1}^{K-2} \frac{a_i^K}{u^i} r^{(K-1)}(u) - r^{(K)}(u) \right\} \, du = -a_{K+1}^K
\]

for \( K = 2, 3, \cdots, [(n + 1)/2] \). The constants \( a_i^K \) are given in Lemma 2 and 3.

**Proof.** Using Lemma 3, first it will be verified that

\[
(K - i - 1)a_i^{K+1} = (K + i - 1)a_i^K
\]

for \( i = 1, 2, \cdots, (K - 2) \) and \( K = 2, 3, \cdots, [(n + 1)/2] \). When \( i = 1 \), (2.12) states that \( (K - 2)a_i^{K+1} = Ka_i^K \), which is true in view of (2.7 i). By (2.8 iii), (2.12) becomes

\[
(K - i - 1) \frac{(K + 1 + i - 2)!}{(2i)! (K - i - 1)!} = (K + i - 1) \frac{(K + i - 2)!}{(2i)! (K - i - 2)!}
\]

for \( i = 2, 3, \cdots, (K - 2) \), which is an identity.
Write \( S_i(u) = \sum_{i=j}^{K-2} a_i^k u^{K-1-i} r^{(K-1)}(u) \). Then the L.H.S. in (2.11) is

\[
\int_0^\infty u^{K-1} r^{(K)}(u) du + \int_0^\infty S_i(u) du = (a_i^K + K - 1) \int_0^\infty r^{(K-1)}(u) u^{K-2} du + \int_0^\infty S_2(u) du.
\]

Notice \( r^{(K)}(u) \) are abs. cont. and \( t^K r^{(K)}(u) = o(1, \infty) \) and \( o(1, 0) \) by part (2) of the last lemma for \( K = 0, 1, \cdots, [(n - 1)/2] \). Successive integrations and use of (2.12) would evaluate the above to be

\[
a_{K-2}^{K+1} \int_0^\infty r^{(2)}(u) u du = a_{K-2}^{K+1} = -a_{K-1}^{K+1}.
\]

Hence the result.

3. Proof of the theorems and related results. The functions being considered are of the type

\[
r(t) = \frac{2}{c} \int_{t/2}^\infty \left( \int_0^\theta \sin^{n-2} \alpha d\alpha \right) f(x) dx
\]

where \( \theta = \arccos(t/2x) \) and \( c = \int_0^\pi \sin^{n-2} \alpha d\alpha \).

**Proof of Theorem 1.** Note that \( n \geq 3 \) is an odd integer.

**Part A.** \( f(x) \) is a density function on \([0, \infty)\) such that \( f(x)/x^{n-1} \) is nonincreasing and \( xf(x) = o(1,0) \). (a), (b) and (c) in the statement of Theorem 1 from the last section must be proved.

Since \( n \geq 3 \), the first two derivatives always exist, the first is negative and the second positive on \([\epsilon, \infty) \forall \epsilon > 0 \). Also \( n \) odd implies \([(n - 1)/2] = (n - 1)/2 \). Lemma 4 and the following will show (b). Differentiating (2.6) for \( K = (n - 1)/2 \),

\[
r^{(n+1)/2}(t) = \sum_{i=1}^{(n-3)/2} a_i^{(n+1)/2} r^{(n+1-2i)/2}(t)
\]

\[
\times \frac{(-1)^{(n-1)/2} t^{(n-3)/2} (n-3)(n-5) \cdots 4 \cdot 2}{4^{(n-3)/2}}
\]

\[
\times \frac{f(t/2)}{(t/2)^{n-2} \cdot \frac{1}{2}}.
\]
Thus \( t^{(n+1)/2}r((n+1)/2)(t) \) is \( o(1,0) \) if \( r^{(n+1-2i)/2}(t)t^{(n+1-2i)/2} \) are for \( i = 1, 2, \ldots, (n-3)/2 \) and \( tf(t) = o(1,0) \).

Lastly, the fact that the transform \( r(t) \) is invertible is obvious from (3.2). It is equivalent to

\[
(3.3) \quad f(t/2) = \frac{c t^{(n-1)/2}(-1)^{(n-1)/2}}{2 \cdot 4 \cdots (n-3)} \left\{ \sum_{i=1}^{(n-3)/2} a_i^{(n+1)/2} r^{(n+1-2i)/2}(t) - r^{((n+1)/2)}(t) \right\}.
\]

The quantity in (c) is in fact \( f(t/2)/t^{n-1} \) apart from a positive constant and hence nonnegative and nonincreasing by assumption.

**Part B.** \( r \) satisfies (a), (b) and (c). It needs to be shown that \( r \) is given by (3.1) for \( f \) given by (3.3) and \( f \) is a density function on \([0, \infty)\) such that \( f(x)/x^{n-1} \) is nonincreasing.

Since (3.3) is equivalent to (3.2) and \( r^{(K)}(t) \) are abs. cont. for \( X = 0, 1, 2, \ldots, (n-1)/2 \), successive integrations will reduce (3.2) to (3.1). \( f(x)/x^{n-1} \) nonincreasing follows easily from (c). It remains to be shown that \( f \) is a density function.

\[
\int_0^\infty f(t/2) dt = \frac{c (-1)^{(n-1)/2}}{2 \cdot 4 \cdots (n-3)} \int_0^\infty u^{(n-1)/2} \\
\times \left\{ \sum_{i=1}^{(n-3)/2} a_i^{(n+1)/2} \frac{r^{(n+1-2i)/2}(u)}{u^i} - r^{((n+1)/2)}(u) \right\} du \\
= \frac{c (-1)^{(n+1)/2}}{2 \cdot 4 \cdots (n-3)} a^{(n+1)/2} \text{ by (2.11) of Lemma 5} \\
= \frac{c (-1)^{n+1} \cdot 3 \cdot 5 \cdots (n-2)}{2 \cdot 4 \cdots (n-3)} \text{ by Lemma 3} \\
= 2
\]

since \( n \) is odd and

\[
c = 2 \int_0^\infty \sin^{n-2} \alpha d\alpha = 2 \cdot (2 \cdot 4 \cdots (n-3))/(3 \cdot 5 \cdots (n-2)).
\]

This completes the proof of Theorem 1.

**Proof of Theorem 2.** Now \( n \geq 2 \) is an even integer.

**Part A.** \( r(t) \) is defined by (3.1) where \( f \) is a density function with the usual assumptions. It will be shown that (a), (b) and (c) of the statement of Theorem 2 in the last section are satisfied.
The function \( r(t) \) is at least twice differentiable. \( r'(t) = I_1(t) \leq 0 \). If \( n \geq 4 \), \( r''(t) = I_2(t) \geq 0 \). Also if \( n = 2 \)

\[
  r''(t) = \frac{1}{4\pi} \int_{t/2}^{\infty} \frac{t}{\sqrt{x^2 - (t/2)^2}} d\left(-\frac{f(x)}{x}\right) \geq 0
\]

and \( r \) is convex. Lemma 4 implies (b). To show (c), again it is verified that the transform \( r(t) \) is invertible and the quantity in (c) is \( f(t/2)/t^{n-1} \) apart from a positive constant. (2.6) for \( K = n/2 \) gives

\[
  (3.4) \quad r^{(n/2)}(t) = \sum_{i=1}^{(n/2)-2} \frac{a_i^{n/2}}{t^i} r^{((n/2)-i)}(t) + \frac{(-1)^{n/2} \cdot 2 \cdot 4 \cdots (n-2)}{\pi 2^{n-2}} \int_{t/2}^{\infty} \frac{f(x)}{x^{n-1} \sqrt{1 - (t/2x)^2}} dx.
\]

This is equivalent to

\[
  (3.5) \quad \int_{u/2}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{x^2 - (u/2)^2}} dx = \frac{(-1)^{n/2} \cdot 2^{n-2} \cdot \pi \cdot \beta(u)}{2 \cdot 4 \cdots (n-2) \cdot u^{(n/2)-1}}
\]

where

\[
  \beta(u) = r^{(n/2)}(u) - \sum_{i=1}^{(n/2)-2} \frac{a_i^{n/2}}{t^i} r^{((n/2)-i)}(u).
\]

Notice that \( (-1)^{n/2} \beta(u) \geq 0 \). By Fubini's theorem

\[
  t \int_t^{\infty} \frac{1}{u^2 \sqrt{1 - (t/u)^2}} \int_{u/2}^{\infty} \frac{f(x)/x^{n-1}}{\sqrt{1 - \left(\frac{u}{2x}\right)^2}} dx
  = t \int_{t/2}^{\infty} \frac{f(x) \cdot 2x}{x^{n-1}} \int_t^{2x} \frac{du}{u \sqrt{u^2 - t^2 \sqrt{(2x)^2 - u^2}}} dx
  = \pi/2 \int_{t/2}^{\infty} \frac{f(x)}{x^{n-1}} dx.
\]

Thus

\[
  \frac{2^{n-2} \cdot \pi \cdot (-1)^{n/2}}{2 \cdot 4 \cdots (n-2)} \cdot t \int_t^{\infty} \frac{\beta(u)}{u^{(n/2)+1} \sqrt{1 - (t/u)^2}} du = \pi/2 \int_{t/2}^{\infty} \frac{f(x)}{x^{n-1}} dx.
\]

Taking derivatives and simplifying,
(3.6) \[ f(t/2) = \frac{(-1)^{(n/2)+2}}{2 \cdot 4 \cdots (n-2)} \int_{t}^{\infty} \frac{r^{(n/2)}(u) - \sum_{i=1}^{(n/2)-2} \frac{a_{i}^{n/2}}{u} r^{((n/2)-1)}(u)}{u^{n/2}\sqrt{u^2 - t^2}} \, du \]

Part B. \( r \) satisfies (a), (b), (c) of the statement of Theorem 2 of last section. It needs to be shown that \( r \) is given by (3.1) for \( f \) given by (3.6) and \( f \) is a density function on \([0, \infty)\). The fact that \( f(x)/x^{n-1} \) is nonnegative and nonincreasing is obvious from (c).

First,

\[ (3.7) \int_{0}^{\infty} f(t/2) \, dt = \left[\frac{(-1)^{(n/2)+2} \cdot 2}{2 \cdot 4 \cdots (n-2)} \right] \int_{t}^{\infty} t^{n-1} \, dt \int_{t}^{\infty} \frac{\beta(u)}{u^{n/2}\sqrt{u^2 - t^2}} \, du = -(n-1) \cdot \left[\frac{(-1)^{(n/2)+2} \cdot 2}{2 \cdot 4 \cdots (n-2)} \right] \int_{t}^{\infty} t^{n-1} \int_{t}^{\infty} \frac{\beta(u)}{u^{n/2}\sqrt{u^2 - t^2}} \, du \, dt. \]

The last equality follows in view of (c) and using (b) to show that

\[ t^{n} \int_{t}^{\infty} \frac{\beta(u)}{u^{n/2}\sqrt{u^2 - t^2}} \, du \]

is \( o(1,0) \) and \( o(1,\infty) \). Since \((-1)^{n/2} \beta(u)\) is nonnegative, by using Fubini's theorem in the above the integral in the R.H.S. becomes

\[ -(n-1) \int_{0}^{\infty} \frac{\beta(u)}{u^{n/2}} \left( \int_{0}^{u} t^{n-1} \sqrt{u^2 - t^2} \, dt \right) \, du = -(n-2) \cdot (\frac{n-4}{n-3} \cdots \frac{2}{3}) \int_{0}^{\infty} \beta(u)u^{(n/2)-1} \, du \]

since

\[ \int_{0}^{u} \frac{t^{n-1}}{\sqrt{u^2 - t^2}} \, dt = u^{n-1} \cdot \frac{n-2}{n-1} \cdots \frac{2}{3} \]

(interpret the R.H.S. to be \( u \) if \( n = 2 \)). By (2.12) of Lemma 5, \( \int_{0}^{\infty} \beta(u)u^{(n/2)-1} \, du = a_{(n/2)-1}^{(n/2)+1} \). Substituting in (3.7), the total mass of \( f \) is observed to be one.

To show that \( r \) is given by (3.1), it is sufficient to establish the equality (3.4), in view of the abs. continuity of \( r^{(K)} \), \( K = 0, 1, \cdots, n/2 \). But (3.4) is equivalent to (3.5). Hence (3.5) will be established from (3.6). Write \( W_{0} = (-1)^{(n/2)+1} \cdot 2 \cdot 4 \cdots (n-2)/2 \). Thus

\[ W_{0} \int_{t}^{\infty} \frac{f(x/2)}{x^{n-1}} \, dx = -t \int_{t}^{\infty} \frac{\beta(u)}{u^{n/2}\sqrt{u^2 - t^2}} \, du. \]
Get $\beta(u)$ from (3.8) by the same inversion method used before.

\[
t \int_{t}^{\infty} \frac{1}{u^{2} \sqrt{u^{2} - t^{2}}} \cdot u \int_{u}^{\infty} \frac{\beta(x)}{x^{n/2} \sqrt{x^{2} - u^{2}}} \, dx \, du
\]

\[
= t \int_{t}^{\infty} \frac{\beta(x)}{x^{n/2}} \int_{t}^{x} \frac{du}{u \sqrt{u^{2} - t^{2}} \sqrt{x^{2} - u^{2}}} \, dx
\]

\[
= \frac{\pi}{2} \int_{t}^{\infty} \frac{\beta(x)}{x^{(n/2)+1}} \, dx.
\]

Thus

\[
\frac{\pi}{2} \int_{t}^{\infty} \frac{\beta(x)}{x^{(n/2)+1}} \, dx = - tW_{0} \int_{t}^{\infty} \frac{1}{u^{2} \sqrt{u^{2} - t^{2}}} \int_{u}^{\infty} \frac{f(x/2)}{x^{n-1}} \, dx \, du
\]

\[
= - tW_{0} \int_{t}^{\infty} \frac{f(x/2)}{x^{n-1}} \int_{t}^{x} \frac{du}{u^{2} \sqrt{u^{2} - t^{2}}} \cdot dx
\]

\[
= - W_{0} \int_{t}^{\infty} \frac{f(x/2)}{x^{n}} \frac{\sqrt{x^{2} - t^{2}}}{t} \, dx.
\]

Taking derivatives on both sides and simplifying, (3.5) follows. This completes the proof of Theorem 2.

**Proof of Corollary 1.** For $r \in V_{n}$, it needs to be shown that

\[
(3.9) \quad \rho(t) = \left( r(t) - \frac{t}{n-2} r'(t) \right) \frac{n-2}{n-3} \cdot \frac{c_{n}}{c_{n-2}}
\]

belongs to the class $V_{n-2}$ for all $n \geq 4 \left( c_{n} = \int_{0}^{\pi} \sin^{n-2} \alpha \, d\alpha \right)$ and that $\rho$ and $r$ have the same associated density function.

\[
(3.10) \quad r(t) = \frac{2}{c_{n}} \int_{t/2}^{\theta} \left( \int_{0}^{\theta} \sin^{n-2} \alpha \, d\alpha \right) f(x) \, dx
\]

where $\theta = \arccos(t/2x)$. Thus

\[
r'(t) = - \frac{1}{c} \int_{t/2}^{\infty} \left( 1 - \left( \frac{t}{2x} \right)^{2} \right)^{(n-3)/2} \frac{f(x)}{x} \, dx.
\]

Now

\[
\int_{0}^{\theta} \sin^{n-2} \alpha \, d\alpha = \int_{0}^{\theta} \sin^{n-3} \alpha \sin \alpha \, d\alpha
\]

\[
= - \cos \theta (1 - \cos^{2} \theta)^{(n-3)/2} + (n - 3) \int_{0}^{\theta} \sin^{n-4} \alpha \, d\alpha - (n - 3) \int_{0}^{\theta} \sin^{n-2} \alpha \, d\alpha.
\]
Transferring the third term in the R.H.S. to L.H.S.,

\[(n - 2) \int_0^\theta \sin^{n-2} \alpha d\alpha = (n - 3) \int_0^\theta \sin^{n-4} \alpha d\alpha - \frac{t}{2x} \left(1 - \left(\frac{t}{2x}\right)^2\right)^{(n-3)/2}.\]

Thus

\[r(t) = \frac{2}{c_n(n-2)} \left\{ (n - 3) \int_{t/2}^\infty \left( \int_0^\theta \sin^{n-4} \alpha d\alpha \right) f(x) dx - \frac{t}{2} \int_{t/2}^\infty \left(1 - \left(\frac{t}{2x}\right)^2\right)^{(n-3)/2} \cdot \frac{f(x)}{x} dx \right\}.\]

Substituting,

\[\rho(t) = \frac{2}{c_{n-2}} \int_{t/2}^\infty \left( \int_0^\theta \sin^{n-4} \alpha d\alpha \right) f(x) dx.\]

The result follows from the definition of the classes \(V_n\).

Proof of Corollary 2. The objective is to show that \(V_n \supseteq V_{n-1} \supseteq \cdots\). Let \(r\) be given by (3.10). Suppose \(n \geq 3\) is odd; then by Theorem 1, part A, the conditions (a) and (b) of Theorem 2 will be satisfied by \(r\), for \(m = n - 1\). It remains to be proved that

\[(3.11) \quad (-1)^{(m+2)/2} \frac{d}{dt} \left\{ t \int_t^\infty \frac{\beta(u)}{u^{m/2}\sqrt{u^2-t^2}} du \right\}\]

is nonnegative and nonincreasing where

\[\beta(u) = r^{(m/2)}(u) - \sum_{i=1}^{(m/2)-2} \frac{a_i^{m/2}}{u^i} r^{(m-2i)/2}(u)\]

is such that \((-1)^{m/2}\beta(u) \geq 0\). By (2.6) for \(K = n - 1\),

\[\beta(u) = W_1 u^{(n-3)/2} \int_{u/2}^\infty \frac{f(x)}{x^{n-2}} dx\]

where

\[W_1 = \frac{(-1)^{(n-1)/2} \cdot (n-3)(n-5) \cdots 2}{c^4(n-3)/2}.\]

Therefore

\[
\int_t^\infty \frac{\beta(u)}{u^{m/2}\sqrt{u^2-t^2}} du = W_1 \int_t^\infty \frac{1}{u^{1/2}\sqrt{u^2-t^2}} \int_{u/2}^\infty \frac{f(x)}{x^{n-2}} dx du
\]

\[= W_1 \int_{t/2}^\infty \frac{f(x)}{x^{n-2}} \int_t^{2x} \frac{du}{u^{1/2}\sqrt{u^2-t^2}} dx\]

\[= W_1 \int_{t/2}^\infty \frac{f(x)}{x^{n-2}} \arccos \frac{t}{2x} dx.\]
The quantity in (3.11) is thus

\[
3 \cdot 5 \cdots (n-3) \frac{1}{2^{n-2}} \int_{t/2}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{(2x)^2 - t^2}} \, dx.
\]

The derivative under the integral sign in the last step is valid because of the uniform convergence of the integral in (3.12). Next it will be shown that (3.12) is nonincreasing in \( t \). Let \( \delta > 0 \),

\[
\int_{t/2}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{(2x)^2 - t^2}} \, dx - \int_{(t+\delta)/2}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{(2x)^2 - (t+\delta)^2}} \, dx
\]

\[
= \int_{t/2}^{(t+\delta)/2} \frac{f(x)}{x^{n-2} \sqrt{(2x)^2 - t^2}} \, dx 
\]

\[
- \int_{(t+\delta)/2}^{\infty} \frac{f(x)}{x^{n-2}} \left\{ \frac{1}{\sqrt{(2x)^2 - (t+\delta)^2}} - \frac{1}{\sqrt{(2x)^2 - t^2}} \right\} \, dx
\]

But

\[
\int_{t/2}^{(t+\delta)/2} \frac{f(x)}{x^{n-2} \sqrt{(2x)^2 - t^2}} \, dx = \int_{t/2}^{(t+\delta)/2} \frac{f(x)}{x^{n-1}} \, d \left( \frac{\sqrt{(2x)^2 - t^2}}{4} \right)
\]

\[
\leq \frac{f \left( \frac{t + \delta}{2} \right)}{\left( \frac{t + \delta}{2} \right)^{n-1}} \cdot \frac{1}{4} \cdot \sqrt{2t\delta + \delta^2}.
\]

Note that \( f(x)/x^{n-1} \) is nonincreasing. Also

\[
\int_{(t+\delta)/2}^{\infty} \frac{f(x)}{x^{n-2}} \left\{ \frac{1}{\sqrt{(2x)^2 - (t+\delta)^2}} - \frac{1}{\sqrt{(2x)^2 - t^2}} \right\} \, dx
\]

\[
\leq \frac{(2t\delta + \delta^2) \cdot f \left( \frac{t + \delta}{2} \right)}{\left( \frac{t + \delta}{2} \right)^{n-2}} \int_{(t+\delta)/2}^{\infty} \frac{x}{((2x)^2 - (t+\delta)^2)^{3/2}} \, dx
\]

\[
= \frac{(2t\delta + \delta^2)^{1/2} f \left( \frac{t + \delta}{2} \right)}{8 \cdot \left( \frac{t + \delta}{2} \right)^{n-1}}.
\]

Substituting, (3.12) is nonincreasing. By part B of Theorem 2, \( r \) must belong to \( V_{n-1} \). The associated density function in \( \mathbb{R}_{n-1} \) will be given by
\[
g(t/2) = \frac{(-1)^{m/2+1} \cdot 2 \cdot t^{m-1}}{2 \cdot 4 \cdots (m-2)} \int_0^t \frac{\beta(u)}{u^{m/2} \sqrt{u^2 - t^2}} \, du
\]
\[
= \frac{2 \cdot t^{n-2}}{2^{n-2}} \cdot \frac{3 \cdot 5 \cdots (n-2)}{2 \cdot 4 \cdots (n-3)} \int_{t/2}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{(2x)^2 - t^2}} \, dx.
\]

If \( n \) is even, then \( m = n - 1 \) is odd and by Theorem 2 part A, the conditions (a) and (b) of Theorem 1 are satisfied for \( m \). It remains to verify that

(3.13) \[\frac{(-1)^{(m-1)/2}}{t^{(m-1)/2}} \left\{ \sum_{i=1}^{(m-3)/2} \frac{a_i^{(m+1)/2}}{t^i} r^{(m+1-2i)/2}(t) - r^{(m+1)/2}(t) \right\}\]

is nonnegative and nonincreasing. But by (2.6) for \( K = n/2 \), the quantity in (3.13) is

\[
2 \cdot \frac{(-1)^n (n-3) \cdots 5 \cdot 3}{c 4^{(n/2)-1}} \int_{t/2}^{\infty} \frac{f(x)}{x^{n-2} \sqrt{(2x)^2 - t^2}} \, dx.
\]

The rest of the proof is similar to the first part.

**Proof of Corollary 3.** Let \( F \) be a distribution function with \( F(0^+) = 0 \) and let

\[
\gamma(t) = \int_0^t \left[ \frac{2}{c} \int_0^{\frac{\arcsin(t/2a)}{a^2}} \sin^{-2} \alpha d\alpha \right] f(x) dF(a).
\]

Making the transformation \( xa = v \),

\[
\gamma(t) = \int_0^\infty \left[ \frac{2}{c} \int_0^\infty \left( \int_0^{\arcsin(t/2v)} \sin^{-2} \alpha d\alpha \right) f \left( \frac{v}{a} \right) \cdot \frac{1}{a} \, dv \right] dF(a)
\]
\[
= \frac{2}{c} \int_0^\infty \left( \int_0^\theta \sin^{-2} \alpha d\alpha \right) \left( \int_0^\infty f \left( \frac{x}{a} \right) \cdot \frac{1}{a} \, dF(a) \right) \, dx
\]

where \( \theta = \arcsin(t/2x) \). Define \( g(x) = \int_0^\infty f(x/a) (1/a) dF(a) \). Then \( g(x) \geq 0 \), and

\[
\int_0^\infty g(x) dx = \int_0^\infty \left( \int_0^\infty f \left( \frac{x}{a} \right) \cdot \frac{1}{a} \, dF(a) \right) \, dx = 1.
\]

Also

\[
\frac{g(x)}{x^{n-1}} = \int_0^\infty \frac{f(x/a)}{(x/a)^{n-1}} \cdot \frac{1}{a^n} \, dF(a)
\]

is nonincreasing in \( x \).
4. The two dimensional case. Let $\mathcal{F}$ be Hájek and Zubrzycki's class of planar covariance functions. The class is generated by the covariance function

$$(4.1) \quad \gamma(u) = \frac{2}{\pi} \left[ \arccos u - u(1 - u^2)^{1/2} \right] \quad 0 \leq u \leq 1$$

$$= 0 \quad u > 1.$$ 

Proof of the Proposition. (1) $\gamma(u)$ satisfies the requirements of part B of Theorem 2. Hence $\gamma \in V_2$ and the associated density function $f$ is such that

$$f(x/2) = -\frac{8x}{\pi} \frac{d}{dx} \left\{ x \int_x^1 \frac{\sqrt{1-u^2}}{u \sqrt{u^2-x^2}} \, du \right\} \quad 0 \leq x \leq 1$$

$$= -\frac{8x}{\pi} \frac{d}{dx} \left\{ x \left( \frac{\pi}{2x} - \frac{\pi}{2} \right) \right\} \quad 0 \leq x \leq 1$$

$$= 4x \quad 0 \leq x \leq 1.$$

(2) $r \in V_2$, hence

$$r''(t) = \frac{1}{4\pi} \int_{t/2}^{\infty} \frac{t}{\sqrt{x^2 - (t/2)^2}} d \left( -\frac{f(x)}{x} \right).$$

The proof will be complete if

$$(4.2) \quad \int_0^{\infty} \frac{1}{u^2} \gamma'' \left( \frac{t}{u} \right) r''(u) \, du$$

is a nonincreasing function of $t$, where $\gamma''(u)$ is given by (1.11). The quantity in (4.2) is

$$\frac{4}{\pi} \cdot \frac{t}{4 \cdot \pi} \int_t^\infty \frac{du}{u \sqrt{u^2-t^2}} \int_{u/2}^{\infty} \frac{d(-f(x)/x)}{\sqrt{x^2-(u/2)^2}}$$

$$= \frac{t}{\pi^2} \int_{t/2}^{\infty} d \left( -\frac{f(x)}{x} \right) \left( \int_x^{2x} \frac{2 \cdot du}{u \sqrt{u^2-t^2} \sqrt{(2x)^2-t^2}} \right) dx \quad \text{by Fubini's theorem}$$

$$= \frac{1}{2\pi} \int_{t/2}^{\infty} \frac{1}{x} \, d \left( -\frac{f(x)}{x} \right).$$

Note that

$$(4.3) \quad dF(a) = \frac{1}{2} (f(a/2) - (a/2) f'(a/2)).$$
Hájek and Zubrzycki [2] show that the covariance functions $e^{-ct}$ and $(2/\sqrt{2\pi}) \int_0^\infty e^{-u^2/2} du$ belong to $\mathcal{F}$ and hence to $V_2$. They also have an example of an isotropic covariance function that does not belong to $\mathcal{F}$.
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