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In this work the correspondence between $T_\sigma$-compactifications, proximity relations, and families of maximal round filters is extended to the case of $T_\sigma$-spaces. The major results spell out bijections between a special class of $T_\sigma$-compactifications, certain proximity relations on the original space, and certain filter families. Perhaps the most interesting result is the identification of a class of compactifications between $T_1$ and $T_\sigma$-compactifications. This class consists of the principal weakly regular minimal compactifications and includes the Wallman compactification, and also the one-point compactification of a locally compact space. Moreover, the Wallman compactification is the largest weakly regular minimal compactification of a $T_\sigma$-space. This improves the known result that the Wallman compactification is $T_\sigma$, and is larger than any $T_\sigma$-compactification.

1. Extension structures and $T_\sigma$-compactifications. This section develops the notion of a compactification structure, which is a family of filters satisfying conditions strong enough to guarantee that the induced extension is a compactification. These induced compactifications constitute a class lying between $T_1$ and $T_\sigma$-compactifications. In the language developed in this section, it is the class of principal weakly regular minimal compactifications. The main result is the $1-1$ correspondence between these compactifications and the set of compactification structures on a given $T_\sigma$-space. The Wallman compactification is characterized as the largest weakly regular minimal compactification of a $T_\sigma$-space. Much of the notation and terminology in this section is taken from Thron [4], Chapter 17.

**DEFINITION 1.1.** An extension structure on a topological space $(X, \mathcal{T})$ is a family $\Phi$ of open filters on $X$ which includes all neighborhood filters. We will call the extension structure $T_1$ if no filter in $\Phi$ contains any other filter in $\Phi$.

The inverse images of the neighborhood filters of an extension constitute an extension structure. We will call this the trace system of the extension. Conversely, each extension structure is the trace system of some extension.

This correspondence between extensions and extension structures is not 1-1, since inequivalent extensions can have the same trace system. However, for each extension structure $\Phi$ there is a preferred extension $\pi(\Phi)$, which we will call the principal extension associated
This extension is obtained as follows (in the case of a $T_0$-space). For $A \subset X$ we define $A^* = \{ \mathcal{F} \in \Phi : A \in \mathcal{F} \}$. Then $\{ G^* : G \in \mathcal{F} \}$ is a base for a topology $\mathcal{F}^*$ on $\Phi$. We define $j(x) = \mathcal{M}_x$, the neighborhood filter at $x$, for $x \in X$. When $(X, \mathcal{F})$ is $T_0$ then $(j, (\Phi, \mathcal{F}^*))$ is a $T_0$-extension of $(X, \mathcal{F})$ with trace system $\Phi$. We will denote this extension by $\pi(\Phi)$.

By a principal extension we mean any extension equivalent to one of the $\pi(\Phi)$'s. Since equivalent extensions have the same trace system, this is the same as saying that a principal extension is equivalent to the image under $\pi$ of its trace system. A principal extension is the continuous image of every extension with the same trace system. Thus the principal extensions are minimal in some sense. The Wallman, one-point, and $T_1$-compactifications are all principal extensions.

In what follows we will describe a more useful characterization of principal extensions.

**Definition 1.2.** Let $K = (e, (Y, \mathcal{F}'))$ be an extension of $(X, \mathcal{F})$. For any subset $A$ of $Y$ we define $A^* = \{ y \in Y : A \in e^{-1}(\mathcal{M}_y) \}$.

**Remark 1.3.** Notice that if $G$ is open then $G \subseteq G'^+ \subseteq G^+$ and $G^+$ is open. In fact, $G^+$ is the union of all open sets in $Y$ which have the same restriction to $X$ as $G$ does.

**Proposition 1.4.** A $T_0$-extension $Y$ of a space $X$ is principal iff $\{ G^+: G \text{ is open in } Y \}$ is a base for the topology on $Y$.

**Proof.** Note first that this condition is preserved under equivalence of extensions. To see this, check that whenever $(e_i, (Y_i, \mathcal{F}_i))$ are extensions of $(X, \mathcal{F})$ equivalent under $h: Y_1 \to Y_2$ then for $G \in \mathcal{F}_1$, we have $h(G)^+ = h(G^+)$. Now if $\Phi$ is an extension structure on $X$ then in $\pi(\Phi)$ we have $G^+ \subseteq G^\wedge$. From this and the preceding remark it follows that every principal extension satisfies the required condition.

Suppose now that $K$ satisfies the given condition. Let $\Phi$ be its trace system. We wish to show $K$ and $\pi(\Phi)$ are equivalent. Let $h: Y \to \Phi$ be defined by $y \to e^{-1}(\mathcal{M}_y)$. Then $h$ is continuous, with $he = j$. We wish to establish that $h$ is a homeomorphism.

To prove that $h$ is an open map, note that if $U$ and $V$ are open subsets of $Y$ with $U^+ \subseteq V$ then $e^{-1}(U)^\wedge \subseteq h(V)$. Now using the fact that the $U^+$'s form a base for $\mathcal{F}$ we can easily see that $h$ maps...
open sets to open sets.

Now suppose \( y \neq z \). Since \( Y \) is \( T_0 \) we can assume \( N_\gamma \not\subseteq N_\gamma' \). Using the condition, let \( U \) be an open set such that \( y \in U^+ \) and \( z \in U^+ \). Then clearly \( e^{-1}(U) \subseteq e^{-1}(N_\gamma) \) and so \( h(y) \neq h(z) \).

The following definitions lead up to conditions to be imposed on an extension structure which will guarantee that the induced extension is compact. These conditions identify a class of \( T_r \)-compactifications which include the Wallman compactification and the 1-point compactification of a locally compact space.

**Definition 1.5.** An extension structure \( \Phi \) on a \( T_r \)-space \((X, \mathcal{T})\) is **totally bounded** iff every ultrafilter on \( X \) contains a member of \( \Phi \).

**Remark 1.6.** It is easy to check that in the definition of total-boundedness we can replace ultrafilters by ultra-closed filters. (These are closed filters not contained properly in any other closed filter.)

Note also that this at least is a necessary condition in that the trace system of a compactification is always totally bounded.

**Definition 1.7.** An extension structure \( \Phi \) is **covered** iff every filter in \( \Phi \) is contained in some ultra-closed filter.

**Remark 1.8.** Requiring an extension structure to be covered is close to requiring it to be minimal in the sense that no “extra” points are being adjoined to the space. The idea is that every point adjoined is used to make an ultra-closed filter converge.

The last condition to be imposed on an extension structure is a kind of regularity condition. This will be defined in terms of an induced proximity relation.

**Definition 1.9.** Given \( \Phi \) an extension structure on \( X \), we define \( \Phi \)-containment as follows.

\[ A \triangleleft B \text{ iff for every } \mathcal{F} \text{ in } \Phi, \text{ if } A \text{ is in some ultraclosed filter containing } \mathcal{F}, \text{ then } B \in \mathcal{F}. \]

This defines a map \( \rho \) from extension structures on \( X \) to relation on \( \mathcal{P}(X) \). We will sometimes denote \( \triangleleft \) by \( \rho(\Phi) \).

**Remark 1.10.** Let \( \langle \mathcal{F} \rangle \) denote the intersection of all ultralosed filters containing \( \mathcal{F} \). (If there are none, \( \langle \mathcal{F} \rangle = \mathcal{P}(X) \).) Then for a closed set \( A, A \triangleleft B \text{ iff for every } \mathcal{F} \text{ in } \Phi, \text{ either } B \in \mathcal{F} \text{ or } X \setminus A \in \langle \mathcal{F} \rangle. \)
The relation $<_\phi$ is a strong containment relation. On a $T_1$-space, $\phi$-containment implies containment. If $\Phi$ is the set of maximal round filters from an $EF$-proximity $\subset$, then $A \subseteq B$ iff $A^- <_\phi B$. If $\Phi$ is the trace system of the Wallman compactification then $A <_\phi B$ iff $A \subseteq B^i$.

**Definition 1.11.** The $\Phi$-hull of a filter $\mathcal{F}$ on $X$ is the filter $$\Phi(\mathcal{F}) = \{A: F <_\phi A \text{ for some } F \in \mathcal{F}\}.$$

**Remark 1.12.** Note that if $\mathcal{U}$ is an ultra-closed filter containing a filter $\mathcal{F}$ in $\Phi$ then $\Phi(\mathcal{U}') \subseteq \Phi(\mathcal{U}) \subseteq \mathcal{F}$. When equality holds we say that $\Phi$ is regular. This is made precise in the next definition.

**Definition 1.13.** An extension structure $\Phi$ is regular iff for every $\mathcal{F}$ in $\Phi$ and every ultra-closed filter $\mathcal{U}$, if $\mathcal{F} \subseteq \mathcal{U}$ then $\mathcal{F} \subseteq \Phi(\mathcal{U}')$.

**Remark 1.14.** Note that if $\Phi$ is covered and totally-bounded then $\Phi$ is regular iff it consists of the $\Phi$-hulls of open hulls of ultra-closed filters.

Note also that a covered regular extension structure is $T_1$. In fact, if $\Phi$ is covered and regular then no two of its filters are contained in the same ultra-closed filter. Thus $\Phi$ determines a partition of the ultra-closed filters. Without regularity we have this separation property for any two filters in $\Phi$ as long as one of them converges. This can be established using the following lemma.

**Lemma 1.15.** Let $\Phi$ be a $T_1$-extension structure on $X$. If $\mathcal{F} \in \Phi$ and $\mathcal{U}$ is ultra-closed and $\mathcal{F} \subseteq \mathcal{U} \rightarrow x$ then $\mathcal{F} = \mathcal{N}_x = \mathcal{U}'$.

**Proof.** Note that on a $T_1$-space if $\mathcal{U}$ is ultra-closed and $\mathcal{U} \rightarrow x$ then $\mathcal{U} = \mathcal{N}_x$, the point filter at $x$. Hence $\mathcal{U}' = \mathcal{N}_x$. Since $\mathcal{F}$ is open, we have $\mathcal{F} \subseteq \mathcal{U}' = \mathcal{N}_x$. Since $\Phi$ is $T_1$, $\mathcal{F} = \mathcal{N}_x$.

**Examples 1.16.**

1. Let $\Omega$ denote the trace system of the Wallman compactification. Note that $\Omega$ consists of the open hulls of the ultra-closed filters. We have $A <_\phi B$ iff $A \subseteq B^i$, and hence each filter in $\Omega$ is its own $\Omega$-hull. From Remark 1.14 it follows that $\Omega$ is regular.

2. Let $\mathcal{E}$ denote the set of filters maximal round with respect to an $EF$-proximity $\subset$. Recall $A \subseteq B$ iff $A^- < B$. Thus $\mathcal{E}$ consists
of the $\mathcal{C}$-hulls of filters in $\Omega$, and this makes $\mathcal{C}$ regular.

3. Let $\mathcal{A}$ denote the trace system of the Alexandroff 1-point compactification of a locally compact $T_1$-space $X$ (which is not compact). Here by locally compact we mean that every point of $X$ has a compact neighborhood.

We claim that $\mathcal{A}$ consists of the neighborhood filters, together with the open hull of the intersection $\mathcal{F}_0$ of all the nonconvergent ultra-closed filters on $X$. To see this, let $A$ be any subset of $X$. If $A$ is compact then it cannot be a member of any nonconvergent ultra-closed filter. If $A$ is closed but not compact then using Zorn's lemma we can obtain a nonconvergent ultra-closed filter which contains $A$. Thus for any closed subset $B$ of $X$ we have that $B$ is compact iff $X\setminus B$ is in $\mathcal{F}_0$.

To establish regularity, we will show that for each $\mathcal{F}$ in $\mathcal{A}$ we have $\mathcal{F} = \mathcal{A}(\mathcal{F})$. Note first that $\mathcal{A}$ is a $T_1$-extension structure. For if $x \in X$ then $\{x\} \in \mathcal{F}_0$, and so $\mathcal{F}_0 \not\subseteq \mathcal{N}_x$. On the other hand, since $X$ is not compact, $\mathcal{F}_0$ cannot contain any compact sets. Since local compactness ensures that each $\mathcal{N}_x$ contains a compact set, we have $\mathcal{N}_x \not\subseteq \mathcal{F}_0$, for all $x$.

Now let $\mathcal{F} \in A$. Suppose $\mathcal{F} = \mathcal{F}_0$. Let $G$ be open such that $G \in \mathcal{F}$. Then since every convergent ultra-closed filter is a point filter, we have $G \prec \mathcal{F}$. Hence $\mathcal{F}_0 = \mathcal{A}(\mathcal{F}_0)$. Now suppose $\mathcal{F} = \mathcal{N}_x$. Let $G$ be an open neighborhood of $x$, and let $W$ be a compact neighborhood of $x$. From Lemma 1.15 it follows that $G \cap W \prec G$. Hence $\mathcal{N}_x = \mathcal{A}(\mathcal{N}_x)$.

**Definition 1.17.** A compactification structure is a covered totally-bounded regular extension structure.

**Theorem 1.18.** The principal extension obtained from a compactification structure is a $T_1$-compactification.

*Proof.* Let $\Phi$ be a compactification structure on a $T_1$-space $(X, \mathcal{F})$. We need to show that $(\Phi, \mathcal{F})$ is compact. Let $\{G_\alpha : \alpha \in I\}$ be a family of open sets in $X$ such that $\Phi \subseteq \bigcup_\alpha G_\alpha$. Let $\mathcal{I} = \{X \setminus U : U$ is open and $U \prec G_\alpha$ for some $\alpha \in I\}$.

We claim that some finite intersection of sets in $\mathcal{I}$ is empty. If not, then there is some ultra-closed filter $\mathcal{U}$ which contains $\mathcal{I}$. Since $\Phi$ is totally-bounded, $\mathcal{U}$ contains some filter $\mathcal{F}$ in $\Phi$. By regularity, $\mathcal{F} = \Phi(\mathcal{U}')$. This, together with the definition of $\mathcal{I}$ and the fact that some $G_\alpha$ is in $\mathcal{F}$, leads to the contradiction that for some open set $U$, both $U$ and $X \setminus U$ are in $\mathcal{U}$. Thus $\mathcal{I}$ does not have the finite intersection property.
Accordingly, let $U_1, \cdots, U_n$ be open sets with complements in $S^\alpha$ and such that $X = \bigcup_i U_i$ and $U_i \subseteq \mathcal{G}_{\alpha_i}$ for $1 \leq i \leq n$. Using that $\Phi$ is covered it is easy to show that $\Phi \subseteq \bigcup_i \mathcal{G}_{\alpha_i}^\sim$.

This establishes that $(\Phi, \mathcal{G}^\sim)$ is compact. The regularity of $\Phi$ guarantees that no filter in $\Phi$ contains any other filter in $\Phi$; hence $(\Phi, \mathcal{G}^\sim)$ is $T_1$.

We turn now to the characterization of those compactifications which are obtained from compactification structures.

**Definitions 1.19.** A filter $\mathcal{G}$ on an extension $(e, Y)$ of $X$ is relatively ultra-closed iff $e(X) \in \mathcal{G}$ and $e^{-1}(\mathcal{G}^\sim)$ is ultra-closed on $X$.

The condition $e(X) \in \mathcal{G}$ guarantees that $e(e^{-1}(\mathcal{G}^\sim)) = \mathcal{G}$.

Using this we can define a weak closure operator on $Y$ as follows. For $A \subseteq Y$,

$$A^* = A \cup \{y : \exists \mathcal{G} \text{ relatively ultra-closed such that } A \in \mathcal{G} \rightarrow y\}.$$ 

For a filter $\mathcal{D}$ on $Y$, $\mathcal{D}^*$ is the filter generated by $\{A^* : A \in \mathcal{D}\}$.

We say $Y$ is a weakly regular extension of $X$ iff for every relatively ultra-closed filter $\mathcal{G}$,

$$\mathcal{G} \rightarrow y \Rightarrow (\mathcal{G}^\sim)^* \rightarrow y.$$

**Remark 1.20.** Note that $A^* \subseteq A^-$. From this it follows that if $\mathcal{N}_y \subseteq \mathcal{U}$ then $\mathcal{N}_y^- \subseteq (\mathcal{U}^-)^*$. Hence every extension which is regular in the usual topological sense is also weakly regular. Thus in particular every $T_2$-compactification is weakly regular.

**Lemma 1.21.** A principal extension is weakly regular iff its trace system is regular.

**Proof.** Let $K = (e, Y)$ be a principal extension of a $T_1$-space $X$ with trace system $\Phi$. The key to establishing the result is the following relation: for any two open sets $U$ and $V$ in $Y$,

$$e^{-1}(U) \subsetneq e^{-1}(V) \iff U^* \subseteq V^+. $$

Using this, the result follows easily from the definitions.

**Definition 1.22.** An extension is covered iff every point has a relatively ultra-closed filter which converges to it.

**Remark 1.23.** Note that an extension is covered iff its trace system is covered.

The results obtained thus far are summarized in the following theorem.
**Theorem 1.24.** The compactifications obtained from compactification structures under the map \( \pi \) are exactly those principal \( T_i \)-compactifications which are weakly regular and covered. Given a fixed \( T_i \)-space \( X \), the map \( \pi \) is a bijection from the set of compactification structures on \( X \) to the set of (equivalence classes of) principal weakly regular covered \( T_i \)-compactifications of \( X \).

**Proof.** Let \( \Phi \) be a compactification structure on \( X \). Then by Theorem 1.18 we have that \( \pi(\Phi) \) is a \( T_i \)-compactification of \( X \). Recall that \( \pi(\Phi) \) has trace system \( \Phi \). Hence by Lemma 1.21, \( \pi(\Phi) \) is weakly regular. Finally, by Remark 1.23, \( \pi(\Phi) \) is covered. Hence \( \pi \) maps compactification structures to principal weakly regular covered \( T_i \)-compactifications.

Conversely, suppose \( \Phi \) is the trace system of a principal weakly regular covered \( T_i \)-compactification. From Remarks 1.6 and 1.23 we have that \( \Phi \) is totally-bounded and covered. By Lemma 1.21, \( \Phi \) is regular.

To see that \( \pi \) is 1–1, let \( \tau \) denote the map from an extension to its trace system. Clearly \( \tau \pi \) is the identity map on the set of extension structures.

To see that \( \pi \) is a surjection, let \( K \) be a principal weakly regular covered \( T_i \)-compactification of \( X \). Let \( \Phi = \tau(K) \). By Remarks 1.6 and 1.23, \( \Phi \) is totally-bounded and covered. By Lemma 1.21, \( \Phi \) is regular. Hence \( \Phi \) is a compactification structure. We claim that \( \pi(\Phi) \) is equivalent to \( K \). This follows from the fact that they both have the same trace system.

The next series of results gives an equivalent characterization of the compactifications induced by compactification structures. In the characterization "covered" can be replaced by "minimal" although the two concepts taken separately do not appear to be equivalent. The main result is that a weakly regular principal compactification is minimal iff it is covered and \( T_i \).

**Definition 1.25.** A compactification \( Y \) of a space \( X \) is minimal iff the only compact set between \( k(X) \) and \( Y \) is \( Y \) itself.

**Lemma 1.26.** Every weakly regular minimal compactification of a \( T_i \)-space is covered.

**Proof.** Assume \( K = (k, Y) \) is a weakly regular minimal compactification of a \( T_i \)-space \( X \).

Let \( Z \) be the set of all points in \( Y \) which are limits of relatively ultra-closed filters. We wish to show \( Z = Y \). Since \( K \) is minimal
it is sufficient to show that \( k(X) \subseteq Z \) and \( Z \) is compact.

Since \( X \) is \( T_1 \), for \( x \in X \) we have that \( k(x) \) is a relatively ultra-closed filter converging to \( k(x) \). Hence \( k(X) \subseteq Z \).

Now suppose \( \{G_x : x \in I\} \) is an open cover of \( Z \). Let

\[
\mathcal{S} = \{X \setminus U : U \text{ is open and } k(U)^* \subseteq G_x \text{ for some } x\} .
\]

We claim that \( \mathcal{S} \) does not have the finite intersection property. Suppose this is false. Then let \( \mathcal{U} \) be an ultra-closed filter containing \( \mathcal{S} \). Since \( Y \) is compact, \( k(\mathcal{U}) \) has a limit, \( y \in Y \). Since \( k(\mathcal{U}) \) is relatively ultra-closed, \( y \in Z \). Thus \( y \) is in some \( G_x \). By weak regularity, \( G_x \in (k(\mathcal{U}))^* \); thus we can choose \( U \) open in \( Y \) such that \( U \in k(\mathcal{U}) \) and \( U^* \subseteq G_x \). This allows us to conclude that \( k^{-1}(U) \in \mathcal{U} \) and \( X \setminus k^{-1}(U) \in \mathcal{S} \subseteq \mathcal{U} \), which is impossible. Therefore \( \mathcal{S} \) cannot have the finite intersection property.

Accordingly, let \( U_1, \ldots, U_n \) be such that \( X \setminus U_i \in \mathcal{S} \) and \( \bigcup U_i = X \). Choose \( \alpha \) such that \( k(U_i)^* \subseteq G_{\alpha} \). We claim that \( Z \subseteq \bigcup G_{\alpha} \).

Let \( z \in Z \). Let \( \mathcal{F} \) be relatively ultra-closed such that \( \mathcal{F} \rightarrow z \).

Since \( k^{-1}(\mathcal{F}) \) is ultra-closed, some \( U_i \) is in \( k^{-1}(\mathcal{F}) \). Then \( k(U_i) \in \mathcal{F}(=kk^{-1}(\mathcal{F})) \) and hence by definition \( z \in k(U_i)^* \subseteq G_{\alpha} \).

**Lemma 1.27.** Every minimal compactification is \( T_0 \).

**Proof.** Suppose \( N_y = N_z \) with \( y \neq z \). Since \( X \) is \( T_0 \), at least one of these, say \( y \), is not in \( k(X) \). Note \( Y \setminus \{y\} \) is still compact, since \( N_y \subseteq N_z \). This violates the minimality of \( K \).

To help establish the connection between being minimal and being covered we introduce the notion of a separated extension.

**Definition 1.28.** An extension is separated iff each relatively ultra-closed filter has at most one limit.

**Lemma 1.29.** Every weakly regular \( T_0 \)-extension is separated.

**Proof.** Let \( \mathcal{F} \) be a relatively ultra-closed filter such that \( \mathcal{F} \rightarrow y, z \). By weak regularity, \( (\mathcal{F})^* \rightarrow y, z \). From \( (\mathcal{F})^* \rightarrow y \) and \( \mathcal{F} \rightarrow z \) we obtain \( N_y \subseteq N_z \). Similarly, \( N_z \subseteq N_y \). Since \( Y \) is \( T_0 \), we obtain \( y = z \).

**Lemma 1.30.** Every covered separated extension is \( T_1 \).

**Proof.** Let \( N_y \subseteq N_z \). Since \( K \) is covered, there is a relatively ultra-closed filter \( \mathcal{U} \) which converges to \( z \) and a fortiori to \( y \). Since \( K \) is separated, \( y = z \).
Lemma 1.31. Every covered separated compactification is minimal.

Proof. Let $Z$ be compact such that $k(X) \subseteq Z \subseteq Y$. We wish to show $Z = Y$.

Let $y \in Y$. Since $Y$ is covered there is a relatively ultraclosed filter $\mathcal{F}$ such that $\mathcal{F} \rightarrow y$. Since $Z$ is compact, $\mathcal{F}$ must converge to a point $z \in Z$. Since $Y$ is separated, $y = z$.

Theorem 1.32. Let $K$ be a weakly regular compactification of a $T_1$-space. The following conditions are equivalent:

(i) $K$ is minimal
(ii) $K$ is covered and separated
(iii) $K$ is covered and $T_1$

Proof. If $K$ is minimal then by Lemma 1.26 it is covered; and by Lemmas 1.27 and 1.29 it is separated. Hence (i) $\Rightarrow$ (ii).

If $K$ is separated and covered then by Lemma 1.30 it is $T_1$. Thus (ii) $\Rightarrow$ (iii). Finally, if $K$ is covered and $T_1$ then by Lemma 1.29 it is separated. By Lemma 1.31, every covered separated compactification is minimal.

Corollary 1.33. The compactifications obtained from compactification structures under $\pi$ are those principal compactifications which are weakly regular and minimal.

Remark 1.34. The following proposition establishes that the compactifications induced by compactification structures fall between $T_1$ and $T_2$ compactifications.

Proposition 1.35. (1) Every $T_\gamma$-compactification is weakly regular, minimal, and principal.

(2) Every weakly regular minimal compactification is $T_1$.

Proof. Let $Y$ be a $T_\gamma$-compactification. Then $Y$ is regular. Since for any $A \subseteq Y$ we have $A^+ \subseteq A^-$ and $A^- \subseteq A^+$ we can conclude $Y$ is principal and weakly regular. (See Definitions 1.2 and 1.19.) Since compact subsets of a $T_\gamma$-space are closed, we have that $Y$ is minimal.

The rest of the conclusion follows from Theorem 1.32.

Theorem 1.36. The Wallman compactification of a $T_\gamma$-space is its largest weakly regular minimal compactification.

Proof. Let $\omega = (j, (\mathcal{W}, \mathcal{T}^-))$ denote the Wallman compactification of a $T_\gamma$-space $X$. We have already seen that its trace system is
regular (Example 1.16). Hence by Remark 1.20, ω is weakly regular.

Note that if ℱ and ℱ' are ultra-closed on X then j(ℱ) → ℱ' iff ℱ = ℱ'. From this it follows that ω is covered and separated. Hence by Theorem 1.32, ω is minimal.

Now let K = (k, (Y, £')) be any weakly regular minimal compactification of X. For ℱ ultra-closed we note k(ℱ) has a unique limit in Y, since K is compact and separated (Theorem 1.32). This defines a map h: ℱ → Y. Since K is covered, h maps onto Y.

To establish that h is continuous we will use the fact that K is weakly regular. Suppose G is open in Y and ℱ is ultraclosed with k(ℱ) → y ∈ G; i.e., ℱ ∈ h−1(G). By weak regularity (k(ℱ′))∗ → y. Pick U open in k(ℱ) so U* ⊆ G. It is easy to check that k−1(U)* is an open neighborhood of ℱ contained in h−1(G).

2. Proximity relations and $T_1$-compactifications. In this section we will study the correspondence between extension structures and a class of proximity-like relations, called extension relations. These extension relations take in many of the known proximity relations, including LO and EF-proximities. We can pass from extension relations to extension structures via a map $\varphi$. Of particular interest are the extension relations which give rise to compactification structures under $\varphi$. These are the weakly dense, balanced, focused extension relations, and will be called compactification relations. The map $\varphi$ is not 1 − 1 on this set, and hence gives rise to an equivalence relation on the set of compactification relations. Each equivalence class contains a largest member, called a saturated compactification relation. The main result states that $\varphi$ is a bijection from the set of saturated compactification relations on a fixed $T_1$-space X to the set of compactification structures on X.

**DEFINITION 2.1.** An extension relation on a space $(X, T)$ is a relation $<$ on the subsets of X such that the following conditions are satisfied.

- (R1) $\phi < A$ for $A \subseteq X$;
- (R2) if $A < B$ then $A \subseteq B$ for $A, B \subseteq X$;
- (R3) if $A' \subseteq A < B \subseteq B'$ then $A' < B'$;
- (R4) if $A < B$ and $A < C$ then $A < B \cap C$;
- (R5) if $A < B$ then $A < B^c$;
- (R6) if $x \in G \in T$ then $\{x\} < G$.

**REMARK 2.2.** The first three axioms are very nearly the axioms for a semi-topogenous order given by Csàszár [1]. Only the axiom $A < X$ for $A \subseteq X$ is missing. The extension relations of interest; namely, those of the form $\prec_\Phi$, where $\Phi$ is an extension structure,
all satisfy this axiom. So the fact it is missing does not appear significant. The axiom (R4) is a weakening of the requirement for a semi-topogenous order to be a topogenous order. If < is symmetric, then the first four axioms guarantee that < is a topogenous order.

The last two axioms are designed to guarantee that the topology induced in the usual way by < is the original topology \( \mathcal{T} \). (A set \( A \) is < open iff \( x \in A \Rightarrow \{x\} < A \).)

Note that a symmetric extension relation is a LO-proximity compatible with the topology.

**Example 2.3.** Note that if \( \Phi \) is a \( T_1 \)-extension structure then \( \prec_\Phi \) is an extension relation. In particular then \( \prec_\Phi \), \( \prec_\omega \), and \( \prec_\beta \) are extension relations.

To see more clearly the correspondence between extension relations and ordinary proximities we introduce the notion of the "star" of a relation.

**Definition 2.4.** For any relation < on the subsets of a topological space \( X \) we define \( A \prec^* B \) iff for every closed subset \( F \) of \( A \) we have \( F < B \).

**Proposition 2.5.** If < is an extension relation on a \( T_1 \)-space \( X \) then \( \prec^* \) is also an extension relation on \( X \).

**Remark 2.6.** Note that if \( \mathcal{E} \) is the set of filters maximal round with respect to an Efremovich proximity \( \subset \) then \( \prec_\subset = \subset^* \). Note also that if \( \subset \) is a Lodato proximity then \( \subset \) and \( \subset^* \) are both extension relations.

In order to obtain an extension structure back from an extension relation we make the following definitions.

**Definition 2.7.** If < is an extension relation on \( X \) and \( \mathcal{F} \) is a filter on \( X \) then

\[
\mathcal{F}_<(\mathcal{F}) = \{ A : \exists F \in \mathcal{F} \text{ such that } F < A \}.
\]

Then \( \Phi_\prec = \{ \mathcal{F}_<(\mathcal{F}) : \mathcal{F} \text{ is ultra-closed} \} \).

This defines a map \( \Phi \) from extension relations to extension structures on \( X \).

**Proposition 2.8.** If < is an extension relation on a \( T_1 \)-space \( X \) then \( \Phi(\prec) = \Phi_\prec \) is an extension structure on \( X \).

**Proof.** This follows easily from the definitions.
Next we will develop properties which will guarantee that \( \Phi_\prec \) is a compactification structure.

**Definition 2.9.** An extension relation \( \prec \) is *weakly dense* iff for any two ultra-closed filters \( \mathcal{U} \) and \( \mathcal{V} \) we have

\[
\mathcal{r}(\mathcal{U}) \subseteq \mathcal{V} \quad \text{implies} \quad \mathcal{r}(\mathcal{U}) \subseteq \mathcal{r}(\mathcal{V}) .
\]

We say \( \prec \) is *balanced* if \( \mathcal{r}(\mathcal{U}) \subseteq \mathcal{V} \quad \text{implies} \quad \mathcal{r}(\mathcal{U}) \subseteq \mathcal{r}(\mathcal{V}) \) for any ultra-closed filters \( \mathcal{U} \) and \( \mathcal{V} \). The relation \( \prec \) is *focused* if \( \mathcal{r}(\mathcal{U}) = \mathcal{r}(\mathcal{V}) \) for any ultra-closed filter \( \mathcal{U} \).

Finally, \( \prec \) is a compactification relation iff it is weakly dense, balanced, and focused.

**Lemma 2.10.** Let \( \prec \) be a compactification relation on a \( T_\iota \)-space \( X \).

1. If \( \mathcal{F} \subseteq \mathcal{U} \), where \( \mathcal{F} \in \Phi_\prec \) and \( \mathcal{U} \) is ultra-closed, then \( \mathcal{F} = \mathcal{r}(\mathcal{U}) = \mathcal{r}(\mathcal{V}) \).
2. \( \prec \subseteq \rho \mathcal{P}(\prec) \).

**Proof.** Straightforward.

**Theorem 2.11.** If \( \prec \) is a compactification relation on a \( T_\iota \)-space \( X \) then \( \Phi_\prec \) is a compactification structure.

**Proof.** It is easy to check that \( \Phi_\prec \) is a covered totally-bounded extension structure.

To see that \( \Phi_\prec \) is regular let \( \mathcal{F} \in \Phi_\prec \) and suppose \( \mathcal{F} \subseteq \mathcal{U} \), where \( \mathcal{U} \) is ultra-closed. By the preceding lemma, \( \mathcal{F} = \mathcal{r}(\mathcal{U}) \).

**Theorem 2.12.** If \( \Phi \) is a compactification structure on a \( T_\iota \)-space \( X \) then \( \rho(\Phi) \) is compactification relation.

**Proof.** Let \( \prec \) denote \( \rho(\Phi) \). Note that for any filter \( \mathcal{F} \), \( \mathcal{r}(\mathcal{F}) = \Phi(\mathcal{F}) \).

1. \( \prec \) is focused. Let \( \mathcal{U} \) be ultra-closed. Since \( \Phi \) is totally-bounded, we can pick \( \mathcal{F} \in \Phi \) such that \( \mathcal{F} \subseteq \mathcal{U} \). By regularity, \( \mathcal{F} = \Phi(\mathcal{U}) = \Phi(\mathcal{V}) \).

2. If \( \mathcal{F} \in \Phi \) and \( \mathcal{F} \subseteq \mathcal{U} \) where \( \mathcal{U} \) is ultra-closed then \( \mathcal{F} = \mathcal{r}(\mathcal{U}) = \mathcal{r}(\mathcal{V}) \).

3. \( \prec \) is weakly dense and balanced. Let \( \mathcal{U} \) and \( \mathcal{V} \) be ultra-closed such that \( \mathcal{r}(\mathcal{U}) \subseteq \mathcal{V} \). It is sufficient to show \( \mathcal{r}(\mathcal{U}) = \mathcal{r}(\mathcal{V}) \).
Choose $F \in \Phi$ such that $F \subseteq \mathcal{U}$. Then $\mathcal{F} = r_{\mathcal{U}}(\mathcal{V})$ and hence $F \subseteq \mathcal{V}$. This implies $\mathcal{F} = r_{\mathcal{V}}$. Thus $r_{\mathcal{U}} = r_{\mathcal{V}}$.

**Remark 2.13.** We have now defined maps $\rho$ and $\varphi$, which map compactification structures to compactification relations, and back. These maps turn out to be inverses, provided we restrict the domain of $\varphi$ to a special class of relations, called saturated compactification relations.

**Lemma 2.14.** The map $\varphi \rho$ is the identity on the set of compactification structures on a given $T_1$-space $X$.

**Proof.** Let $\Phi = \varphi \rho(\Phi)$, where $\Phi$ is a compactification structure on $X$. If $F \in \Phi$ then since $\Phi$ is covered there is an ultra-closed filter $\mathcal{U}$ with $F \subseteq \mathcal{U}$. Since $\Phi$ is regular, $\mathcal{F} = \Phi(\mathcal{U})$. But by definition of $\Phi$, we have $\Phi(\mathcal{U}) \in \Phi$. Hence $\Phi \subseteq \Phi$.

Now let $F \in \Phi$. Choose $\mathcal{U}$ ultra-closed such that $F \subseteq \mathcal{U}$. Since $\Phi$ is totally-bounded there is a filter $\mathcal{D} \in \Phi$ with $\mathcal{D} \subseteq \mathcal{U}$. By regularity, $\mathcal{D} = \Phi(\mathcal{U})$ and hence $F \in \Phi$.

**Definition 2.15.** An extension relation $\prec$ is saturated iff $A \prec B$ implies the existence of an ultra-closed filter $\mathcal{U}$ such that $A \in \mathcal{U}$ and $B \in r_{\mathcal{U}}$.

**Proposition 2.16.** (1) If $\Phi$ is a compactification structure then $\prec \Phi = \varphi(\Phi)$ is saturated.

(2) If $\prec$ is a saturated compactification relation and $\prec'$ is any extension relation such that $\varphi(\prec') = \varphi(\prec)$ then $\prec' \subseteq \prec$.

**Proof.** Clearly (1) follows from definitions. Now suppose $\prec$ is a saturated compactification relation on a $T_1$-space $X$. Let $\prec'$ be an extension relation on $X$ with $\varphi(\prec') = \varphi(\prec)$.

First we will establish that for any ultra-closed filter $\mathcal{U}$ we have $r_{\mathcal{U}}(\mathcal{V}) = r_{\mathcal{U}}(\mathcal{V})$. Note that $r_{\mathcal{U}}(\mathcal{U}) = r_{\mathcal{U}}(\mathcal{U})$, and so $r_{\mathcal{U}}(\mathcal{U}) = r_{\mathcal{U}}(\mathcal{V})$ for some ultra-closed filter $\mathcal{V}$. Then $r_{\mathcal{U}}(\mathcal{V}) \subseteq \mathcal{U}$. Since $\prec$ is weakly dense and balanced, $r_{\mathcal{U}}(\mathcal{V}) = r_{\mathcal{U}}(\mathcal{V})$.

Now suppose $A \prec B$. We wish to show $A \prec' B$. Let $\mathcal{U}$ be ultra-closed such that $A \in \mathcal{U}$ and $B \in r_{\mathcal{U}}$. Then $B \in r_{\mathcal{U}}(\mathcal{U})$ and hence $A \prec B$.

**Lemma 2.17.** The map $\rho \varphi$ is the identity on the set of saturated compactification relations on a fixed $T_1$-space.

**Proof.** Let $\prec$ be a saturated compactification relation and let
Note that \(<_i\) is a saturated compactification relation, by Theorems 2.11, 2.12 and Proposition 2.16. Moreover, since \(\rho \varphi\) is the identity on compactification structures, we have \(\varphi(\langle_1\rangle) = \varphi(\langle\rangle).
Thus \(<_i = <_1\), by the preceding proposition.

The results of this section are summarized in the next theorem.

**Theorem 2.18.** The map \(\varphi\) is a bijection from the set of saturated compactification relation on a \(T_1\)-space \(X\) to the set of compactification structures on \(X\). Moreover, \(\varphi\) and \(\rho\) are inverses on these two sets.

**Proof.** Lemmas 2.14 and 2.17.

**Open questions** 2.19. Gagrat and Naimpally [2] proved that a separated Lodato proximity gives rise to a \(T_1\)-compactification, using maximal bunches. In this paper it was shown that a compactification relation gives rise to a \(T_1\)-compactification via an associated family of filters. What is the relation between these two constructions? A Lodato proximity compatible with a given \(T_1\)-topology is simply a symmetric extension relation on the space. Are these two compactifications equivalent for a symmetric compactification relation?

Similarly we now have two ways of obtaining an extension relation, given a \(T_1\)-compactification \(K = (\kappa, (Y, \mathcal{F}))\) of \(X\). Let \(<_K\) be the relation induced on \(X\) from the elementary proximity \(\subset\) on \(Y\); namely, \(A <_K B\) iff \(k(A) \cap k(X \setminus B) = \emptyset\). Let the \(\Phi\) be trace system of \(K\). It is easily checked that \(<_K \subset \Phi\). Under what conditions are these two relations equal?

We have seen that different extension relations can give rise to the same family of filters (under the map \(\varphi\)). This divides the set of extension relations into equivalence classes. What can be learned from studying these classes? In particular, which of these classes contain compactification relations?

**References**


Received March 22, 1976 and in revised form June 16, 1976.

University of Massachusetts
Mathematical papers intended for publication in the *Pacific Journal of Mathematics* should be in typed form or offset-reproduced, (not dittoed), double spaced with large margins. Please do not use built up fractions in the text of your manuscript. You may however, use them in the displayed equations. Underline Greek letters in red, German in green, and script in blue. The first paragraph or two must be capable of being used separately as a synopsis of the entire paper. Items of the bibliography should not be cited there unless absolutely necessary, in which case they must be identified by author and Journal, rather than by item number. Manuscripts, in triplicate, may be sent to any one of the editors. Please classify according to the scheme of Math. Reviews, Index to Vol. 39. All other communications should be addressed to the managing editor, or Elaine Barth, University of California, Los Angeles, California, 90024.

The Pacific Journal of Mathematics expects the author's institution to pay page charges, and reserves the right to delay publication for nonpayment of charges in case of financial emergency.

100 reprints are provided free for each article, only if page charges have been substantially paid. Additional copies may be obtained at cost in multiples of 50.

The *Pacific Journal of Mathematics* is issued monthly as of January 1966. Regular subscription rate: $72.00 a year (6 Vols., 12 issues). Special rate: $36.00 a year to individual members of supporting institutions.

Subscriptions, orders for back numbers, and changes of address should be sent to Pacific Journal of Mathematics, 103 Highland Boulevard, Berkeley, California, 94708.

PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS, A NON-PROFIT CORPORATION
Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.), 8-8, 3-chome, Takadanobaba, Shinjuku-ku, Tokyo 160, Japan.

Copyright © 1975 by Pacific Journal of Mathematics
 Manufactured and first issued in Japan
Andrew Adler, Weak homomorphisms and invariants: an example ............... 293
Howard Anton and William J. Pervin, Separation axioms and metric-like functions ................................................................. 299
Ron C. Blei, Sidon partitions and p-Sidon sets .................................... 307
T. J. Cheatham and J. R. Smith, Regular and semisimple modules .......... 315
Charles Edward Cleaver, Packing spheres in Orlicz spaces .................... 325
Le Baron O. Ferguson and Michael D. Rusk, Korovkin sets for an operator on a space of continuous functions ................................. 337
Rudolf Fritsch, An approximation theorem for maps into Kan fibrations ...... 347
David Sexton Gilliam, Geometry and the Radon-Nikodym theorem in strict Mackey convergence spaces ........................................... 353
William Hery, Maximal ideals in algebras of topological algebra valued functions ................................................................. 365
Alan Hopenwasser, The radical of a reflexive operator algebra ................ 375
Bruno Kramm, A characterization of Riemann algebras ......................... 393
Peter K. F. Kuhfittig, Fixed points of locally contractive and nonexpansive set-valued mappings .................................................. 399
Stephen Allan McGrath, On almost everywhere convergence of Abel means of contraction semigroups ..................................... 405
Edward Peter Merkes and Marion Wetzel, A geometric characterization of indeterminate moment sequences ....................................... 409
John C. Morgan, II, The absolute Baire property .................................. 421
Eli Aaron Passow and John A. Roulier, Negative theorems on generalized convex approximation ............................................. 437
Louis Jackson Ratliff, Jr., A theorem on prime divisors of zero and characterizations of unmixed local domains ............................... 449
Ellen Elizabeth Reed, A class of $T_1$-compactifications ............................. 471
Maxwell Alexander Rosenlicht, On Liouville’s theory of elementary functions ................................................................. 485
Arthur Argyle Sagle, Power-associative algebras and Riemannian connections ................................................................. 493
Chester Cornelius Seabury, On extending regular holomorphic maps from Stein manifolds ..................................................... 499
Elias Sai Wan Shiu, Commutators and numerical ranges of powers of operators ................................................................. 517
Donald Mark Topkis, The structure of sublattices of the product of n lattices ... 525
John Bason Wagoner, Delooping the continuous $K$-theory of a valuation ring ................................................................. 533
Ronson Joseph Warne, Standard regular semigroups ................................. 539
Anthony William Wickstead, The centraliser of $E \otimes \lambda$, $F$ ..................... 563
R. Grant Woods, Characterizations of some $C^*$-embedded subspaces of $\beta N$ .... 573