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Let $U$ be a bounded open set in the plane. We study the smoothness at boundary points of the continuous functions on $\bar{U}$ which are analytic in $U$. A main result is the characterization of sequences $x_n \in \bar{U}$, $x_n \to x$, with the property that the functions are of class $C^k$ along $x_n$ at $x$. As an application of this characterization, we can find an open set $U$ for any twice continuously differentiable arc $J$ such that $U$ contains $J$ in its boundary and the functions are of class $C^\infty$ on $J$.

1. Introduction. Let $U$ be a bounded open set in the complex plane. $\bar{U}$ and $bU$ will be the closure and the boundary of $U$, respectively. $A(U)$ will be the set of all continuous functions on $\bar{U}$ which are analytic in $U$. The set $A(U)$ is a Banach space with the sup-norm, $\|f\| = \|f\|_U = \sup \{|f(z)| : z \in U\}$.

For a point $x \in U$, the derivative $f^{(i)}(x)$ is regarded as a linear functional $f \mapsto f^{(i)}(x)$ on the Banach space $A(U)$. By Cauchy's integral formula this functional is bounded. For some boundary point $x$ of $U$, the derivative $f^{(i)}(x)$ is defined as a bounded linear functional on $A(U)$; A. P. Hallstrom [2] has characterized such points $x \in bU$ in terms of the analytic capacity (cf. Theorem 2.1). However, this does not mean that the functions in $A(U)$ are actually differentiable at $x$; in fact, we can construct an example such that all order derivatives $f^{(i)}(x)$ at a point $x$ are bounded functionals, while the first order derivative of a function in $A(U)$ is not continuous at $x$ along $x_n$ for any sequence $x_n \to x$ (Example 3, §3). The purpose of this paper is to investigate the sequences $\{x_n\}$ along which the functions in $A(U)$ are actually differentiable at $x$.

The problem was first considered by A. G. O'Farrell [4], J. L. Wang [6] and the author [3]. The first and the second authors used suitable Borel measures as a main tool and considered $k$th order differentiability, and so on. Independently, we have treated the same problem by using both the measures and the analytic capacity. However, in our previous paper we have considered only the first order case. Suggested by their papers we succeeded in the extension of the capacity's method for the high order case; for which we need an improvement of the method.

Our results are collected in the next section. A main result is Theorem 2.2; roughly speaking, the sequences $x_n \to x$ are characterized
by the degree of thickness of the interior $U$ at $x$ and $x_n$. To
measure the thickness, we shall use the analytic capacity. Applying
this theorem, we shall construct some examples in §3. The main
part of our proof consists of calculations to estimate the remainder
of Taylor expansion in terms of the analytic capacity. These calcula-
tions will be made in §§4 and 5. In §6 we shall show a way of
direct proof for the properties of $\alpha(x, r)$; this notation will be defined
at the beginning of the next section.

The similar results are valid for the classical functions spaces
$H^\infty(U)$ and $R(X)$. $H^\infty(U)$ is the space of all bounded analytic
functions on $U$. $R(X)$ is the space of all continuous functions on a
compact plane set $X$ which are uniformly approximable by rational
functions with no pole on $X$. The comments on these corresponding
results will be made at suitable places of §2.

We wish to thank the referee for his variable suggestions and
especially for showing us Lemma 2.10 in the present form so that
we can carry out the proof of the theorem without the aid of §6.
Our original form of Lemma 2.10 is stated as the statements (iv)
and (v) in §6.

2. Results and estimates. Throughout the paper, $U$ will be a
bounded open set in the plane, and we shall fix a number $a$ with
$0 < a < 1$. Under this convention, $E_n(x, r) = E_n(x, r, a)$ will denote
the open annuli $\{z: ra^{n+1} < |z - x| < ra^n\}$ for integers $n$, $-\infty < n < \infty$.
And the open disc $\{z: |z - x| < r\}$ will be denoted by $D(x, r)$.

For a set $E$ in the complex plane $C$, let $\mathcal{A}(E)$ be the set of all continuous functions $f$ on the Riemann sphere $S^2 = C \cup \{\infty\}$ such that $f$ is analytic outside of a compact subset of $E$ and $\|f\|_{S^2} \leq 1,
\lim_{r \to \infty} f(r) = 0$. Then, the continuous analytic capacity, $\alpha(E)$, of the set $E$ is defined by

$$\alpha(E) = \sup \{|f'(\infty)|: f \in \mathcal{A}(E)\}.$$  

The following two facts are seen easily:

(2.1) $\alpha(D(x, r)) = r$, 
(2.2) $\alpha(E_1) \leq (E_2)$ if $E_1 \subseteq E_2$.

To measure the thickness of the interior $U$ at $x$, we shall con-
sider the following quantity:

$$\alpha^{N, N}_{t}(x, r, a) = \frac{1}{(1 - a)a^t} \sum_{n = M}^{N} \frac{\alpha(E_n(x, r), U)}{(ra^n)^t},$$

where $t$ is a nonnegative integer and $M, N$ are a pair of integers
with \(-\infty < M \leq N < \infty\) or \(N = \infty\). Clearly, it follows that
\[\alpha_{s}^{N}(x, r) \leq r^{t-s}\alpha_{s}^{N}(x, r) \quad \text{for} \quad 0 \leq s \leq t.\]

We shall use the notation \(\alpha_{s}(x, r)\) instead of \(\alpha_{s}^{\infty}(x, r)\). Some other abbreviations, such as \(\alpha_{s}(x, r)_{\nu}\) and \(\alpha_{s}(x, r, \alpha)\), will be used if it is appropriate for the occasion. Note that this quantity measures the outside of \(U\), so \(U\) is thick at \(x\) if it is small.

**Remark.** To give a general form of estimates including the parameter \(\alpha\), we are working with general \(\alpha\). This, however, is a matter of interest but not of necessity. It may be helpful for the reader to regard \(\alpha = 1/2\) in this paper, by which each expression will become simpler.

Now, let \(x \in U\). We shall denote by \(A(U; x)\) the set of the functions in \(A(U)\) which admit analytic continuation to some neighborhood of \(x\). It is known that \(A(U; x)\) is a uniform dense subspace of \(A(U)\) (cf. [1; Chap. II, Th. 1.8]). We define a linear functional on \(A(U; x)\) by
\[D_{t}: f \rightarrow \frac{1}{t!}f^{(t)}(x).\]

If the norm \(\|D_{t}\|\) is bounded, then we can extend \(\|D_{t}\|\) uniquely to a bounded linear functional on \(A(U)\); in this case, we may use the notation \(f^{(t)}(x) = t!D_{t}f\) for all \(f \in A(U)\).

In our notations Hallstrom's characterization reads as follows:

**Theorem 2.1 ([2]).** Let \(x \in U\) and let \(r > 0\). Then \(D_{t}(t \geq 1)\) is bounded if and only if \(\alpha_{t+1}(x, r) < \infty\).

Since the functional \(D_{t}\) is defined by \(A(U), x\) and \(t\), the finiteness of \(\alpha_{t}(x, r, \alpha)\) does not depend on numbers \(r\) and \(\alpha\). Now, our main theorem reads as follows:

**Theorem 2.2.** Let \(x \in \overline{U}\) and \(x_{n} \in \overline{U}\) be a sequence converging to \(x\).

(i) Suppose \(\alpha_{t+1}(x, r) < \infty\) \((t \geq 1)\). Then
\[f^{(t)}(x_{n}) \rightarrow f^{(t)}(x)\]
for all \(f \in A(U)\) (resp., uniformly for \(f \in A(U), \|f\| \leq 1\)) if and only if
\[\lim_{n \rightarrow \infty} \alpha_{t+1}(x_{n}, \rho |x_{n} - x|) < \infty \quad \text{(resp., lim} = 0).\]
Here, $\rho > 0$ is any fixed number.

(ii) Suppose $\alpha_{t+2}(x, r) < \infty$ ($t \geq 0$). Then
\[
\frac{f^{(t)}(x_n) - f^{(t)}(x)}{x_n - x} \rightarrow f^{(t+1)}(x)
\]
for all $f \in \mathcal{A}(U)$ (resp., uniformly for $f \in \mathcal{A}(U)$, $\|f\| \leq 1$) if and only if
\[
\lim_{n \rightarrow \infty} \alpha_{t+1}(x_n, \rho \left| x_n - x \right|) < \infty \quad (\text{resp., } \lim_{n \rightarrow \infty} = 0).
\]
Here, $\rho > 0$ is any fixed number.

Note. We proved in our previous paper [3] that the analogue in case $t = 0$ of the uniform convergence part of Theorem 2.2 (i) is valid. However, the pointwise convergence part is false in case $t = 0$. For a counterexample, let $x$ be a nonpeak point on the boundary of $U$ to which a sequence $x_n$ of peak points converges. Then $\alpha_t(x, r) < \infty$ and $\alpha_t(x_n, |x_n - x|) = \infty$ for all $n$, but $f(x_n) \rightarrow f(x)$ for all $f \in \mathcal{A}(U)$.

Theorem 2.1 is the consequence of the following estimates:

**Estimate 2.3** (cf. (4.4), (5.2)). Let $x \in \bar{U}$ and

(i) Then, it holds for $\rho > 0$

\[
\|D^\rho f\| \geq C_1 \sup_{N} \frac{\alpha_t^{N}(x, r)}{\alpha_t^{0,N}(x, r) + 3},
\]

where $C_1 = C(a, t)$ is an absolute positive constant which depends only on $a$ and $t$.

(ii) If $R$ is a positive number with $\bar{U} \subseteq \Delta(x, R)$, then it holds

\[
\|D^\rho f\| \leq c_0 \alpha_{t+1}(x, R),
\]

where $c_0$ is a universal constant.

Later, many positive constants, as $C_1$, will appear. They will depend on several parameters $*, \ldots, *_p$ and do not depend on $U$ and $x$. To describe such constants, we shall say that $C = C(*_1, \ldots, *_p)$ is an absolute constant. A universal constant is an absolute constant with no parameter; in the paper, however, we shall not use a universal constant other than $c_0$, which is the constant that appears in Melnikov's estimate (cf. §5, (5.1)); from now on we shall use this constant $c_0$ without notice.

Some detail points should be mentioned for the proof of Theorem 2.1. Since $\alpha_t^{N}(x, r) \leq r^t \alpha_t^{0,N}(x, r)$ by (2.3), the estimate (E-1) implies
(2.4) \[ \alpha_{i+1}(x, r) \leq \frac{3 \| D^i \|}{C_i - r^i \| D^i \|} \]

if \( r < \frac{1}{\sqrt{C_i/\| D^i \|}} \). Therefore, we need the fact that \( \alpha_i(x, r) < \infty \) for some \( r > 0 \) then \( \alpha_i(x, r') < \infty \) for a sufficiently small (or large) number \( r' > 0 \); to see this, we have only to put \( r' = ra^N \) in the equality \( \alpha_i(x, ra^N) = \alpha_i^{\infty}(x, r) \).

**Note.** The proof of the estimates (E-1) and (E-1') are essentially due to A. P. Hallstrom [2]. He also showed that if \( \alpha_i(x, r) = \infty \) then \( \lim_{s \to \infty} \frac{\alpha_i^N(x, r)}{\alpha_i^{N+1}(x, r)} = \infty \) for \( t \geq 1 \). This follows from Cauchy's inequality

\[ \{\alpha_i^N(x, r)\}^2 \leq \alpha_i^{N+1}(x, r) \sum_{n=0}^{N} \frac{\alpha(E_n(x, r) \setminus U)}{(ra^*)^{1-t}} \]

\[ \leq \frac{r^t}{1 - \alpha^{-1}} \alpha_i^{N+1}(x, r) . \]

The last inequality follows from \( \alpha(E_n(x, r) \setminus U) \leq ra^t \) (2.1), (2.2). Therefore, the limit

\[ \lim_{s \to \infty} \frac{\alpha_i^N(x, r)}{\alpha_i^{N+1}(x, r)} = \frac{\alpha_i^{N+1}(x, r)}{\alpha_i(x, r) + 3} \]

exists, and is \( + \infty \) if \( \alpha_i(x, r) = \infty \). We shall not need this fact, however.

By (2.3) we have the following:

**COROLLARY 2.4.** If \( D^i_k \) is bounded, then \( D^i_k, k \leq t \), are bounded.

Later, we shall need that following:

**LEMMA 2.5 (A. P. Hallstrom [2]).** Let \( x \in \bar{U} \). Suppose \( \alpha_i(x, r) < \infty \). Then

\[ \lim_{r \to 0} \frac{\alpha(A(x, r) \setminus U)}{r^i} = 0 . \]

A proof of this lemma will be given in §6.

To prove Theorem 2.2, we shall be concerned with the remainder of Taylor expansion: For \( f \in A(U; x) \), let

\[ (R^i f)(z) = f(z) - \sum_{k=0}^{i} \frac{(z-x)^k}{k!} f^{(k)}(x) \]

(2.5)

\[ = f(z) - \sum_{k=0}^{i} (z-x)^k D^k f . \]
Clearly, $R^*_i$ is a linear operator on $A(U; x)$. Since

$$(2.6) \quad \| R^*_i f \| \leq \| f \| (1 + \sum_{k=0}^i \| z - x \|^{k} \| D^*_i \|),$$

where $\| z - x \| = \sup_{x \in U} |z - x|$, $R^*_i$ is bounded provided $D^*_i$ is bounded; in this case, $R^*_i$ is uniquely extended to a bounded operator on $A(U)$ and it will be denoted by the same notation, $R^*_i$. Moreover, while the function $(1/s!)f^{(s)}(z)$ is undefined on the set $\tilde{U}$, we can consider the Taylor expansion of that function: For $x, y \in \tilde{U}$, we shall denote by $A(U; x, y)$ the set of the functions in $A(U)$ which admit analytic continuation to some neighborhood of $x$ and $y$. The set $A(U; x, y)$ is also a dense subspace of $A(U)$. Now, for $f \in A(U; x, y)$, the remainder of Taylor expansion at $x$ of the function $(1/s!)f^{(s)}(z)$ is given by $D^*_i(R^*_i f)$, for

$$D^*_i(R^*_i f) = \frac{f^{(s)}}{s!} (y) - \sum_{k=0}^i \frac{(y - x)^{k-s}}{(y - s)!} \frac{f^{(k)}}{s!} (x).$$

Our estimate of the norm $\| D^*_i R^*_i \|$ is as follows:

**ESTIMATE 2.6** (cf. (4.5), (5.5)). Let $x, y \in \tilde{U}$, $x \neq y$.

(i) If $0 \leq s \leq t$ and $0 < \sigma < 1$, then it holds

$$\| D^*_i R^*_i \| \geq \sup_{x} \frac{C_2}{\alpha_i^\sigma (y, \sigma | y - x |)} + C_2 \left( \alpha_i^{\sigma, \gamma} (y, \sigma | y - x |) \right)$$

$$- \sum_{k=1}^i \frac{3(k + 1)}{a_k} \left( t + 1 \right) \frac{\alpha_i^{\sigma, \gamma} (y, \sigma | y - x |)}{|y - x|^{k}},$$

where $C_2 = C(a, t, s)$ and $C_3 = C(a, t)$ are absolute constants.

(ii) If $0 \leq s \leq t$, $0 < \sigma < 1$ and $|y - x| \leq R/4^{s+1}$, where $\tilde{U} \subseteq A(x, R)$, then it holds

$$\| D^*_i R^*_i \| \leq |y - x|^{t-s} \| R^*_i \| \left( C_4 \sqrt{\frac{|y - x|}{R}} \alpha_{t+1}(x, R) \right)$$

$$+ C_4 \alpha_i^{\sigma, \gamma} (x, R) + C_6 \sum_{k=0}^i \left( t + 1 \right) \frac{\alpha_{t+1}(y, \sigma | y - x |)}{|y - x|^{t+1}},$$

where $C_4 = C(a, t, s)$, $C_5 = C(a, \sigma, t, s)$ and $C_6 = C(a, \sigma, t)$ are absolute constants and $L = [1/2 \log \alpha |y - x|/R]$ (Gaussian symbol).

If $s = 0$, then $D^*_i(R^*_i f) = (R^*_i f)(y)$ and $\| R^*_i \| \leq 2$. In this case we have the following estimates.

**ESTIMATE 2.7.** Let $x, y \in \tilde{U}$, $x \neq y$, and $f \in A(U)$. 

\[
\| R^*_i f \| \leq \| f \| (1 + \sum_{k=0}^i \| z - x \|^{k} \| D^*_i \|),
\]

where $\| z - x \| = \sup_{x \in U} |z - x|$, $R^*_i$ is bounded provided $D^*_i$ is bounded; in this case, $R^*_i$ is uniquely extended to a bounded operator on $A(U)$ and it will be denoted by the same notation, $R^*_i$. Moreover, while the function $(1/s!)f^{(s)}(z)$ is undefined on the set $\tilde{U}$, we can consider the Taylor expansion of that function: For $x, y \in \tilde{U}$, we shall denote by $A(U; x, y)$ the set of the functions in $A(U)$ which admit analytic continuation to some neighborhood of $x$ and $y$. The set $A(U; x, y)$ is also a dense subspace of $A(U)$. Now, for $f \in A(U; x, y)$, the remainder of Taylor expansion at $x$ of the function $(1/s!)f^{(s)}(z)$ is given by $D^*_i(R^*_i f)$, for

$$D^*_i(R^*_i f) = \frac{f^{(s)}}{s!} (y) - \sum_{k=0}^i \frac{(y - x)^{k-s}}{(y - s)!} \frac{f^{(k)}}{s!} (x).$$

Our estimate of the norm $\| D^*_i R^*_i \|$ is as follows:

**ESTIMATE 2.6** (cf. (4.5), (5.5)). Let $x, y \in \tilde{U}$, $x \neq y$.

(i) If $0 \leq s \leq t$ and $0 < \sigma < 1$, then it holds

$$\| D^*_i R^*_i \| \geq \sup_{x} \frac{C_2}{\alpha_i^\sigma (y, \sigma | y - x |)} + C_2 \left( \alpha_i^{\sigma, \gamma} (y, \sigma | y - x |) \right)$$

$$- \sum_{k=1}^i \frac{3(k + 1)}{a_k} \left( t + 1 \right) \frac{\alpha_i^{\sigma, \gamma} (y, \sigma | y - x |)}{|y - x|^{k}},$$

where $C_2 = C(a, t, s)$ and $C_3 = C(a, t)$ are absolute constants.

(ii) If $0 \leq s \leq t$, $0 < \sigma < 1$ and $|y - x| \leq R/4^{s+1}$, where $\tilde{U} \subseteq A(x, R)$, then it holds

$$\| D^*_i R^*_i \| \leq |y - x|^{t-s} \| R^*_i \| \left( C_4 \sqrt{\frac{|y - x|}{R}} \alpha_{t+1}(x, R) \right)$$

$$+ C_4 \alpha_i^{\sigma, \gamma} (x, R) + C_6 \sum_{k=0}^i \left( t + 1 \right) \frac{\alpha_{t+1}(y, \sigma | y - x |)}{|y - x|^{t+1}},$$

where $C_4 = C(a, t, s)$, $C_5 = C(a, \sigma, t, s)$ and $C_6 = C(a, \sigma, t)$ are absolute constants and $L = [1/2 \log \alpha |y - x|/R]$ (Gaussian symbol).

If $s = 0$, then $D^*_i(R^*_i f) = (R^*_i f)(y)$ and $\| R^*_i \| \leq 2$. In this case we have the following estimates.
If \(0 < \sigma < 1\), then it holds

\[
(R^r f)(x) \leq \frac{(1 - a)a}{4 \cdot 2^r} \|f\| \cdot \frac{\alpha_\sigma(y, \sigma |y - x|)}{\alpha_\sigma(y, \sigma |y - x|)} + \frac{6}{1 - a}.
\]

If \(0 < \sigma < 1\) and \(|y - x| \leq R/4\), where \(\bar{U} \subseteq A(x, R)\), then it holds

\[
| (R^r f)(y) | \leq \frac{3c_5}{1 - a} |y - x|^t \|f\| \left( \frac{4 \sigma}{a} \sqrt{\frac{|y - x|}{R}} \alpha_{t+1}(x, R) + \frac{2}{\sigma^2 a^2} \alpha_{t+1}(x, R) + \left( \frac{1}{1 - \sigma} \right)^{t+1} \frac{\alpha_\sigma(y, \sigma |y - x|)}{|y - x|^t} \right),
\]

where \(L = [1/2 \log_a |y - x|/R]\).

**NOTE.** We stated Estimate 2.7 as a special case of Estimate 2.6. However, we can prove the estimate (E-3') directly by modifying the calculation made in [3], which is rather more simple than that made in §5.

Now, we put the statement of Theorem 2.2 into a different form. As we have already noted, the condition \(\alpha_\sigma(x, r) < \infty\) is equivalent to the boundedness of the linear functional \(D^r_x\) on \(A(U)\). And, the condition \( \lim_{k \to \infty} \left( f^r(x_n) \to f^r(x) \right) \) for all \(f \in A(U)\) (resp., uniformly for \(f \in A(U), \|f\| \leq 1\)) is equivalent to the condition that \(D^r_{x_n}\) converges weak-* (resp., in norm) to \(D^r_x\). Moreover, the weak-* convergence of \(D^r_{x_n}\) is equivalent to the condition \(\lim_{n \to \infty} \|D^r_{x_n}\| < \infty\) in our case: The necessity of the latter condition is obvious by the uniform boundedness principle and, since \(f^r(x_n) \to f^r(x)\) for \(f \in A(U; x)\), the sufficiency is a consequence of the following easy lemma.

**LEMMA 2.8.** Let \(E\) be a normed space and \(E_0\) be a dense subset of \(E\). If \(\phi_n\) is a sequence of linear functionals on \(E\) such that \(\lim_{n \to \infty} \|\phi_n\| < \infty\) and \(\phi_n(x)\) is converging for any \(x \in E_0\), then \(\phi_n\) converges weak-* to a bounded linear functional on \(E\).

Now, since \(D^r_{x_n}(R^r_x f) = D^r_x f - D^r_x f\), and since \(\lim_{n \to \infty} D^r_{x_n}(R^r_x f) = 0\) for \(f \in A(U; x)\), the statement of Theorem 2.2, (i) is equivalent to the following: Let \(\rho > 0\) be any fixed number.

(i) Suppose \(\|D^r_x\| < \infty\) (resp., \(\lim = 0\)). Then,

\[
\lim_{n \to \infty} \|D^r_{x_n} R^r_x\| < \infty \quad (\text{resp., } \lim = 0)
\]

if and only if

\[
\lim_{n \to \infty} \alpha_{t+1}(x_n, \rho |x_n - x|) < \infty \quad (\text{resp., } \lim = 0).
\]
The same is good of the statement of Theorem 2.2, (ii). In this case, it holds that $D^t_{s}(R^{s+1}f) = D^t_{s}f - D^t_{s}f - (t + 1)(y - x)D^s_{y}f$. Hence, the statement of Theorem 2.2, (ii) is equivalent to the following: Let $\rho > 0$ be fixed number.

(ii) Suppose $\|D^t_{s+1}\| < \infty$ ($t \geq 0$). Then,

$$\lim_{n} \frac{\|D^t_{s}R^{s+1}_{x_n}\|}{|x_n - x|} < \infty \quad \text{(resp., } \lim_{n} = 0)$$

if and only if

$$\lim_{n} \frac{\alpha_{t+1}(x_n, \rho |x_n - x|)}{|x_n - x|} < \infty \quad \text{(resp., } \lim_{n} = 0) .$$

Thus, Theorem 2.2 is special case of the following theorem.

**Theorem 2.9.** Let $x \in \bar{U}$ and let $x_n \in \bar{U}$ be a sequence converging to $x$. Suppose $\|D^s_{t}\| < \infty$. Then, for $s \leq t$ ($t \geq 1$),

(1) $$\lim_{n \to \infty} \frac{\|D^s_{t}R^{t}_{x_n}\|}{|x_n - x|} < \infty \quad \text{(resp., } \lim_{n \to \infty} = 0)$$

if and only if

(3) $$\lim_{n \to \infty} \frac{\alpha_{s+1}(x_n, \rho |x_n - x|)}{|x_n - x|} < \infty \quad \text{(resp., } \lim_{n \to \infty} = 0) .$$

Here, $\rho > 0$ is any fixed number.

To prove the theorem, we need a lemma.

**Lemma 2.10.** Let $x, x_n \in \bar{U}$, $x_n \to x$, and let $\rho > 0$. Suppose $\alpha_{s+1}(x, R) < \infty$.

(i) Let $s, k$ be nonnegative integers with $s + k \leq t$. Then, it holds

$$\lim_{n} \frac{\alpha_{s,k}(x_n, \rho |x_n - x|)}{|x_n - x|^k} = 0$$

for any integers $M, N$ with $M \leq N$.

(ii) Let $N$ be an integer and, for each $n$, let $M(n)$ be an integer with $M(n) \leq N$ and $a^{M(n)}|x_n - x| \leq R - |x_n - x|$. Then, it holds

$$\lim_{n} \frac{\alpha_{s,M(n)}^{N}(x_n, \rho |x_n - x|)}{\rho |x_n - x|} \leq K ,$$

where $K$ is a constant independent of the sequences $x_n$ and the integers $N$ and $M(n)$. 
Proof. For simplicity, put $d_n = |x_n - x|$.

(i) Since $E_k(x_n, \rho d_n) \subseteq \partial(x, \rho d_n x)$ for $k \geq M$, we have by (2.2)

$$\alpha_{x, N}^M(x_n, \rho d_n) = \frac{1}{(1 - a) a^r} \sum_{k=M}^\infty \frac{\alpha(E_k(x_n, \rho d_n) \setminus U)}{(\rho d_n x)^t} \leq \frac{N - M + 1}{(1 - a) a^r} \frac{\alpha(\partial(x, \rho d_n x))}{(\rho d_n x)^t}.$$

Thus, Lemma 2.5 implies (i).

(ii) For a bounded set $E$ in the plane, put $r_x(E) = \inf \{r/R: \{z: r < |z - x| < R\} \subseteq E\}$. Thanks to (i), we may replace the integer $N$ to another one. So we assume

$$r_x(E(x_n, \rho d_n)) = \frac{a^{k+1} - 1}{a^k - 1} < b = a^{3/2} \quad \text{for} \quad k \leq N(<0).$$

If $r_x(E) < b$, then the set $E$ can be covered by two successive annuli $E_m(x, R, b)$ and $E_{m+1}(x, R, b)$. Putting $F_m = E_m(x, R, b^*)$ and $G_m = E_m(x, bR, b^*)$, we have $E_k(x_n, \rho d_n) \subseteq F_m$, or $\subseteq G_m$ for $k \leq N$, and hence,

$$\frac{\alpha(E_k(x_n, \rho d_n) \setminus U)}{(\rho d_n x)^t} \leq \frac{1}{b^{2t}} \frac{\alpha(F_m \setminus U)}{(R b^m)^t}, \quad \text{or} \quad \leq \frac{1}{b^{2t}} \frac{\alpha(G_m \setminus U)}{(R b^{m-1})^t}.$$

Since $r_x(\bigcup_{i=0}^{m-1} E_{i+1}(x_n, \rho d_n)) > a^3$, each $F_m$ or $G_m$ does not contain more than two of $E_k(x_n, \rho d_n)$. Thus, when we sum up the above inequality about $k$, each $F_m$ or $G_m$ appears at most two times; and it holds

$$\alpha_{x, N}^M(x_n, \rho d_n) \leq \frac{1}{b^{2t}} (\alpha(x, R, b^*) + \alpha(x, bR, b^*)) .$$

This proves (ii).

Remark. We can avoid the use of the fact $\alpha_i(x, \cdot, b^*) < \infty$ for a different conformal radius using the semi-additivity of the analytic capacity, we have $\alpha(E_m(x, R, a^0) \setminus U) \leq c_0/(1 - a) \sum_{i=0}^2 \alpha(E_{m+i}(x, R, a) \setminus U)$. Therefore, an easy calculation shows that

$$\alpha_{x, N}^{y(n)}(x_n, \rho d_n) \leq \frac{12c_0}{(1 - a) a^{3t+2}} \alpha(x, R) .$$

Proof of Theorem 2.9. First, we assume that $\rho > 0$ is so small that $\lambda = 1 - \sum_{k=1}^\infty 3(k + 1) \left( \frac{t + 1}{k} \right)(\rho/a)^k > 0$. Since $\alpha_{x, N}^M(y, \rho |y - x|) \leq \rho^s |y - x|^s \alpha_{x, y, N}^M(y, \rho |y - x|)$ and

$$\alpha_{x, y, N}^M(y, \rho |y - x|) \leq \rho^k |y - x|^k \alpha_{x, y}^M(y, \rho |y - x|)$$
by (2.3), we have by (E-2)
\[ \alpha_{s+1}(y, \rho | y - x|) \leq \frac{C_1 || D_t^s R_e^t ||}{\lambda C_2 - \rho^s | y - x |^s || D_t^s R_e^t ||} \]
whenever the denominator is positive. Therefore, if \( \lim_a || D_t^s R_e^t || = 0 \),
then the property (1) (resp., (2)) implies the property (3) (resp., (4)).
So, to complete the proof of the “only if” part, we have only to show that \( \lim \alpha_{s+1}(x_a, \rho | x_a - x|) < \infty \) implies
\[ \lim \alpha_{s+1}(x_a, \rho | x_a - x|) < \infty . \]
In fact, since \( D_t^s R_e^t = D_t^s - D_t^t \) and \( || D_t^s || < \infty \), the hypothesis implies
\( \lim || D_t^s || < \infty \), and this implies \( \lim \alpha_{s+1}(x_a, \rho | x_a - x|) < \infty \) by the
inequality (2.4).

Conversely, suppose that the property (3) (resp., (4)) holds. Then we have by (2.3)
\[ \lim \alpha_{s-k+1}(x_a, \rho | x_a - x|) < \infty \quad (\text{resp.,} \lim = 0) \]
for \( 0 \leq k \leq s \). If it were proved that \( \lim || R_e^s || < \infty \), the property
(1) (resp., (2)) would follow from the estimate (E-2'). So we shall prove it. In either case, it follows that \( \lim \alpha_{s-k+1}(x_a, \rho | x_a - x|) < \infty \)
for \( 0 \leq k \leq s \), and it holds \( \alpha_{s+1}(x, R) < \infty \) for any \( R > 0 \) by Theorem
2.1. Hence, letting \( R_n = a^{N(s)} \rho | x_n - x| \), the preceding lemma, (ii) implies \( \lim \alpha(x_a, R_n) < \infty \) for \( 1 \leq l \leq s + 1 \). Since we may take the
numbers \( R \) and \( R_n \) so that \( \bar{U} \subseteq A(x_a, R_n) \) and \( R_n \leq R - | x_n - x| \),
the estimate (E-1') implies that \( \lim || D_t^k || < \infty \) for \( 0 \leq k \leq s \).
Therefore, we have \( \lim || R_e^s || < \infty \) by (2.6).

Now, let \( \rho \) be any positive number. The theorem holds for \( \rho' = a^M \rho \) if \( M \) is sufficiently large. Since \( \alpha_{s+1}(y, \rho | y - x|) = \alpha_{s+1}^{N-1}(y, \rho | y - x|) = \alpha_{s+1}(y, a^\rho | y - x|) \),
it follows from the preceding lemma, (i) that \( \lim \alpha_{s+1}(x_a, \rho | x_a - x|) = \lim \alpha_{s+1}(x_a, \rho' | x_a - x|) \).
Therefore, the theorem holds for any positive number \( \rho \).

An application of our theorem is the following:

**Corollary 2.11 (A. G. O'Farrell [4]).** If the set \( U \) contains a
sector \( \{ z \in A(x, r) : \theta_1 < \arg (z - x) < \theta_2 \} \), then the functions in \( A(U) \)
are \( t \)-times continuously differentiable at \( x \) along the half lines
\( \{ z \in A(x, r) : \arg (z - x) = \theta(\theta_1 < \theta < \theta_2) \} \) provided \( D_t^s \) is bounded.

The proof is obvious, for \( \alpha_t(y, \rho | y - x|) = 0 \) at any point on the
half lines if \( \rho < \tan \theta_o, \theta_o = \min \{ \theta - \theta_1, \theta_2 - \theta, \pi/2 \} \).
NOTE. Here we remark on the rational function space $R(X)$.
In this case, the corresponding estimates are valid for $R(X)$, where
we replace the set $U$ by the set $X$. The proof is the same if we
use the set $R(X)$, instead of the set $A(U; x, y)$; where $R(X)$ is
the set of the functions which are analytic on some neighborhood
of $X$. Therefore, all analogy results of this section are valid for
$R(X)$.

As already noted, the boundedness of $D^t_x$ does not guarantee the
existence of a sequence $x_n$ with the property considered above.
However, we have proved the following in [3] (J. L. Wang also
proved this; cf. Theorem 2.13):

**Theorem 2.12.** Let $x \in \overline{U}$ and suppose $\|D^t_x\| < \infty$. Denote by $m$
the 2-dimensional Lebesgue measure. Then there is a measurable
set $E$ of $U$ such that

$$
\begin{align*}
(1) & \quad \lim_{r \to 0} \frac{m(E \cap A(x, r))}{m(A(x, r))} = 1, \\
(2) & \quad \lim_{y \to x, y \in E} \frac{f(y) - f(x)}{y - x} = f'(x)
\end{align*}
$$

uniformly for $f \in A(U), \|f\| \leq 1$.

Roughly, this fact shows that the functions in $A(U)$ are dif-
ferrable at $x$ along almost all sequences provided $D^t_x$ is bounded.
In high order case, the situation is quite different. We can construct
an example such that $D^t_x$ are bounded for all $t \geq 0$ but, for any
sequence $x_n$ converging to $x$, the derivative $f'(x_n)$ of a function $f$
in $A(U)$ is not continuous at $x$ (cf. §3, Example 3). For $R(X)$,
A. G. O'Farrell ([5]) constructed a more extreme example such that
$\|D^t_x\| = \infty$ for all $x \in X$ except only one point of $X$ at which
$D^t_x$ is bounded for all $t \geq 0$. In spite of this circumstance, J. L. Wang
showed the following:

**Theorem 2.13** (Wang [6]). For $u \in C$ and $f \in A(U)$, put
$(\Delta^u_x f)(z) = f(z + u) - f(z)$ if $z, z + u \in \overline{U}$. And, inductively, put
$(\Delta^u_x f)(z) = (\Delta^{u-1}_x f)(z + u) - (\Delta^{u-1}_x f)(z)$ if $z, z + u, \ldots, z + tu \in \overline{U}$. Let
$x \in \overline{U}$ and suppose $\|D^t_x\| < \infty$. Denote by $m$ the 2-dimensional
Lebesgue measure. There is a measurable set $F$ such that

$$
\begin{align*}
(1) & \quad x, x + u, \ldots, x + tu \in \overline{U} \text{ for } u \in F, \\
(2) & \quad \lim_{r \to 0} \frac{m(F \cap A(0, r))}{m(A(0, r))} = 1, \\
(3) & \quad \lim_{u \to 0, u \in F} (\Delta^u_x f)(x) = f^{(i)}(x) \text{ uniformly for } f \in A(U), \|f\| \leq 1.
\end{align*}
$$
REMARK. To be exact, Theorem 2.12 (resp., Theorem 2.13) has been proved only when the limit of (ii) (resp., (iii)) is weak-* limit in the paper [3] (resp., [6]). However, with a little more effort, one can prove the theorems in the above form.

The corresponding our result Theorem 2.13 is as follows:

THEOREM 2.14. Let \( x \in \bar{U} \) and suppose \( \| D_i \| < \infty \). Let \( u_n \in C\{0\} \) a sequence such that \( u_n \to 0 \) and \( x + u_n, \cdots, x + tu_n \in \bar{U} \). Then,

\[
\frac{1}{t!} \lim_{n \to \infty} \left( \frac{d_n^t f}{u_n^t} \right)(x) = D_i f
\]

for all \( f \in A(U) \) (resp., uniformly for \( f \in A(U), \| f \| \leq 1 \)) if and only if

\[
\lim_{n \to \infty} \frac{\alpha_t(x + ku_n, \rho |u_n|)}{|u_n|^t} < \infty \quad \text{(resp., \( \lim = 0 \))}
\]

for all \( k = 1, \cdots, t \). Here, \( \rho > 0 \) is any fixed number.

Proof. Since \( \Delta_i f = t! u'D_i f + \Delta_i^t(R_i f) \) and

\[
\Delta_i^t(R_i f) = \sum_{k=1}^t (-1)^k \binom{t}{k} (R_i f)(x + ku)
\]

the “if” part is a simple consequence of the estimate (E-3'). The “only if” part follows from the following estimate. The details are the same as before and will be omitted.

ESTIMATE 2.15. Let \( x \in \bar{U} \) and let \( u \) be a nonzero complex number with \( x + u, \cdots, x + tu \in \bar{U} \). Then, for \( f \in A(U) \) and \( 0 < \sigma < 1 \), it follows that

\[
\sup_{\|f\| \leq 1} |\Delta_i^t(R_i f)(x)| \geq \frac{C_3 \alpha_t(x + lu, \sigma |u|)}{\alpha_t(x + lu, \sigma |u|)} + C_3
\]

for \( l = 1, 2, \cdots, t \), where \( C_3 \) is the same constant as before and \( C_3 = C(a, \sigma, t) \) is an absolute constant which is positive if \( \sigma > 0 \) is small.

The analogy results are valid for the space \( H^\infty(U) \) of bounded analytic functions, but the proof is not similar. It follows from the results for \( B(X) \). We shall mention it briefly.

First we define the analytic capacity, or \( \gamma \)-capacity; the definition is similar to \( \alpha \)-capacity, where we only replace the condition “continuous functions” by “Borel functions;” i.e., the analytic capacity, \( \gamma(E) \), of a set \( E \) in the plane is defined by
where \( \mathcal{A}(E) \) is the set of all Borel functions \( f \) on the sphere \( S^2 \) such that \( f \) is analytic outside of a compact subset of \( E \) and \( \| f \|_{S^2} \leq 1, f(\infty) = 0 \). The following properties are easily seen:

(2.7) \( \alpha(E) \leq \gamma(E) \), and \( \alpha(V) = \gamma(V) \) if \( V \) is an open set.

(2.8) \( \gamma(K) = \inf \{ \gamma(V) : V \text{ open, } V \supseteq K \} \) if \( K \) is a compact set.

If we replace the open annuli \( E_n(x, r) \) by the closed annuli \( E_n(x, r) \), the notation \( \gamma_t(x, r) \) is defined in the same way as \( \alpha_t(x, r) \). However, the derivative \( f^{(t)}(x) \) for \( f \in H^\infty(U) \) is not defined so easily. This was defined by O'Farrell [4] using the device that T. W. Gamelin and J. Garnett found and used to define the distinguish homomorphisms \( H^\infty(U) \). For our present purpose, we shall state it here: Let \( H^\infty(U; x) \) be the set of all Borel functions \( f \) such that \( f \in H^\infty(U) \) and \( f \) is analytic in a neighborhood of \( x \). Then it holds that

(2.9) (Gamelin and Garnett [7]) for each function \( f \in H^\infty(U) \), there is a sequence \( f_n \in H^\infty(U; x) \) such that \( \| f_n \|_{S^2} \leq \| f \|_{S^2} \) and \( f_n \) converges to \( f \) pointwisely on \( U \).

Now, for \( f \in H^\infty(U; x) \), we define \( D_t f \) by \( D_t f = (1/t!) f^{(t)}(x) \). The lower estimate of the norm \( \| D_t f \| \) will be obtained in the same way. In particular, \( \| D_t f \| = \infty \) if \( \gamma_{t+1}(x, r) = \infty \). Conversely, suppose \( \gamma_{t+1}(x, r) < \infty \). Then, by (2.8), there is a compact set \( X \) with the properties: \( X \subseteq U \cup \{ x \} \), \( x \in X \) and \( \gamma_{t+1}(x, r) < \infty \). It follows from (2.7) that \( \alpha_{t+1}(x, r) \leq \gamma_{t+1}(x, r) \). Therefore, \( D_t f \) is bounded on \( R(X) \). Using Hahn-Banach's extension theorem and Riesz's representation theorem, there is a measure \( \mu \) on \( X \) such that \( \int f d\mu = D_t f \) for \( f \in R(X) \). If \( \mu \) has the form \( \mu = \nu + c\delta_x \) (\( \delta_x \) is the unit point measure at \( x \)), we employ \( \nu + c((z - x)/t!)\mu \) as a new measure \( \mu \) so that \( \mu \) has no point mass at \( x \). Now, we put \( D_t f = \int f d\mu \) for \( f \in H^\infty(U) \). We claim that \( D_t f \) is determined independently of the choice of the measure \( \mu \). Since \( X \subseteq U \cup \{ x \} \), we have \( H^\infty(U; x) \subseteq R(X) \). Noting (2.9), dominate convergence theorem yields that

\[
D_t f = \lim_n \int f_n d\mu = \frac{1}{t!} \lim_n f^{(t)}(x)
\]

for any sequence \( f \in H^\infty(U; x) \) with \( \| f_n \| \leq \| f \| \), \( f_n \to f \) on \( U \). The expression shows that \( D_t f \) depends neither on the measures \( \mu \) nor on the sequence \( \{ f_n \} \). And we also obtained the following:
Since \( \gamma(x, r)_U = \inf_x \gamma(x, r)_x \) by (2.8) (precisely, we also need (2.9)), and since \( \alpha(x, r)_x \leq \gamma(x, r)_x \), the upper estimate of \( \| D^*_s \|_{H^\infty(U)} \) follows from the corresponding estimate of \( \| D^*_s \|_{\mathcal{H}(X)} \). One can obtain the other corresponding estimates for \( H^\infty(U) \) in the same way. Hence, all analogy results of this section are valid also for \( H^\alpha(U) \).

3. Examples. We shall make some examples of \( U \) concerning the space \( A(U) \). As for the examples, the situations in the cases \( R(X) \) and \( H^\alpha(U) \) are different. We shall also remark on it.

**Example 1.** Let \( U = \mathcal{A}(0, 1) \cap (\bigcup_{n=1}^\infty \mathcal{A}(i/2^n, \varepsilon_n)) \). If \( \varepsilon_n \leq 2^{-(n+2)} \), then the discs \( \mathcal{A}(i/2^n, \varepsilon_n) \) are mutually disjoint and \( 0 \in \partial U \). So

\[
\alpha_t(0, \frac{2}{3}, \frac{1}{2}) = 2^{t+1} \sum_{n=0}^{\infty} \left( \frac{2}{3} \cdot 2^n \right)^t \alpha(E_n(0, \frac{2}{3}, \frac{1}{2}) \setminus U) \\
= 2 \left( \frac{4}{3} \right)^t \sum_{n=0}^{\infty} \varepsilon_n 2^{nt}.
\]

Thus, if \( \varepsilon_n = 2^{-(n+2)} \), then \( \| D^*_t \| < \infty \) and \( \| D^*_t+1 \| = \infty \); that is, all functions in \( A(U) \) are of class \( C^t \) on the interval \((-1, 1)\) of the real axis, but there is a function in \( A(U) \) which is not \( s+1 \) times differentiable at 0. As another case, if \( \varepsilon_n = 2^{-(n^2+2)} \), then \( \| D^*_t \| < \infty \) for all \( t \); that is, all functions in \( A(U) \) are of class \( C^\infty \) on the interval \((-1, 1)\).

**Example 2.** Modifying the above example, it is possible to construct an example such that the interval lies entirely in the boundary of \( U \): To do this, we let

\[
U = \mathcal{A}(0, 1) \setminus \left( \bigcup_{n=1}^\infty \bigcup_{k=-n}^n \mathcal{A}\left( \frac{k}{n} \left( 1 - \frac{1}{2^n} \right) + \frac{i}{2^n}, \varepsilon_n \right) \right)
\]

for \( \varepsilon_n \leq 2^{-(n+2)} \). Then the interval \( J = (-1, 1) \) on the real axis lies in \( bU \). We claim that the functions in \( A(U) \) are of class \( C^\infty \) on \( J \) if we set \( \varepsilon_n = 2^{-n^2/4n} \). Put

\[
w_{nk} = \frac{k}{n} \left( 1 - \frac{1}{2^n} \right) + \frac{i}{2^n}.
\]

We note that the sum of the arc length of \( b\mathcal{A}(w_{nk}, \varepsilon_n) \) is finite, for \( \sum_{n=1}^{\infty} 2n \cdot 2\pi \varepsilon_n \leq \pi \sum_{n=1}^{\infty} 2^{n^2} < \infty \). Thus, if a function \( f \) is continuous on the Riemann sphere \( S^2 \) and analytic in \( S^2 \setminus \left( \bigcup_{n=1}^{\infty} \bigcup_{k=-n}^n \mathcal{A}(w_{nk}, \varepsilon_n) \right) \), then the Cauchy’s integral formula yields

\[\text{Note: } J \text{ is } \alpha\text{-negligible as noted below.}\]
for \( z \in (\bigcup_{n=1}^{\infty} \bigcup_{k=-n}^{n} \Delta(w_{nk}, \varepsilon_n))^{-}\). We first compute \( \alpha(\Delta(x, 2^{-N}) \setminus U) \) for \( x, -1 < x < 1 \). Let \( f \in \mathcal{A}(\Delta(x, 2^{-N}) \setminus U) \). By the above formula, we have

\[
f'(\infty) = \sum_{n,k} \frac{1}{2\pi i} \int_{|\zeta - w_{nk}| = \varepsilon_n} \frac{f(\zeta)}{\zeta - z} \, d\zeta.
\]

By noting the analyticity of \( f \), it suffice to sum up the integrals only for \( n, k \) with \( \Delta(x, 2^{-N}) \cap \Delta(w_{nk}, \varepsilon_n) \neq \emptyset \). So we have \( |f'(\infty)| \leq \sum_{n=1}^{\infty} 2n \cdot \varepsilon_n \), and hence, \( \alpha(\Delta(x, 2^{-N}) \setminus U) \leq \sum_{n=1}^{\infty} 2n \varepsilon_n \leq \sum_{p=1}^{\infty} 2^{-N^2 - p} = 2^{-N^2} \).

Now we compute \( \alpha_{(r, 1/2)}(\Delta(x, 2^{-M-r})) \). Thus, noting \( 2^{-M-r} < r \), we have

\[
\frac{\alpha_{(r, 1/2)}}{r^k} \leq 2^{(M+1)k} \cdot 2^{t+1} \sum_{n=0}^{\infty} 2^{-(M+n+1)t} \cdot 2^{(M+n+1)t}
\]

\[
\leq 2^{(M+1)(k+t)} \cdot 2^{t+1} \sum_{n=0}^{\infty} 2^{-M^2 - n(t-2M)} = 2^{(M+1)(k+t)+t+1} \cdot \frac{2^{-M^2}}{1 - 2^{t-2M}}.
\]

Therefore, if \( r \to 0 \), then \( M \to \infty \) and we have

\[
\frac{\alpha_{(r, 1/2)}}{r^k} \longrightarrow 0;
\]

the convergence is uniform on any compact subset of the interval \( J = (-1, 1) \). This shows that the functions in \( \mathcal{A}(U) \) are of class \( C^\infty \) on the interval \( J \).

In this example, the fact that \( J \) is an interval in not essential. We have only needed the property of \( J \) that every continuous function \( f \) on \( S^2 \) which is analytic on an open set \( V \) can be approximated uniformly by the continuous functions on \( S^2 \) which are analytic on some neighborhoods of \( J \cup V \). The sets \( J \) with this property are said to be \( \alpha \)-negligible. As is well-known, a finite number of piecewise twice continuously differentiable curve is \( \alpha \)-negligible. Therefore, starting from a compact \( \alpha \)-negligible set \( J \), we can construct a similar example of \( U \) in the following way; first, take an open set \( D \) with \( D \supset J \), and take a sequence \( \{z_k\} \) in \( D \setminus J \) whose cluster points are in \( J \); and then, choose a family of disjoint closed discs \( \Delta_k \) in \( D \setminus J \) with the centers \( z_k \), and put \( U = D \setminus (J \cup (\bigcup_k \Delta_k)) \). Then the smoothness on \( J \) of the functions \( f \) in \( \mathcal{A}(U) \) is obtained by accelerating the speed of the radii of \( \Delta_k \) tending to zero. To construct a similar example for the case \( R(X) \), we can take any compact set.
with no interior. For the case $H^\omega(U)$, we must take a $\gamma$-negligible set as $J$. A set $J$ is $\gamma$-negligible if there is a constant $M > 0$ with the following property: for every bounded function $f$ on $S^2$ which is analytic on an open set $V$, there is a sequence of bounded functions $f_n$ such that $f_n$ are analytic on some neighborhood of $V \cup J$, $\|f_n\|_\infty \leq M \|f\|_\infty$ and $f_n$ converges to $f$ pointwisely on $U$. Since every compact $\gamma$-negligible set is totally disconnected, we can not take any arc as the set $J$ in the case $H^\omega(U)$.

**Example 3.** Here we give an example of $U$ such that $\|D_t\| < \infty$ at the origin $0 \in bU$ for all order $t$, but $\lim_n \|D_{t_n}\| = \infty$ for any sequence $x_n \in \bar{U}$ converging to the origin $0$: Let $J$ be an open annulus $\{z: r < |z| < R\}$. It is known that, for any small $\epsilon > 0$ and large $\lambda > 0$, there is a finite number of disjoint closed discs $A_k$ such that $A_k \subset J$, $\alpha(U_k, A_k) < \epsilon$ and $\alpha(x, r, a) > \lambda$ for any $x \in J$ (for instance, cf. [2; Example 1]). Now, for each $n$, deleting a finite number of closed disjoint discs $A_k^m$ from $E_n(x, 1, a)$, we can make an open set $U = A(0, 1) \setminus (\bigcup_{m, k} A_k^m)^c$ such that $\alpha(E_n(0, 1, a) \setminus U) < a^n$ and $\alpha(x, |x|, a) > n$ for $x \in \bar{U} \cap E_n(x, 1, a)$. Then, $\alpha(x, R, a) < \infty$ for all $t$, and $\lim_n \alpha(x_n, |x_n|, a) = \infty$ if $x_n \to 0$. Therefore, Theorem 2.2 shows that this is a desired example of $U$. Although the above construction is somewhat rough, it is not difficult to make this precise.

4. Proof of the estimates (I). In this section we shall estimate the norms $\|D_t\|$ and $\|D_t^sR_t\|$ ($t \geq s$) from below. To do this we use the following property of $\alpha$-capacity (cf. [1; Chap. VIII]): Let $K$ be a compact set in the complex plane $C$, and let $f$ be a continuous function on the Riemann sphere $S^2$ which is analytic in the outside of the set $K$ and vanishes at $\infty$. Then

\[
\|f(z)\| \leq \frac{\alpha(K)}{d(z, K)} \|f\| \quad \text{for} \quad z \in S^2 \setminus K;
\]

where $d(z, K)$ denotes the distance from $z$ to $K$. Moreover, let $f(z) = A_1/(z - x) + A_2/(z - x)^2 + A_3/(z - x)^3 + \cdots$ be the Laurent expansion at $\infty \in S^2$ for $K \subset \Delta(x, r)$. It follows that

\[
|A_k| \leq ekr^{k-1}\alpha(K) \|f\|
\]

(cf. [1; Chap. VIII]). Also, it follows that

\[
|A_k| \leq r^k \|f\|.
\]

The latter formula is a consequence of an easy estimate of the integral $A_k = 1/2\pi i \int_{|z - x| = r} (z - x)^{k-1}f(z)dz$. 

Now, let $x \in \bar{U}$. We shall estimate the norm $||D^t_x||$. Let $r > 0$ and $0 < a < 1$ be fixed, and put $X_n = E_n(x, r)$. For $\varepsilon > 0$ and a positive integer $N$, take a function $f_n \in \mathcal{M}_\infty(X_n \setminus U)$ with

$$\alpha(X_n \setminus U) - (ra^n)^{t+1} - \frac{\varepsilon}{N+1} \leq f'(\infty) \leq \alpha(X_n \setminus U).$$

Let $f_n(z) = f_n'(\infty)/(z-x) + A_2/(z-x)^2 + A_3/(z-x)^3 + \cdots$ be the Laurent expansion at $\infty$, and put

$$g_n(z) = A_{t+1} + (z-x)A_t + \cdots + (z-x)^{t-1}A_z + (z-x)^tf_n'(\infty) - (z-x)^{t+1}f_n(z).$$

We note that $g_n$ is vanish at $\infty$ and analytic wherever $f_n$ is analytic. Thus $g_n \in A(U)$. By the estimate (4.3) and by $f_n'(\infty) \leq \alpha(X_n \setminus U) \leq ra^n$, we have

(1) \[ ||g_n|| = ||g_n||_{X_n} \leq (t+2)(ra^n)^{t+1}. \]

If $z \in \bar{X}_{n-1} \cup \bar{X}_n \cup \bar{X}_{n+1}$, then $d(z, X_n) \geq ra^{n+1} - ra^{n+2}$. Hence, we have by the formula (4.1)

(2) \[ |g_n(z)| \leq \frac{\alpha(X_n \setminus U)}{(1-a)ra^{n+1}} \leq (t+2)(ra^n)^{t+1}. \]

Now we put

$$g(z) = \sum_{n=0}^{N} \frac{g_n(z)}{(ra^n)^{t+1}}.$$

Then $g \in A(U)$ and $g$ attains the maximum modulus on $\bigcup_{n=0}^{N} \bar{X}_n$. Let $z \in \bar{X}_k$. Using the estimate (2) for $n$ with $n \neq k-1, k, k+1$, and the estimate (1) for $n = k-1, k, k+1$, we have

$$|g(z)| \leq \frac{t+2}{(1-a)\alpha} \sum_{n=0}^{N} \frac{\alpha(X_n \setminus U)}{ra^n} + 3(t+2).$$

Therefore,

$$||g|| \leq (t+2)(\alpha, r) + 3.$$

On the other hand,

$$D^t_x g = \sum_{n=0}^{N} \frac{f_n'(\infty)}{(ra^n)^{t+1}} \leq \sum_{n=0}^{N} \frac{\alpha(X_n \setminus U)}{(ra^n)^{t+1}} - \varepsilon.$$

Thus, by letting $\varepsilon \to 0$, it follows that

(4.4) \[ ||D^t_x|| \geq \frac{(1-a)\alpha}{t+2} \frac{\alpha_{t+1}^N(x, r)}{\alpha_{t+1}^N(x, r) + 3}. \]
This proves the estimate (E-1).

Next we shall estimate the norm \( \|D_x^s R_x^t\| \) \((t \geq s)\). Let \( x, y \in \bar{U} \) and \( 0 < r < d = |y - x| \), and put \( Y_n = E_n(y, r) \). For \( \varepsilon > 0 \) and a positive integer \( N \), take a function \( f_n \in \mathcal{A} \supset (Y_n \setminus U) \) with

\[
\alpha(Y_n \setminus U) - (ra^n)^{t+1} \frac{\varepsilon}{N + 1} \leq f_n'(\infty) \leq \alpha(Y_n \setminus U).
\]

As above, let \( g_n(z) = \frac{f_n'(\infty)}{(z - y)} + A_2/(z - y)^2 + A_3/(z - y)^3 + \cdots \) be the Laurent expansion at \( \infty \), and put

\[
(3) \quad g_n(z) = A_{s+1} + \frac{1}{(z - y)} A_s + \cdots + \frac{1}{(z - y)^s} A_2 + (z - y)^{s+1} f_n'(\infty) - (z - y)^{s+1} f_n(z).
\]

Then \( g_n \in A(U) \). By (1) and (2), we have

\[
(4) \quad \|g_n\| \leq (s + 2)(ra^n)^{t+1},
\]

\[
(5) \quad |g_n(z)| \leq \frac{\alpha(Y_n \setminus U)}{(1 - a)ra^n s+1} (s + 2)(ra^n)^{t+1} \text{ for } z \in \bar{Y}_{n-1} \cup \bar{Y}_n \cup \bar{Y}_{n+1}.
\]

Here we consider the Laurent expansion at \( \infty \) once more; this time, making a new center of the point \( x \), let \( g_n(z) = B_t/(z - x) + B_2/(z - x)^2 + \cdots \) at \( \infty \). Put

\[
(6) \quad h_n(z) = B_{t+1} + \frac{1}{(z - x)} B_t + \cdots + \frac{1}{(z - x)^t} B_1 - (z - x)^t g_n(z).
\]

Then \( h_n \) is analytic wherever \( g_n \) is analytic. Hence \( h_n \in A(U) \) and \( \|h_n\| = \|h_n\|_{Y_n} \). Since \( \bigcup_{n=0}^{\infty} \bar{Y}_n \subset A(x, d + r) \), the estimate (4.3) and (1) yields

\[
(7) \quad \|h_n\| \leq (t + 2)(d + r)^{t+1} \|g_n\| \leq (t + 2)(s + 2)(d + r)^{t+1}(ra^n)^{s+1}.
\]

If \( z \in Y_{n-1} \cup Y_n \cup Y_{n+1} \), then the estimates (4.2) and (5) yields

\[
|h_n(z)| \leq \left\{ c(t + 1)(d + r)^t + (d + r)^{t+1} \alpha(Y_n \setminus U) \right\}
\]

\[
(8) \quad h(z) = \sum_{n=0}^{\infty} \frac{h_n(z)}{(ra^n)^{s+1}}.
\]

Then \( h \in A(U) \) and \( h \) attains the maximum modulus at a point in
Let $z \in Y_s$. Applying the estimate (7) for $n$ with $n \neq k - 1, k, k + 1$ and the estimate (6) for $n = k - 1, k, k + 1$, we have

$$|h(z)| \leq \frac{e(t + 1)(t + 2)(s + 2)(d + r)^l}{2} \sum_{n=0}^{N} \alpha(Y_s \setminus U)$$

$$+ \frac{(s + 2)(d + r)^{t+1}}{(1 - a)a} \sum_{n=0}^{N} \frac{\alpha(Y_s \setminus U)}{ra^s} + 3(t + 2)(s + 2)(d + r)^{t+1}.$$

Since $\sum_{n=0}^{N} \alpha(Y_s \setminus U) \leq \sum_{n=0}^{N} ra^n \leq r/(1 - a)$, it follows that

$$\|h\| \leq (s + 2)(d + r)^{t+1}(\alpha_s^{N}(y, r) + \frac{3t^2 + 12t + 23}{2(1 - a)}).$$

On the other hand, it holds $(R^*z)v h)(z) = -(z - x)^{t+1} \sum_{n=0}^{N} g_n(z)/(ra^n)^{t+1}$, so Leibniz' formula yields

$$D_t(R^*v h) = - \frac{1}{s!} \sum_{k=0}^{s} \binom{s}{k} (t + 1)! \sum_{n=0}^{N} \frac{g_n^{(s-k)}(y)}{(ra^n)^{t+1}} \cdot \sum_{n=0}^{N} \alpha(Y_s \setminus U).$$

We note that $g_n^{(k)}(y) = k! A_{s-k+1}$ for $0 \leq k < s$ and $g_n^{(s)}(y) = s! f'_n(\infty)$. By the estimate (4.2) for $A_k$, we have

$$\left| \sum_{n=0}^{N} g_n^{(s-k)}(y) \right| \leq (s - k)! \sum_{n=0}^{N} \left| A_{s-k+1} \right|$$

$$\leq 3(k + 1)(s - k)! \sum_{n=0}^{N} \frac{\alpha(Y_s \setminus U)}{(ra^n)^{s+1}}$$

for $0 \leq k < s$, and

$$\sum_{n=0}^{N} \frac{g_n^{(s)}(y)}{(ra^n)^{s+1}} = s! \sum_{n=0}^{N} \frac{f'_n(\infty)}{(ra^n)^{s+1}} \leq s! \left( \sum_{n=0}^{N} \frac{\alpha(Y_s \setminus U)}{(ra^n)^{s+1}} - \varepsilon \right).$$

Thus we have

$$|D_t(R^*v h)| \geq (t+1) \left( \sum_{n=0}^{N} \frac{\alpha(Y_s \setminus U)}{(ra^n)^{t+1}} - \varepsilon \right)$$

$$- \sum_{k=1}^{s} 3(k + 1) \binom{s}{k} (t + 1) a^{s-k+1} \sum_{n=0}^{N} \frac{\alpha(Y_s \setminus U)}{(ra^n)^{s-k+1}}.$$

Consequently, letting $\varepsilon \to 0$, we have the following estimate:

$$\|D_t R^*v\| \geq \frac{\frac{-d}{d + r}}{(s + 2)(\alpha_s^{N}(y, r) + \frac{3t^2 + 12t + 23}{2(1 - a)})} \left( (1 - a) a^{s-k+1} \alpha_{s-k+1}^{N}(y, r) \right)$$

$$- \sum_{k=1}^{s} 3(k + 1) \binom{s}{k} (t + 1) d^{s-k+1} (1 - a) a^{s-k+1} \alpha_{s-k+1}^{N}(y, r).$$

Putting $r = \sigma |y - x| = \sigma d (0 < \sigma < 1)$, it follows that
\[ ||D_xR^*_x|| \geq \frac{(1-a)a^{t+1}}{(s+2)(1+\sigma)^{t+1}} \cdot \frac{1}{\left(\alpha_\alpha^{\alpha,N}(y,\sigma|y-x) + \frac{3t^2 + 12t + 23}{2(1-a)}\right)} \times \left(\alpha_\alpha^{\alpha,N}(y,\sigma|y-x) - \sum_{k=1}^{\frac{t+1}{2}} \frac{3(k+1)}{a^k} \left(\frac{t+1}{k}\right) \alpha_{\alpha-\frac{t+1}{2}}^{\alpha,N}(y,\sigma|y-x)\right). \]

Now the estimate (E-2) follows if we put
\[ C_2 = \frac{(1-a)a^{t+1}}{(s+2)(1+\sigma)^{t+1}} \leq \frac{(1-a)a^{t+1}}{(s+2)(1+\sigma)^{t+1}}, \quad C_3 = \frac{3t^2 + 12t + 23}{2(1-a)} . \]

The proof of the estimate (E-4) is similar. We put \( s = 0 \) in above. Then, the expressions (3) and (8) are as follows;
\[ (3)' \quad g_\alpha(z) = f_\alpha'(\infty) - (z-y)f_\alpha(z) , \]
\[ (8)' \quad h(z) = \sum_{n=0}^{N} \frac{h_\alpha(z)}{ra^n} . \]

Also, we note that \((R^*_x h)(z) = -(z-x)^{t+1} \sum_{n=0}^{N} g_\alpha(z)/ra^n\). Let \( u \) be a nonzero complex number with \( x + u, \ldots, x + tu \in \bar{U} \). For a certain \( l \) with \( 1 \leq l \leq t \), we put \( y = x + lu \). Since \( d(x + ku, d(y, r)) \geq |u| - r \) for \( k \neq l \), it follows from the formula (4.1) and (4) that
\[ |(R^*_x h)(x + ku)| \leq |ku|^{t+1} \sum_{n=0}^{N} \frac{2\cdot\alpha(Y_n\setminus U)}{|u| - r} \leq \frac{2\sigma |ku|^{t+1}}{1 - \sigma} \sum_{n=0}^{N} \frac{\alpha(Y_n\setminus U)}{ra^n} \]
for \( k \neq l \); where \( r = \sigma|u|, 0 < \sigma < 1 \). And, it follows that
\[ |(R^*_x h)(y)| = \left| (lu)^{t+1} \sum_{n=0}^{N} \frac{f_\alpha'(\infty)}{ra^n} \right| \geq |lu|^{t+1} \left( \sum_{n=0}^{N} \frac{\alpha(Y_n\setminus U)}{ra^n} - \varepsilon \right) . \]

Since \( \delta_l(R^*_x h)(x) = \sum_{k=1}^{N} (-1)^k \left(\begin{array}{c} t \\ k \end{array}\right) (R^*_x h)(x + ku) \), we have
\[ |\delta_l(R^*_x h)(x)| \geq \left\{ \left(\begin{array}{c} t \\ l \end{array}\right) |lu|^{t+1} - \frac{2\sigma}{1 - \sigma} \sum_{k=1}^{t} \left(\begin{array}{c} t \\ k \end{array}\right) |lu|^{t+1} \sum_{n=0}^{N} \frac{\alpha(Y_n\setminus U)}{ra^n} \right\} \geq 1 - \frac{\sigma}{1 - \sigma} (2t)^{t+1} . \]

We note that
\[ \left(\begin{array}{c} t \\ l \end{array}\right) |lu|^{t+1} - \frac{2\sigma}{1 - \sigma} \sum_{k=1}^{t} \left(\begin{array}{c} t \\ k \end{array}\right) |lu|^{t+1} \geq 1 - \frac{\sigma}{1 - \sigma} (2t)^{t+1} . \]

Since \( r + d = \sigma|u| + |lu| \leq (t + 1)|u| \), it follows from (9) that
\[ ||h|| \leq 2((t + 1)|u|)^{t+1} (\alpha_\alpha^{\alpha,N}(y,\sigma|u|) + C_2) . \]
Thus, by letting $\varepsilon \to 0$ and $N \to \infty$, we have

$$
\sup_{|\xi| \leq 1} |A^\varepsilon_x(R^s_t, f)(x)| \geq \frac{C_\varepsilon \alpha(x + lu, \sigma |u|)}{\alpha_i(x + lu, \sigma |u|) + C_\varepsilon},
$$

where

$$
C_\varepsilon = \left(1 - \frac{\sigma}{1 - \sigma}(2t + 1)^{t+1}\right)(1 - a)a.
$$

This constant $C_\varepsilon$ is positive when $\sigma > 0$ is small. This proves the estimate (E-4).

5. Proof of the estimates (II). In this section we shall estimate the norms $\|D^s_x\|$ and $\|D^s_x R^s_t\|$ ($t \geq s$) from above. The tool is the following Melnikov's estimate (cf. [1, Chap. VIII]): If $K$ is a compact set and if $f$ is a continuous function on the closure of the open annulus $J = \{ z : r < |z| < R \}$ such that $f$ is analytic in $J \setminus K$, then

$$
(5.1) \quad \left| \int_{bJ} f(z) dz \right| \leq \frac{2\pi c_0}{1 - (r/R)} \|f\|_{a\alpha}(J \cap K),
$$

where $c_0$ is a universal constant and $bJ$ denotes the boundary of $J$.

Now, let $x \in \bar{U}$, and fix a number $R$ with $\bar{U} \subset \Delta(x, R)$. We already mentioned about the dense subspace $A(U; x)$ of $A(U)$ in §2. In the following, we assume that the functions $f$ in $A(U; x)$ are extended to continuous functions on the Riemann sphere $S^2$ so that $f$ are analytic at $x$ and vanishes outside of $\Delta(x, R)$; moreover, we may assume that the sup-norm $\|f\|_{S^2}$ are sufficiently closed to $\|f\|_U$.

First we shall estimate of the norm $\|D^s_x \|$.

Take a function $f$ in $A(U; x)$, which is analytic in $\Delta(x, \varepsilon)$ for suitably small $\varepsilon > 0$. It follows that

$$
D^s_x f = \frac{1}{t!} f^{(t)}(x) = \frac{1}{2\pi i} \int_{|z - x| = \varepsilon} f(z) (z - x)^{t+1} dz.
$$

Since we may assume $\varepsilon = Ra^N$ for a larger $N$, we have

$$
|D^s_x f| \leq \frac{1}{2\pi} \sum_{n=0}^{N} \left| \int_{E^s_n(x, R)} \frac{f(z)}{(z - x)^{t+1}} dz \right| + \frac{1}{2\pi} \left| \int_{|z - x| = R} \frac{f(z)}{(z - x)^{t+1}} dz \right|.
$$

The last integral is zero by the assumption about $f$. Hence, the Melnikov's estimate (5.1) yields

$$
|D^s_x f| \leq \sum_{n=0}^{N} \frac{c_0}{1 - a} \cdot \frac{1}{(ra^{*+1})^{t+1}} \|f\|_{S^2 \alpha(E^s_n(x, R) \setminus U)} \leq c_0 \alpha_{t+1}(x, R) \|f\|_{S^2}.
$$
Since the sup-norm $\|f\|_{s^2}$ is closed to $\|f\|_U$, we obtain the following estimate:

\begin{equation}
\|D^s_x\| \leq c_\alpha s(x, R).
\end{equation}

Now we shall estimate the norm $\|D^s_x R_x f\|$. Let $x, y \in \bar{U}$, and fix a number $R$ with $\bar{U} \subset \mathcal{A}(x, R)$. This time, we assume that the functions $f$ in $A(U; x, y)$ are extended to continuous functions on the complex plane so that $f$ are analytic at $x, y$ and $R_x f$ vanishes outside of $\mathcal{A}(x, R)$; where $A(U; x, y)$ is the dense subspace of $A(U)$ which was defined in § 2. Let $f \in A(U; x, y)$, then $f$ is analytic in $\mathcal{A}(x, \varepsilon)$ for a suitably small $\varepsilon > 0$. First we make some preparatory computations: It is easy to see that

\[ D^s_x (R_x f) = D^s_x f \quad \text{if} \quad k > s, \]
\[ D^s_x (R_x f) = D^s_x f - D^s_y f. \]

Therefore, it follows from (2.5) that

\[ D^s_x (R_x f) = D^s_x f - \sum_{k=s}^{\infty} \frac{k!}{s!(k-s)!} (y-x)^{k-s} D^s_y f \]
\[ = - \sum_{k=s}^{\infty} \frac{k}{s} (y-x)^{k-s} D^s_y (R_x f) \]
\[ = - \sum_{k=s}^{\infty} \frac{k}{s} (y-x)^{k-s} \frac{1}{2\pi i} \int_{|z-x|=\varepsilon} \frac{(R_x f)(z)}{(z-x)^{k+s}} dz \]
\[ = -\frac{1}{2\pi i} \int_{|z-x|=\varepsilon} \frac{(y-x)^{k-s}}{(z-x)^{k+s}} \sum_{k=s}^{\infty} \frac{k}{s} (R_x f)(z) dz. \]

Differentiating $s$ times the following equation as functions of $y$;

\[ \sum_{k=0}^{t} \frac{(y-x)^k}{(z-x)^{k+s}} = \frac{1}{z-y} - \frac{(y-x)^{t+1}}{(z-x)^{t+1}(z-y)}, \]

it holds that

\[ \sum_{k=s}^{\infty} \frac{k!}{(k-s)! (z-x)^{k+s}} = \frac{1}{(z-y)^{s+1}} - s! \sum_{k=0}^{s} \frac{t+1}{k} \frac{(y-x)^{t-k+1}}{(z-x)^{t+1}(z-y)^{s-k+1}}. \]

Thus we have

\[ D^s_x (R_x f) \]
\[ = -\frac{1}{2\pi i} \int_{|z-x|=\varepsilon} \frac{1}{(z-y)^{s+1}} - \sum_{k=0}^{s} \frac{t+1}{k} \frac{(y-x)^{t-k+1}}{(z-x)^{t+1}(z-y)^{s-k+1}} \times (R_x f)(z) dz \]
\[ = (y-x)^{s+1} \sum_{k=0}^{t} \frac{t+1}{k} \frac{(y-x)^{s-k+1}}{2\pi i} \int_{|z-x|=\varepsilon} \frac{(R_x f)(z)}{(z-x)^{s+1}(z-y)^{s-k+1}} dz. \]
For simplicity, we put \( F(z) = (R_s y f)(z) \) and \( g(z) = F(z)/(z - y)^l \), where \( l = s - k + 1 \). The function \( F(z) \) has \( s + 1 \) zero's at \( y \) and \( l \leq s + 1 \), so we note that the function \( g(z) \) is analytic wherever \( F' \) is analytic. Now our purpose is to estimate the following integral:

\[
I_l = \frac{(y - x)^l}{2\pi i} \int_{|z - x| = 1} \frac{F(z)}{(z - x)^{l+1}}(z - y)^l dz = \frac{(y - x)^l}{2\pi i} \int_{|z - x| = 1} \frac{g(z)}{(z - x)^{l+1}} dz .
\]

For positive numbers \( \rho, \delta \), there is a continuously differentiable function \( h \) such that \( 0 \leq h \leq 1 \), \( h(z) = 1 \) for \( |z| \leq \rho \), \( h(z) = 0 \) for \( |z| > \rho + \delta \) and \( \|\partial h/\partial \bar{z}\| \leq 1/\delta \); for example, we define \( h \) by \( h(z) = 1 \) for \( |z| \leq \rho \), \( h(z) = 1 - 2((|z| - \rho)/\delta)^2 \) for \( \rho < |z| \leq \rho + \delta/2 \), \( h(z) = 2((|z| - \rho - \delta)/\delta)^2 \) for \( \rho + \delta/2 < |z| \leq \rho + \delta \), and \( h(z) = 0 \) for \( |z| > \rho + \delta \).

Let \( 0 < \alpha < 1 \) and \( 0 < r < |y - x| \), and let \( M \) be the maximum integer with \( Ra^{n+1} \geq 2|y - x| \), i.e., \( M = \lfloor \log_2 2|y - x|/R \rfloor - 1 \) (Gaussian symbol). For the sake of \( M \geq -1 \), we assume \( |y - x| \leq R/2 \). Here, we prepare a system of continuously differentiable functions \( h_n \) for \( n = \infty \) and for \(-1 \leq n \leq M \) such that \( 0 \leq h_n \leq 1 \),

\[
h_n(z) = \begin{cases} 
1 & \text{on } \Delta(y, \alpha r) \\
0 & \text{off } \Delta(y, r) 
\end{cases}, \quad \left| \frac{\partial h_n}{\partial \bar{z}} \right| \leq \frac{1}{(1 - \alpha)r}
\]

and

\[
h_n(z) = \begin{cases} 
1 & \text{on } \Delta(x, Ra^{n+1}) \\
0 & \text{off } \Delta(x, Ra^n) 
\end{cases}, \quad \left| \frac{\partial h_n}{\partial \bar{z}} \right| \leq \frac{1}{(1 - \alpha)Ra^n} .
\]

Moreover, we define a system of functions \( G_n \) for \( n = \infty \) and for \(-1 \leq n \leq M \) by

\[
G_n(z) = \frac{1}{\pi} \iint_{ \Delta(z, \zeta) } g(\zeta) - g(z) \frac{\partial h_n}{\partial \bar{\zeta}} d\zeta d\eta
\]

\[
= g(z)h_n(z) + \frac{1}{\pi} \iint_{ \Delta(z, \zeta) } g(\zeta) \frac{\partial h_n}{\partial \bar{\zeta}} \frac{1}{\zeta - z} d\zeta d\eta ;
\]

where \( \zeta = \xi + i\eta \). It is known that \( G_n \) has the following properties (cf. [1; Chap. II]): Denoting by \( \bar{A}(x, r) \) the closure of \( \Delta(x, r) \),

( a ) \( G_n \) is analytic wherever \( g \) is analytic;

( b ) \( G_n \) is analytic outside of \( \bar{A}(x, Ra^n) \) for \(-1 \leq n \leq M \), and \( G_\infty \) is analytic outside of \( \bar{A}(y, r) \);

( c ) \( G_n(\infty) = 0 \);

( d ) \( G_{n-1} - G_n \) is analytic on \( \Delta(x, Ra^{n+1}) \cup (S^1 \Delta(x, Ra^n)) \) for \( 0 \leq n \leq M \), and \( G_M - G_\infty \) is analytic on \( \Delta(y, \alpha r) \cup (S^1 \Delta(x, Ra^M)) \).
Moreover, there are several estimates made from the formula (3); we shall state them in order. For simplicity, we put $X_n = E_n(x, R)$ and $Y_n = E_n(y, r)$. Since $\partial h_n/\partial \zeta \neq 0$ only on $X_n$, it follows that

$$|(G_{n-1} - G_n)(z)| \leq |g(z)| \cdot |1 - h_n(z)| + \frac{1}{\pi} \|g\|_{X_{n-1} \cup X_n} \times \left\| \frac{\partial (h_{n-1} - h_n)}{\partial \zeta} \right\| \int_{\mathcal{L}(x, Ra^{n-1})} \frac{d\xi d\eta}{|\zeta - z|},$$

$$|G_n(z)| \leq |g(z)| + \frac{1}{\pi} \|g\|_{X_n} \left\| \frac{\partial h_n}{\partial \zeta} \right\| \int_{\mathcal{L}(x, Ra^n)} \frac{d\xi d\eta}{|\zeta - z|}.$$

Here, $\|\partial (h_{n-1} - h_n)/\partial \zeta\| = \max (\|\partial h_{n-1}/\partial \zeta\|, \|\partial h_n/\partial \zeta\|) \leq 1/(1 - a)Ra^n$, and, for a measurable set $E$, it is easy to see that $\int_d \frac{d\xi d\eta}{|\zeta - z|} \leq \int_{\mathcal{D}(z, \delta)} \frac{d\xi d\eta}{|\zeta - z|} = 2\pi \delta$, where $\mathcal{D}(z, \delta)$ is the open disc whose area is the same as $E$'s. Noting these facts and that $|y - x| < Ra^{n+1}/2$ for $n \leq M$, we have

$$\|G_{n-1} - G_n\|_{x_n} \leq \left(1 + \frac{1}{\pi} \cdot \frac{1}{(1 - a)Ra^n} \cdot 2\pi Ra^{n-1}\right) \cdot \frac{\|F\|}{(Ra^{n+1} - Ra^n)^2},$$

$$\|G_n\|_{x_n} \leq \left(1 + \frac{1}{\pi} \cdot \frac{1}{(1 - a)Ra^n} \cdot 2\pi Ra^n\right) \cdot \frac{\|F\|}{(Ra^{n+1} - Ra^n)^2}.$$

Therefore, for $n \leq M$, it follows that

$$\|G_{n-1} - G_n\|_{x_n} \leq \frac{3 \cdot 2^l}{(1 - a)a} \frac{\|F\|}{(Ra^{n+1})^l},$$

(4)

$$\|G_n\|_{x_n} \leq \frac{3 \cdot 2^l}{1 - a} \frac{\|F\|}{(Ra^{n+1})^l},$$

(5)

In the same way, have

$$\|G_M - G_{\infty}\| = \|G_M - G_{\infty}\|_{d(x, Ra^M) \setminus d(y, aR)} \leq \left(1 + \frac{1}{\pi} \cdot \frac{1}{(1 - a)r} \cdot 2\pi Ra^x\right) \frac{\|F\|}{(ra)^l},$$

$$\|G_{\infty}\|_{x_n} \leq \left(1 + \frac{1}{\pi} \cdot \frac{\|1\|}{(1 - a)r} \cdot 2\pi r\right) \frac{\|F\|}{(ra)^l}.$$

Since $2|y - x| > Ra^{n+2}$, it follows that

$$\|G_M - G_{\infty}\| \leq \frac{5|y - x|\|F\|}{(1 - a)a(ra)^{l+1}},$$

(6)
Now, divide the integral (2) into the form
\[
I_i = \left(\frac{y - x}{2\pi i}\right) \left\{ \int_{|z - x| = \varepsilon} \frac{g - G_{y+1}}{(z - x)^{t+1}} \, dz + \sum_{n=0}^{M} \int_{|z - x| = \varepsilon} \frac{G_{n-1} - G_{y}}{(z - x)^{t+1}} \, dz \right. \\
+ \int_{|z - x| = \varepsilon} \frac{G_M - G_{y}}{(z - x)^{t+1}} \, dz + \left. \int_{|z = x| = \varepsilon} \frac{G_{y}}{(z - x)^{t+1}} \, dz \right\};
\]
here there is not the second sum if \( M = -1 \). We estimate each integral separately.

The first integral: Since \( \partial_h f \) vanishes outside of \( \Delta(x, R) \), it follows that \( g(\partial_h, \partial \bar{z}) = 0 \). Thus, \( G_{-1} \equiv g \). This shows that the first integral is zero.

The second integrals: Since \( G_{n-1} - G_n \) is analytic in \( \Delta(x, R^{a+n+1}) \), the Cauchy’s integral formula yields
\[
\int_{|z - x| = \varepsilon} \frac{G_{n-1} - G_n}{(z - x)^{t+1}} \, dz = \int_{|z - x| = R^{a+n+1}} \frac{G_{n-1} - G_n}{(z - x)^{t+1}} \, dz \\
= \int_{|z - x| = R^{a+n+1}} - \int_{\mathbb{C} \setminus \Delta(x, R^{a+n+1})} \, dz.
\]
Since \( (G_{n-1} - G_n)/(z - x)^{t+1} \) is analytic on \( S \setminus \Delta(x, R^{a-n}) \) and its residue at \( \infty \) is zero, the first integral is vanishing. Also, since \( G_n \) is analytic on \( X_n \), it follows that \( \int_{\mathbb{C} \setminus \Delta(x, R^{a+n+1})} (G_{n-1} - G_n)/(z - x)^{t+1} \, dz = \int_{\mathbb{C} \setminus \Delta(x, R^{a+n+1})} (G_{n-1}/(z - x)^{t+1}) \, dz \). Thus, by Melnikov’s estimate (5.1) and the inequalities (4) and (5), we have
\[
\left| \frac{1}{2\pi i} \int_{|z - x| = \varepsilon} \frac{G_{n-1} - G_n}{(z - x)^{t+1}} \, dz \right| \leq \frac{3 \cdot 2^c_0 \|F\|}{(1 - a)^2} \left( \sum_{n=0}^{y} \frac{\alpha(X_{n-1} \setminus U)}{(R^{a+n+1})^{t+1}} + \sum_{n=0}^{y} \frac{\alpha(X_{n} \setminus U)}{(R^{a+n+1})^{t+1+1}} \right);
\]
here there is not the first term in the right hand when \( n = 0 \). Therefore,
\[
\left| \frac{1}{2\pi i} \sum_{n=0}^{y} \int_{|z - x| = \varepsilon} \frac{G_{n-1} - G_n}{(z - x)^{t+1}} \, dz \right| \leq \frac{3 \cdot 2^c_0 \|F\|}{(1 - a)^2} \left( \sum_{n=0}^{y} \frac{\alpha(X_{n} \setminus U)}{(R^{a+n+1})^{t+1}} \right) + \frac{1}{a} \sum_{n=0}^{y} \frac{\alpha(X_{n} \setminus U)}{(R^{a+n+1})^{t+1+1}},
\]
since \( R^{a+n+1} \geq 2 |y - x| > 2r \),
\[
\leq \frac{3 \cdot 2^c_0 \|F\|}{(1 - a)^2} \left( \frac{1}{a} \cdot \frac{\alpha(X_{n} \setminus U)}{(R^{a+n+1})^{t+1+1}} + \frac{2}{a} \sum_{n=0}^{y} \frac{\alpha(X_{n} \setminus U)}{(R^{a+n+1})^{t+1+1}} \right).
\]
The third integral: Since we may assume \( \varepsilon = Ra^N \) for a large integer \( N \), we have
\[
\int_{|z-x|=\varepsilon} \frac{G_M - G_\infty}{(z-x)^{t+1}} \, dz = \int_{|z-x|=Ra^N} - \sum_{n=1}^{\infty} \int_{bY_n} \frac{G_M}{(z-x)^{t+1}} \, dz.
\]

The function \((G_M - G_\infty)/(z-x)^{t+1}\) is analytic on \( S^N \setminus \mathcal{A}(x, Ra^N) \) and its residue at \( \infty \) is zero, so the first integral is vanishing. Also, since \( G_\infty \) is analytic on \( X_M \), it follows that
\[
\int_{bX_M} \frac{G_M - G_\infty}{(z-x)^{t+1}} \, dz = \int_{bX_M} \frac{G_M}{(z-x)^{t+1}} \, dz.
\]

Therefore, Melnikov’s estimate (5.1) and the inequalities (5) and (6) yield
\[
\left| \frac{1}{2\pi i} \int_{|z-x|=\varepsilon} \frac{G_M - G_\infty}{(z-x)^{t+1}} \, dz \right| \leq 3 \cdot 2^t c_0 \left\| F \right\| \frac{\alpha(X_M \setminus U)}{(1-a)^2} \sum_{n=0}^{\infty} \frac{\alpha(Y_n \setminus U)}{(ra^{n+1})^{t+1}} \sum_{n=0}^{\infty} \frac{\alpha(Y_n \setminus U)}{(ra^{n+1})^{t+1}}.
\]

Here we may put \( N = \infty \).

The fourth integral: Since the function \( G_\infty/(z-x)^{t+1} \) is analytic on \( S^N \setminus \mathcal{A}(y, r) \) and its residue at \( \infty \) is zero, the Cauchy’s integral formula yields
\[
\int_{|z-x|=r} \frac{G_\infty}{(z-x)^{t+1}} \, dz = \int_{|z-x|=r} \frac{G_\infty}{(z-x)^{t+1}} \, dz
\]
\[
= \sum_{n=0}^{\infty} \int_{bY_n} \frac{G_\infty}{(z-x)^{t+1}} \, dz,
\]

in the last summation, we note that integrals on \( bY_n \) are vanishing for large integers \( n \) because \( G_\infty \) is analytic in a neighborhood of \( y \). Thus, Melnikov’s estimate (5.1) and the inequality (7) yield
\[
\left| \frac{1}{2\pi i} \int_{|z-x|=\varepsilon} \frac{G_\infty}{(z-x)^{t+1}} \, dz \right| \leq 3 c_0 \left\| F \right\| \sum_{n=0}^{\infty} \frac{\alpha(Y_n \setminus U)}{(ra^{n+1})^{t+1}} \sum_{n=0}^{\infty} \frac{\alpha(Y_n \setminus U)}{(ra^{n+1})^{t+1}}.
\]

Put these estimates (8), (9) and (10) together, we have the following estimate: If \( |y-x| \leq R/2 \), then
\[
|I_1| \leq c_0 \left\| y - x \right\| \left\| R^* f \right\| \left( \frac{6 \cdot 2^t}{(1-a)^2} \sum_{n=0}^{\infty} \frac{\alpha(X_n \setminus U)}{(ra^{n+1})^{t+1}} \sum_{n=0}^{\infty} \frac{\alpha(Y_n \setminus U)}{(ra^{n+1})^{t+1}}
\]
\[
+ \frac{5 \left\| y - x \right\|}{(1-a)^2} \sum_{n=0}^{\infty} \frac{\alpha(X_n \setminus U)}{(ra^{n+1})^{t+1}} \sum_{n=0}^{\infty} \frac{\alpha(Y_n \setminus U)}{(ra^{n+1})^{t+1}}
\]
\[
+ \frac{3}{(1-a)^2} \left\| (y - x - r)^{t+1} \right\| \sum_{n=0}^{\infty} \frac{\alpha(Y_n \setminus U)}{(ra^{n+1})^{t+1}}.
\]
where $M = \lceil \log_2 \frac{y - x}{|R|} \rceil - 1$ (Gaussian symbol) and $1 \leq l \leq s + 1$.

Form this estimate, we obtain the following version: Let $r = \sigma |y - x|$, $0 < \sigma < 1$. If $|y - x| \leq R/4^l$, then it holds

$$
|I| \leq c_0 R f (\frac{6 \cdot 2^l}{(1 - a)a} \frac{|y - x|}{R} \alpha_{l+1}(x, R) \\
+ \left( \frac{1}{\sigma} \right)^{l+1} \frac{6}{(1 - a)a^{l+2}} \alpha_{l+1}^{(\sigma)}(x, R) \\
+ \left( \frac{1}{1 - \sigma} \right)^{l+1} \left( \frac{3}{1 - a} \frac{\alpha(y, \sigma |y - x|)}{|y - x|^{l+1}} \right),
$$

(5.4)

where $L = \lceil (1 - (1/2l)) \log_{2} |y - x|/|R| \rceil$ (Gaussian symbol).

**Proof.** For simplicity, we put $d = |y - x|$. Then $L$ is the maximum integer with $R(d/R)^{1-1/2l} \leq Ra$. From the condition $|y - x| \leq R/4^l$, it follows that $2d \leq R(d/R)^{1-1/2l} \leq Ra^2$. Hence, $0 \leq L \leq M + 1$. Now, we transform the first term of (5.3) in the following way: Since $R(d/R)^{1-1/2l} \leq Ra^{n+1}$ for $0 \leq n < L$,

$$
\frac{6 \cdot 2^l}{(1 - a)a} \sum_{n=0}^{L-1} \frac{\alpha(X_n \setminus U)}{(Ra^{n+1})^{l+1}} \leq \frac{6 \cdot 2^l}{(1 - a)a} \frac{1}{R(d/R)^{1-1/2l}} \sum_{n=0}^{L-1} \frac{\alpha(X_n \setminus U)}{(Ra^{n+1})^{l+1}} \\
\leq \frac{1}{d^l} \frac{6 \cdot 2^l}{(1 - a)a} \sqrt{\frac{d}{R}} \alpha_{l+1}(x, R)
$$

and, since $2d \leq Ra^{n+1}$ for $n \leq M$,

$$
\frac{6 \cdot 2^l}{(1 - a)a} \sum_{n=M+1}^{\infty} \frac{\alpha(X_n \setminus U)}{(Ra^{n+1})^{l+1}} \leq \frac{6 \cdot 2^l}{(1 - a)a} \frac{1}{(2d)^l} \sum_{n=M+1}^{\infty} \frac{\alpha(X_n \setminus U)}{(Ra^{n+1})^{l+1}} \\
\leq \frac{1}{d^l} \left( \frac{1}{1 - a} \right) \alpha_{l+1}^{(d)}(x, R).
$$

The second term of (5.3) is transformed in the following way:

$$
\frac{5d}{(1 - a)a} \sum_{n=M+1}^{\infty} \frac{\alpha(X_n \setminus U)}{(Ra^{n+1})^{l+1}} \leq \frac{1}{d^l} \left( \frac{1}{\sigma} \right)^{l+1} \frac{5}{(1 - a)a^{l+2}} \alpha_{l+1}^{(\sigma)}(x, R).
$$

And, the last term of (5.3) is transformed in the following way:

$$
\frac{3}{(1 - a)^2(d - r)^{l+1}} \sum_{n=0}^{\infty} \frac{\alpha(Y_n \setminus U)}{(ra^{n+1})^{l+1}} \leq \frac{1}{d^l} \left( \frac{1}{1 - \sigma} \right)^{l+1} \left( \frac{1}{1 - a} \right) \alpha_{l+1}^{(\sigma)}(x, R).
$$

Hence, we obtain the estimate (5.4).

Now we turn back to the formula (1) and obtain the following estimate of the norm $\|D_1 R \|$:

If $s \leq t$, $0 < \sigma < 1$ and $|y - x| \leq R/4^{s+1}$, then it holds


\[
\| D^i_x R^e_x \| \leq c_0 \| y - x \|^{t-s} \| R^e_x \| \left( \sqrt{\frac{|y - x|}{R}} \sum_{l=1}^{r+1} \left( \frac{t + 1}{s - l + 1} \right) \frac{6 \cdot 2^l}{(1 - \alpha) \sigma \alpha^{t+1} (x, R) } \right) \\
(5.5) + \sum_{l=1}^{r+1} \left( \frac{t + 1}{s - l + 1} \right) \left( \frac{1}{\sigma} \right)^{t+1} \frac{6}{(1 - \alpha) \sigma^{t+2} (x, R) } \alpha^{t+1} (y, \sigma |y - x|) \\
+ \left( \frac{1}{1 - \sigma} \right)^{t+1} \frac{3}{1 - \alpha} \sum_{l=1}^{r+1} \left( \frac{t + 1}{s - l + 1} \right) \frac{\alpha (y, \sigma |y - x|)}{|y - x|^{t+1}} .
\]

The estimate \(E-2'\) follows if we put

\[
C_3 = \sum_{l=1}^{r+1} \left( \frac{t + 1}{s - l + 1} \right) \frac{6 \cdot 2^l c_0}{(1 - \alpha) \sigma} , \quad C_4 = \sum_{l=1}^{r+1} \left( \frac{t + 1}{s - l + 1} \right) \left( \frac{1}{\sigma} \right)^{t+1} \frac{6c_0}{(1 - \alpha) \sigma^{t+2}} ,
\]

and

\[
C_5 = \frac{3c_0}{1 - \alpha} \left( \frac{1}{1 - \sigma} \right)^{t+1} .
\]

**NOTE.** There is another way to estimate the norm \(\| D^i_x R^e_x \|\) from above. We note it in short. By Leibniz’s formula, it follows that

\[
D^i_x (R^e_x f) = D^i_y \left( (z - x)^{t+1} \frac{R^e_x f}{(z - x)^{t+1}} \right) \\
= \frac{1}{s!} \sum_{k=0}^{s} \left( \frac{s}{k} \right) (t + 1)! (z - x)^{t-k+1} D_x^{s-k} \left( \frac{R^e_x f}{(z - x)^{t+1}} \right) \\
= (z - x)^{t+1} \sum_{k=0}^{s} \left( \frac{t + 1}{k} \right) (z - x)^{t-k+1} D_x^{s-k} \left( \frac{R^e_x f}{(z - x)^{t+1}} \right)
\]

for \(f \in A(U; x, y)\). We may assume that \(f\) is analytic in \(A(y, \varepsilon)\) for a small \(\varepsilon > 0\). Then, we have

\[
(z - x)^{s-k+1} D_y^{s-k} \left( \frac{R^e_x f}{(z - x)^{t+1}} \right) \\
= \frac{(z - x)^{s-k+1}}{2\pi i} \int_{|z - y| = \varepsilon} \frac{R^e_x f}{(z - x)^{t+1}} dz .
\]

Now, the way to estimate this integral is similar to that we have just seen. In this case, we put \(g(z) = (R^e_x f)(z)/(z - x)^{t+1}\) and change the definition of \(h_\omega\) so that \(h_\omega\) has its support in a neighborhood of \(x\). The estimate obtained by this is similar to that we have given in above except that the condition \(0 < \sigma < 1\) is replaced by the condition \(\sigma > 1\).

**NOTE.** In his paper [8], O'Farrel investigated the behavior of \(t\)-th order derivative \(D^i_x\) at a point \(x\) under the condition
\( \alpha_{t+\kappa+1}(x, r) < \infty \), where \( 0 < \kappa < 1 \). A version of our estimate (5.5) is also applied to this case. The corresponding theorem is as follows:

**Theorem.** Let \( E \) be a subset of \( \overline{U} \) and let \( 0 < \kappa < 1 \). Suppose \( \alpha_{t+\kappa+1}(x, r) < \infty \) for some \( r > 0 \). Then, there is a constant \( M > 0 \) such that

\[
\| D_y - D_x \| \leq M |y - x|^{t} \quad \text{for all} \quad y \in E
\]

if and only if

\[
\sup_{y \in E} \frac{\alpha_{t+1}(y, \rho |y - x|)}{|y - x|^{t}} < \infty .
\]

Here, \( \rho > 0 \) is any fixed number.

To obtain the upper estimate, we put \( L = [(1 - (\beta/\kappa)) \log \frac{|y - x|}{R}] \) in the proof of (5.4), where \( 1 > \beta > \kappa > 0 \). A similar computations yield the following estimate: If \( |y - x| < R/2^{(t+1)/\beta} \), then it holds

\[
\| D_y R \| \leq |y - x|^{t} \| R \| \left( \frac{|y - x|^{\rho}}{R} C_{t+1}(x, R) \right)
\]

(5.6)

\[
+ |y - x|^{t+1} C_{t+1}(x, R)
\]

\[
+ |y - x|^{t} C_{2} \sum_{i=0}^{k} \left( \frac{t + 1}{s - l + 1} \right) \alpha_{t}(y, \sigma |y - x|)
\]

where the constant \( C_{2}, C_{4}, C_{5} \) are the same as before. As for the lower estimate, we can use (E-3).

**6. Appendix.** We already proved some properties of \( \alpha_{t}(x, r, a) \) in \( \S 2 \). The proof, however, depends on the estimates of \( \| D_y \| \) and \( \| D_y R \| \). The purpose of this section is to indicate a direct proof of the following properties:

(i) If \( \alpha_{t}(x, r, a) < \infty \) for some \( r > 0 \), \( 0 < a < 1 \), then \( \alpha_{t}(x, r, a) < \infty \) for any \( r > 0 \), \( 0 < a < 1 \).

Suppose \( \alpha_{t}(x, R) < \infty \) below ((ii) ~ (v)):

(ii) \( \lim_{r \to 0} \alpha_{t}(x, r) U = 0 \).

(iii) \( \lim_{r \to 0} \frac{\alpha_{t}(x, r)}{r^{k}} = 0 \) for \( s, k \geq 0 \) with \( s + k \leq t \).

In addition, let \( 0 \leq s \leq t \) and let \( x_{n} \in \overline{U} \), \( x_{n} \to x \):

(iv) If \( \lim_{n \to \infty} \frac{\alpha_{t}(x_{n}, \rho |x_{n} - x|)}{|x_{n} - x|^{k}} < \infty \) (resp., \( \lim = 0 \)) for some \( \rho > 0 \), then the same holds for any \( \rho > 0 \).
(v) If \( \lim_{n \to \infty} \alpha_s(x_n, \rho \vert x_n - x \vert) < \infty \) for some \( \rho > 0 \), then \( \lim_{n \to \infty} \alpha_s(x_n, R) < \infty \) for any \( R > 0 \).

These properties are valid not only when the numbers \( t, s \) and \( k \) are integers but also when these are real numbers. The properties follow immediately from the following estimates:

\[
C_s^{-1} \alpha_s(x, r, b) \leq \alpha_s(x, r, a) \leq C_s \alpha_s(x, r, b),
\]
where \( 0 < a, b < 1 \) and

\[
C_s = c_s \max \left\{ \frac{\log_b b + 2 \log_b a + 2}{(1 - b)b^t}, \frac{\log_a a + 2}{(1 - a)a^t} \right\}.
\]

\[
\alpha_s(x, r) \leq \frac{2c_0}{(1 - a)a^t} \alpha_{s=1}(x, R) \text{ if } r \leq Ra^k.
\]

\[
\frac{\alpha_s(\Delta(x, r)|U)}{r^i} \leq c_0 \alpha_i(x, r).
\]

\[
\alpha_s(y, \rho \vert y - x \vert) \leq \alpha_s(y, a^s \rho \vert y - x \vert)
\]
\[
+ \frac{N}{(1 - a)a^t} \frac{\alpha_s(\Delta(x, (1 + \rho) \vert y - x \vert)|U)}{\rho^i \vert y - x \vert a^{nt}}.
\]

\[
\alpha_s(y, r) \leq \frac{2c_0}{(1 - a)a^t} \alpha_s(y, \rho \vert y - x \vert) + C_{10} \alpha_s(x, R),
\]
where

\[
\rho > \frac{2}{a - a^2}, \quad R \geq r + \rho \vert y - x \vert \quad \text{and} \quad C_{10} = \frac{3c_0}{(1 - a)a^{2t}}.
\]

In fact, (i) is clear by (6.1). (ii) follows from (6.2) and (6.3), and (iii) follows from (6.2) and (2.3). By (6.2), it holds \( \alpha_s(y, a^s \rho \vert y - x \vert) \leq (2c_0/(1 - a)a^t) \alpha_s(y, \sigma \vert y - x \vert) \) if \( a^s \rho \leq \sigma \). So (iv) follows from (6.4) and (ii). (v) is clear by (iv) and (6.5).

The estimate (6.4) has been proved in the proof of Lemma 2.10, (i). To prove the other estimates, we need the following inequality which is an easy application of the Melnikov's estimate (5.1) (cf. [1; Chap. VIII, Cor. 12.8]): If \( E \) is a subset of the complex plane, then

\[
\alpha(\Delta(x, r) \setminus E) \leq c_s \alpha(\Delta(x, ra^s) \setminus E) + \frac{c_0}{1 - a} \sum_{n=0}^{N-1} \alpha(E_n(x, r, a) \setminus E).
\]

Now, the proof of (6.3) is at hand; letting \( M \to \infty \) in (6.6), we have \( \alpha(\Delta(x, r) \setminus E) \leq c_s/(1 - a) \alpha_s(x, r) \). So (2.3) yields (6.3). Since each \( E_k(x, r, a) \) can be covered by two successive \( E_k(x, R, a) \) and \( E_{k+1}(x, R, a) \), noting
\[ \alpha(E_k(x, r, a) \setminus U) \leq c_0/(1 - a)(\alpha(E_m(x, R, a) \setminus U) + \alpha(E_{m+1}(x, R, a) \setminus U)) \]

and \( ra^k \geq Ra^{m+1} \), we have (6.2). Now we prove (6.5): For simplicity, we put \( X_m = E_m(x, R, a) \) and \( Y_n = E_n(y, r, a) \). Let \( k \) be the minimum integer with \( \rho |y - x| \geq ra^k \). By (6.2), we have \( \alpha_{i}^{c_0}(y, r) \leq 2c_0/(1 - a)\alpha(x, y, \rho |y - x|) \). Now, for \( 0 \leq n \leq k \), it holds \( ra^{n+1} > |y - x| \) since \( ra^n > \rho |y - x| \). So, each \( Y_n \) can be covered by a finite number of \( X_m \), say, \( X_p, \ldots, X_{p+q} \). Since \( Y_n \) intersects with \( X_p \) and \( X_{p+q} \), it holds \( Ra^{p+1} < ra^n + |y - x| \) and \( Ra^{p+q} > ra^{n+1} - |y - x| \). By \( ra^n \geq \rho |y - x| \), we have

\[ a^{q-1} > \frac{ra^{n+1} - |y - x|}{ra^n + |y - x|} > a^2, \]

and hence, \( q \leq 2 \). Thus, noting \( Ra^{p+q+1} \leq ra^{n+1} - |y - x| < ra^{n+1} \), we have

\[ \frac{\alpha(Y_n \setminus U)}{(ra^n)^q} \leq \frac{c_0}{(1 - a)a^{2q}} \sum_{m=p}^{p+q} \frac{\alpha(X_m \setminus U)}{(Ra^m)^q}. \]

On the other hand, if \( X_m \) intersects four of \( Y_n \), say, \( Y_{n-3}, \ldots, Y_n \), then it holds \( Ra^n > ra^{n-2} - |y - x| \) and \( Ra^{n+1} < ra^n + |y - x| \); that is,

\[ a < \frac{ra^n + |y - x|}{ra^{n-1} - |y - x|}, \quad \text{or} \quad ra^n < \frac{a + a^2}{1 - a}|y - x| < \rho |y - x|. \]

Hence, each \( X_n \) does not intersect more than three of \( Y_n \), \( n \leq N \). Thus, summing up the inequality, we have

\[ \alpha_{i}^{c_0}(y, r) \leq \frac{3c_0}{(1 - a)a^{2q}} \alpha_i(x, R). \]

This proves (6.5). The idea of the proof of (6.1) is the same as (6.5) and we shall omit its proof.

NOTE. Some results in this section would be well-known.
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