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A representation of Tchebycheff systems in terms of iterated Riemann–Stieltjes integrals, is given.

1. Introduction. A system of real-valued functions \{u_0, u_1, \ldots, u_n\} defined on a totally ordered set is called a Tchebycheff system or \(T\)-system (Weak Tchebycheff system or \(WT\)-system), provided that for every choice of points \(t_0 < t_1 < \cdots < t_n\) of the set,

\[
D(u_0, u_1, \ldots, u_n/t_0, t_1, \ldots, t_n) = \det (u_i(t_j); i, j = 0, 1, \ldots, n)
\]

is strictly positive (nonnegative). A function \(u\) is said to be convex with respect to the system \(\{u_0, u_1, \ldots, u_n\}\), if \(\{u_0, u_1, \ldots, u_n, u\}\) is a \(WT\)-system. The set of functions convex with respect to \(\{u_0, u_1, \ldots, u_n\}\) is evidently a cone. This cone is referred to as “Generalized Convexity Cone”. If \(\{u_0, u_1, \ldots, u_i\}\) is a \(T\)-system for \(i = 0, 1, \ldots, n\), then \(\{u_0, u_1, \ldots, u_n\}\) is called a Complete Tchebycheff system or \(CT\)-system. Note that no assumptions of continuity have been made in this paragraph.

In 1965 there appeared a paper by M. A. Rutman in which the following proposition is stated (cf. [4, Thm. 3]):

**Theorem.** Suppose the system of right-continuous functions \(\{1, u_1, u_2, \ldots, u_n\}\) is a \(CT\)-system on the open interval \((a, b)\). Then there is a system \(\{1, y_1, y_2, \ldots, y_n\}\) admitting of the following two representations on \((a, b)\):

\[
y_i = u_i + \sum_{j=0}^{i-1} a_{ij} u_j; \quad i = 1, 2, \ldots, n,
\]

and

\[
y_1(t) = \int_c^t dp_1(s)
\]

\[
y_2(t) = \int_c^t \int_c^{s_1} dp_2(s_2) dp_1(s_i)
\]

\[
y_n(t) = \int_c^t \int_c^{s_1} \cdots \int_c^{s_{n-1}} dp_n(s_n) dp_{n-1}(s_{n-1}) \cdots dp_1(s_i),
\]

where \(c \in (a, b)\) is arbitrary, and the functions \(p\), are strictly increasing and right-continuous on \((a, b)\).
Rutman's theorem has apparently nowhere been proved in detail; in fact, as will be shown in the next section, it is not correct with this degree of generality. The purpose of this paper is to investigate the existence of representations of the type (3), in the most general context possible.

If the functions $u_i$ are $n$ times continuously differentiable on an interval $I$, we can extend the definition of $D(u_0, \cdots, u_n/t_0, \cdots, t_n)$ as given by (1), so as to allow for equalities amongst the $t_i$: if $t_0 \leq t_1 \leq \cdots \leq t_n$ is any set of points of $I$, then $D^*(u_0, \cdots, u_n/t_0, \cdots, t_n)$ is defined to be the determinant in the right hand side of (1), where for each set of equal $t_i$'s, the corresponding columns are replaced by the successive derivatives evaluated at the point. With this definition, the system $\{u_0, \cdots, u_n\}$ will be called an Extended Tchebycheff system (ET-system), provided that $D^*(u_0, \cdots, u_n/t_{i_0}, \cdots, t_{i_n}) > 0$ for every set $t_{i_0} \leq t_{i_1} \leq \cdots \leq t_{i_n}$ of points of $I$. If, moreover, the systems $\{u_0, \cdots, u_i\}; i = 0, 1, \cdots, n$ are ET-systems, the system $\{u_0, \cdots, u_n\}$ is called an Extended Complete Tchebycheff system (ECT-system). The validity of Rutman's theorem for ECT-systems has essentially been proved in [3, Ch. XI, Theorem 1.2], a fact which will be used further along in our discussion.

We now turn to the statement of our results. Following R. Zielke [8, 9], we shall say that a set $A$ has property (D), provided it is totally ordered, it contains no smallest nor greatest element, and for every two distinct elements of $A$, there is a third element of $A$ in between. The main feature of this paper is the following:

**Theorem 1.** Let $\{u_0, \cdots, u_n\}$ be a CT-system on a nondenumerable set $A$ having property (D), and let $c \in A$. Then there is a system of functions $\{y_0, \cdots, y_n\}$ having the following properties:

(a) The functions $y_1, \cdots, y_n$ have a representation of the form (2) and $y_0 = u_0$ on $A$.

(b) There is a subset $B$ of $A$, having an at most denumerable complement in $A$, a real valued strictly increasing function $h$, defined on $A$, and a set $\{p_1, \cdots, p_n\}$ of real valued strictly increasing functions, defined on the open interval whose end points are the infimum and the supremum of $h(A)$, such that $p_i[h(c)] = 0, i = 1, \cdots, n$ and, for every point $t$ of $B$,

$$y_1(t) = y_0(t) \int_{h(c)}^{h(c)} dp_1(s)$$

(4) $$y_2(t) = y_0(t) \int_{h(c)}^{h(c)} \int_{h(c)}^{s_1} dp_2(s_1) dp_1(s)$$

$$y_n(t) = y_0(t) \int_{h(c)}^{h(c)} \cdots \int_{h(c)}^{s_n} dp_n(s_n) dp_{n-1}(s_{n-1}) \cdots dp_1(s).$$
Moreover, if the function $y$ is convex with respect to the system $\{u_0, \ldots, u_n\}$, it admits of the representation

$$y(t) = u(t) + y_0(t) \int_{h(c)}^{s_1} \cdots \int_{h(c)}^{s_n} dp_{n+1}(s_{n+1}) \cdots dp_1(s_1)$$

on $B$, where $p_{n+1}$ is an increasing function and $u$ is in the linear span of the system $\{u_0, \ldots, u_n\}$.

(c) For $i = 1, \ldots, n$, the functions $y_i$ are uniquely determined, and the functions $p_i$ are uniquely determined (a.e.), by the functions $h, u_0, \ldots, u_n$.

(d) If $A$ is a dense subset of an open interval (in particular if $A$ is an open interval), $h$ can be taken to be the identity function: $h(t) = t$.

(e) Let $v^+(t)$ and $v^-(t)$ denote the right and left one-sided limits of the function $v$ at the point $t$, and let $v_i = (u_i \circ h^{-1})/(u_0 \circ h^{-1})$. If $t$ is an element of the set $B$ there is a real number $p$, contained in the interval $[0,1]$, such that if $s = h(t)$, then

$$z_i(s) = pz_i^+(s) + (1-p)z_i^-(s), \quad i = 1, \ldots, n+1.$$

Conversely, if for some point $t$ of $A$ the functions $z_i$ admit of a representation of the form (6), with $s = h(t)$, then $t$ is contained in $B$, provided that $p$ be contained in the open interval $(0,1).$ If $p = 0$ or $p = 1$, $t$ may, or may not, belong to $B$. (See the first counterexample in the next section.)

REMARKS. (a) Note that if $\{u_0, \ldots, u_n\}$ is a $T$-system defined on a set having property (D), its linear span contains a basis that constitutes a CT-system, (see [8]).

(b) For the case of an $ECT$-system, the representation (5) is implicit in [3, Ch. XI, section 11] (see also [6]).

In the following theorem, we have gathered several propositions of independent interest, some of which will be employed in the sequel.

**Theorem 2.** Let $\{1, y_1, \ldots, y_n\}$ be a CT-system on a dense subset $A$ of an open interval $I$, and assume that $y_{n+1} \in C(1, y_1, \ldots, y_n)$ thereon. Then:

(a) For $i = 1, \ldots, n+1$, and every point $t$ of $I$, the one-sided limits $y_i^+(t)$ and $y_i^-(t)$ exist and are finite, and the functions $y_i^+$ and $y_i^-$ thus defined are of bounded variation in every closed subinterval of $I$.

(b) For every function $\alpha: I \to [0,1]$, if $z_i = \alpha y_i^+ + (1-\alpha)y_i^-$, then $\{1, z_1, \ldots, z_n\}$ is a CT-system on $I$, and $z_{n+1} \in C(1, y_1, \ldots, y_n)$ thereon, under the additional assumption that $A$ is nondenumerable.

(c) If $y_i$ is right (left) continuous at a given point of $A$, all the functions $y_i, i = 1, \ldots, n+1$ are right (left) continuous at this point.

(d) Let $n > 1$, and let $s$ be a point of $I$. If equation (6) is satisfied by
the functions $y_1$, $y_2$, and $y_3$, where $p$ is a point of the interval $[0, 1]$, then it is satisfied (for the same number $p$) by all the functions $y_i$, $i = 1, \cdots, n + 1$.

**Remark.** Note the connection between Theorem 2d. and Theorem 1e.

The proof of Theorem 1 will be divided into two parts, which we shall now outline. In the first part, we shall consider bounded functions $u_i$ defined on an open bounded interval $I$, such that $\{1, u_1, \cdots, u_n\}$ is a $CT$-system, $u_{n+1} \in C(1, u_1, \cdots, u_n)$ and, for $i = 1, \cdots, n + 1$, $u_i = (1/2)(u_i^- + u_i^+)$.

Convolving each function $u_i$ with the Gauss kernel $G_k(s)$ we obtain (for each $k$), an $ECT$-system $\{u_0(k, \cdot), \cdots, u_n(k, \cdot)\}$, such that $u_{n+1} \in C(u_0(k, \cdot), \cdots, u_n(k, \cdot))$. As we have already remarked, Rutman's Theorem is valid for $ECT$-systems. Since $u_i = (1/2)(u_i^- + u_i^+)$, it can be shown that $\lim_{n \to \infty} u_i(k, \cdot) = u_i$ on $I$. Thus, the proof of this case will follow (after a number of steps), by letting $k$ tend to infinity. The general case will be considered in the second part of the proof. By a suitable normalization, the original system will be transformed into a $CT$-system of bounded functions defined on a dense subset $D$ of an open interval $I$. Redefining these functions so that they will equal the average of their lateral limits everywhere on $D$, and applying Theorem 2 to extend them to the whole of $I$, we shall reduce the problem to the one considered in the first part of the proof.

Using Theorems 1 and 2, we shall easily prove the following proposition, which generalizes a result of Bartelt [1, Theorem 1]:

**Theorem 3.** Let $\{u_0, \cdots, u_n\}$ be a $T$-system on a dense subset $A$ of an interval $(a, b)$. Then:

(a) The system $\{u_0, \cdots, u_n\}$ can be extended as a $T$-system to the whole of $(a, b)$.

(b) If $\{u_0^*, \cdots, u_n^*\}$ is a system of continuous functions on $(a, b)$, such that $u_i^* = u_i$ on $A$, $i = 0, \cdots, n$, the following propositions are equivalent:

(i) The system $\{u_0^*, \cdots, u_n^*\}$ is a $T$-system on $(a, b)$.

(ii) The linear span of $\{u_0^*, \cdots, u_n^*\}$ contains a function that does not vanish on $(a, b)$.

(iii) The functions $u_i^*$ cannot all vanish at any one point of $(a, b)$.

Theorem 1 admits of a converse. Indeed, we shall readily prove the following:

**Lemma.** If the functions $y_i$ admit of a representation of the form (4) on a totally ordered set $A$, where the functions $h_i, p_1, \cdots, p_n$ are strictly increasing, and $y_0$ is strictly positive, then $\{y_0, \cdots, y_n\}$ is a $CT$-system on $A$. 

2. **Counterexamples to Rutman’s theorem.** Let

\[ p_1(t) = \begin{cases} 
    t - 1, & \text{if } -1 < t < 0 \\
    0, & \text{if } t = 0 \\
    t + 1, & \text{if } 0 < t < 1
\end{cases}, \quad p_2(t) = \begin{cases} 
    t - 1, & \text{if } -1 < t < 0 \\
    t + 1, & \text{if } 0 \leq t < 1
\end{cases}, \]

and define

\[ y_1(t) = \int_0^t dp_1(s), \]

and

\[ y_2(t) = \int_0^t \int_0^s dp_2(s_2) dp_1(s_1) = \int_0^t [p_2(s) - 1] dp_1(s). \]

Thus,

\[ y_1(t) = p_1(t), \]

and

\[ y_2(t) = \begin{cases} 
    (1/2)t^2 - 2t & \text{on } (-1, 0) \\
    (1/2)t^2 & \text{on } [0, 1].
\end{cases} \]

We know from our Lemma, that \{1, y_1, y_2\} is a CT-system on \((-1, 1)\). We thus see from Theorem 2b. or by direct computation, that if

\[ u_1(t) = \begin{cases} 
    t - 1 & \text{on } (-1, 0) \\
    t + 1 & \text{on } [0, 1],
\end{cases} \]

and \(u_2 = y_2\), then also \{1, u_1, u_2\} is a CT-system on \((-1, 1)\). Assume now, that there are two functions \(v_1 = u_1 + a, v_2 = u_2 + b_1 u_1 + b_2\), and two strictly increasing functions \(q_1, q_2\), such that \(v_1(t) = \int_0^t dq_1(s)\), and \(v_2(t) = \int_0^t \int_0^s dq_2(s_2) dq_1(s_1)\). Without any loss of generality, we can assume that \(q_1(0) = q_2(0) = 0\); thus \(v_1 = q_1 = u_1 + a\). If \(t\) is any point of the interval \((-1, 1)\) other than 0, it is clear from their definition that \(u_1 = y_1\). Since, as remarked above, \(y_1 = p_1\), we conclude that \(q_1 = p_1 + a\), identically on \((-1, 1)\), excepting perhaps at zero. Since the function \(q_2\) vanishes at 0, it is readily seen that \(v_2 = \int_0^t q_2(s) ds\). On the other hand, from the integral representation of the functions \(y_n\), and bearing in mind that \(u_1 = y_1\) if \(t \neq 0\), we see that, for every point of \((-1, 1)\), with the possible exception of 0, \(v_2 = y_2 + b_1 y_1 + b_2 = \int_0^t [p_2(s) + b_1 - 1] dp_1(s) + b_2\).
Let \( r \) be the saltus function of \( p \), i.e.

\[
r(\tau) = \begin{cases} 
0 & \text{on } (-1, 0) \\
1 & \text{if } \tau = 0 \\
2 & \text{on } (0, 1)
\end{cases}
\]

Then \( p(t) = (t - 1) + r(t) \). Thus, if \( t > 0 \),

\[
v_2(t) = \int_0^t [p_2(s) + b_1 - 1] \, ds + 2[p_2(0) + b_1 - 1] + b_2.
\]

From the integral representation of \( v_2 \) in terms of \( q_2 \), we see that \( v_2 \) vanishes at 0. Passing to the limit in the preceding formula, and bearing in mind that \( p_2(0) = 1 \), we conclude that \( b_2 + 2b_1 = 0 \). Since \( u_1(0) = 1 \), and \( u_2(0) = 0 \), from the representation of \( v_2 \) in terms of \( u_1 \) and \( u_2 \) we conclude, on the other hand, that \( b_1 + b_2 = 0 \). It is therefore clear that \( b_1 = b_2 = 0 \). Thus, if \( t > 0 \),

\[
v_2(t) = \int_0^t [p_2(s) - 1] \, ds = \int_0^t q_2(s) \, ds,
\]

and we conclude that for positive values of \( t \), \( q_2 = p_1 - 1 \). Passing to the limit, we readily see that \( q_2 \) is right-continuous at 0. But, being that \( q_1 = u_1 + a \), also \( q_1 \) is right-continuous at 0, and therefore the integral \( v_2(t) = \int_0^t q_2(s) \, dq_1(s) \) cannot exist for negative values of \( t \).

We can also prove that, even if the desired representation exists, the functions \( p_i \) in (3) may not be right-continuous. In order to see this, we can consider, for instance, the following example: Let \( q_1 \) and \( q_2 \) be strictly increasing functions defined in the interval \((-1, 1)\). Let \( q_1 \) be right-continuous and \( q_2 \) left-continuous, and assume that they are bounded, and have the same set of points of discontinuity; assume moreover that \( q_1(0) = q_2(0) = 0 \), and define \( u_1(t) = \int_0^t dq_1(s) \), and \( u_2(t) = \int_0^t \int_0^s dq_2(s) dq_1(s) \). Clearly \( u_1 = q_1 \), and \( u_2(t) = \int_0^t q_2(s) \, dq_1(s) \). Thus also \( u_2 \) is right-continuous on \((-1, 1)\).

Assume now there are two functions \( y_1, y_2, y_1 = u_1 + a, y_2 = u_2 + b_1u_1 + b_2 \), and two strictly increasing, right-continuous functions \( p_1, p_2 \), such that, for every \( t \) in \((-1, 1)\),

\[
y_1(t) = \int_0^t dp_1(s),
\]
and
\[
y_2(t) = \int_0^t \int_0^s dp_2(s) dp_1(s)
\]

Since \( u(0) = y(0) = 0 \), we conclude that \( a = 0 \). Thus \( dp_1 = dq_1 \). Since also \( u(0) = y(0) = 0 \), it is clear that \( b_2 = 0 \), whence combining the two representations of \( y_2 \), we see that
\[
y_2(t) = \int_0^t \int_0^s [p_2(s) - p_2(0)] dq_1(s) = \int_0^t [q_2(s) + b_1] dq_1(s).
\]

Let \( k = b_1 + p_2(0) \). It is clear from the preceding identity, that \( q_2 + k = p_2 \), on the set of points at which \( q_1 \) is continuous. Since \( q_1 \) and \( q_2 \) have the same set of points of discontinuity, we therefore conclude that also \( p_2 \) and \( q_1 \) have the same points of discontinuity. But \( dp_1 = dq_1 \). Thus \( p_1 \) and \( p_2 \) have the same points of discontinuity. But this is clearly impossible because, being that both \( p_1 \) and \( p_2 \) are right-continuous, it will suffice that the interval \((0, t)\) contain one point of discontinuity of \( p_1 \), for the integral
\[
\int_0^t [p_2(s) - p_2(0)] dp_1(s)
\]
not to exist.

Rutman's mistake is due to his belief that, if \( \{y_0, \ldots, y_n\} \) is a \( CT \)-system of right-continuous functions on an interval \((a, b)\) with \( y_0 = 1 \), the functions \( z_1(t) = \lim_{h \to 0^+} \frac{[y_1(t + h) - y_1(t)][y_2(t + h) - y_2(t)]}{[y_1(t) - y_1(t)]} \) not only exist for every point \( t \) of \((a, b)\), (which is true), but that in addition, they are right-continuous thereon (cf. op. cit. Thm. 2). This can be disproved by considering the following counterexample:

Let
\[
p_1(t) = \begin{cases} t - 1 & \text{on } (-1, 0) \\ t & \text{on } [0, 1] \end{cases}, \quad p_2(t) = \begin{cases} t - 1 & \text{on } (-1, 0) \\ t + 1 & \text{on } (0, 1) \end{cases}
\]

and define: \( y_0 = 1, \ y_1 = p_1, \ y_2 = \int_0^t p_2(s) dp_1(s) \).

Referring to our Lemma, we see that \( \{y_0, y_1, y_2\} \) is a \( CT \)-system of right-continuous functions on \((a, b)\). Moreover, if \( t \neq 0 \), \( z_2(t) = p_2(t) \). However, it is easy to verify that \( z_2(0) = 0 \), while \( \lim_{t \to 0^+} z_2(t) = \lim_{t \to 0^+} p_2(t) = 1 \).
3. Proofs.

Proof of Lemma. Taking into consideration [3, p. 10, Example 2b.], it will suffice to consider the case \( h(t) = t \). From the linearity of the integral we conclude (as in the proof of [3, Ch. XI, Lemma 2.1]), that if \( \{1, y_1, y_2, \ldots, y_n\} \) is a \( T \)-system and \( p \) is a strictly increasing function, then

\[
\left\{1, \int_c^t dp, \int_c^t y_1 dp, \ldots, \int_c^t y_n dp\right\}
\]

is a \( T \)-system, whence the conclusion follows by an obvious inductive procedure.

Proof of Theorem 2. (a) Let \( I = (a, b) \). The assertions are obvious for \( n = 0 \). Assume they are true if \( n = k \), and let \( n = k + 1 \). It will suffice to carry out the proof for every interval of the form \((c, b)\), \( a < c < b \), with \( c \in \mathbb{A} \). Let \( g_i = \frac{y_i - y_i(c)}{y_1 - y_1(c)} \), and \( c < t_1 < \cdots < t_{n+1} < b \). Developing by the first column, we readily see that

\[
D(1, y_1, \ldots, y_i/c, t_1, \ldots, t_i) = \left( \prod_{j=1}^n \left[ y_i(t_j) - y_i(c) \right] \right) D(1, g_2, \ldots, g_i/t_1, \ldots, t_i).
\]

Since \( y_1 \) is strictly increasing, the factors \( y_i(t_j) - y_i(c) \) are strictly positive. We thus conclude that \( \{1, g_2, \ldots, g_n\} \) is a \( CT \)-system on \( A \cap (c, d) \), and \( g_{n+1} \in C(1, g_2, \ldots, g_n) \) thereon, whence the assertions readily follow from the inductive hypothesis.

(b) Let \( B \) denote the set of points of \( \mathbb{A} \) at which all the functions \( y_i \) are continuous. From (a) we know that the set difference \( \mathbb{A} \sim B \) is at most denumerable; therefore \( B \) is dense in \( \mathbb{A} \). Clearly \( y_i = z_i \) on \( B \); thus \( \{1, z_1, \ldots, z_n\} \) is a \( CT \)-system on \( B \), and \( z_{n+1} \in C(1, z_2, \ldots, z_n) \) thereon. We shall first prove that, for \( i = 1, 2, \ldots, n+1 \), \( \{1, z_1, \ldots, z_i\} \) is a \( WT \)-system on \( I \); from this will follow, in particular, that \( z_{n+1} \in C(1, z_1, \ldots, z_n) \) on \( I \). The assertion is obvious if the function \( \alpha \) can only assume the values 0 and 1; indeed, this simply means that for every point \( t \), either \( z_i(t) = y_i(t) \), \( i = 1, \ldots, n \), or \( z_i(t) = y_1(t) \), \( i = 1, \ldots, n \) whence, since \( B \) is dense in \( I \), the proof of our claim follows by an obvious limiting process. In the general case, the assertion follows from the preceding discussion, the linearity of the determinant, and the fact that the functions \( \alpha \) and \( 1-\alpha \) are nonnegative. For example, let \( a < t_0 < t_1 < b \), \( \alpha(t_0) = p \), \( \alpha(t_1) = q \). Then, setting \( z_0 = 1 \), we have: \( D(1, z_1/t_0, t_1) = \det \left\| z_i(t_0), z_i(t_1) \right\| = \det \left\| p z_i(t_0) + (1 - p) z_i(t_1), q z_i(t_0) + (1 - q) z_i(t_1) \right\| = pq \det \left\| z_i(t_0), z_i(t_1) \right\| + p(1 - q) \det \left\| z_i(t_0), z_i(t_1) \right\| + \left(1 - p\right)q \det \left\| z_i(t_0), z_i(t_1) \right\| + (1 - p)(1 - q) \det \left\| z_i(t_0), z_i(t_1) \right\| \geq 0 \).

To prove that \( \{1, z_1, \ldots, z_n\} \) is a \( CT \)-system we proceed by induction. The assertion is obvious if \( n = 0 \). Assume it to be true if \( n = k \), and let \( n = k + 1 \). By inductive hypothesis, \( \{1, z_1, \ldots, z_{n-1}\} \) is a \( CT \)-system. Thus, we only have to prove that \( \{1, z_1, \ldots, z_n\} \) is a
T-system on \( I \). Assume this is not so; then, there is a nontrivial linear combination \( g \) of the functions \( 1, z_1, \ldots, z_n \), that vanishes on a set \( t_0 < t_1 < \cdots < t_n \) of points of \( I \). Since by inductive hypothesis \( \{1, z_1, \ldots, z_{n-1}\} \) is a T-system on \( I \), the coefficient of \( z_n \) in \( g \) cannot be zero; thus, without any loss of generality, we can assume it to equal \( 1 \). Since \( B \) is dense in \( I \), and \( \{1, z_1, \ldots, z_n\} \) is a T-system thereon, there is a point \( t'_n \) of \( B \), \( t_{n-1} < t'_n < t_n \) such that \( g(t'_n) \neq 0 \). Assume first that \( g(t'_n) > 0 \); then, since the coefficient of \( z_n \) in \( g \) is 1, developing by the last row and applying the inductive hypothesis, we see that

\[
D(1, z_1, \ldots, z_n/t_1, \ldots, t_{n-1}, t'_n, t_n) = D(1, z_1, \ldots, z_n-1, g/t_{n-1}, \ldots, t_{n-1}, t_n) < 0.
\]

If \( g(t'_n) < 0 \), we similarly see that \( D(1, z_1, \ldots, z_n/t_0, \ldots, t_{n-1}, t'_n) < 0 \). But these conclusions contradict the fact that \( \{1, z_1, \ldots, z_n\} \) is a WT-system on \( I \).

(c) The assertion is obviously true for \( n = 1 \). Assume it to be true for \( n = k \), and let \( n = k + 1 \). Assume for example that \( y_1 \) is right continuous at a point \( s \) of \( A \). By inductive hypothesis, the functions \( y_i \), \( i = 1, \ldots, n \) are right continuous at \( s \). Let \( t_0 < t_1 < \cdots < t_{n-1} < s < t_n \) where the \( t_i \)'s are points of \( A \). Since \( D(1, y_1, \ldots, y_{n+1}/t_0, \ldots, t_{n-1}, s, t_n) \) is nonnegative, making \( t_n \) tend to \( s \), we see that

\[
0 \leq D(1, y_1, \ldots, y_{n+1}/t_0, \ldots, t_{n-1}, s, s^+).
\]

Thus \( y_{n+1}^+(s) - y_{n+1}(s) \geq 0 \).

By considering now points \( t'_i \), such that \( t'_0 < \cdots < t'_{k-2} < s < t'_{n-1} < t'_n \) (if \( n = 2 \), such that \( s < t'_0 < t'_1 \)), and making \( t_{n-1} \) tend to \( s \), we similarly see that \( y_{n+1}^+(s) - y_{n+1}(s) \leq 0 \), whence the conclusion follows.

(d) The assertion is true by hypothesis for \( n = 2 \). Assume it to be true for \( n = k \), and let \( n = k + 1 \). Let \( s \) be any given point of \( A \), and let \( t_0 < \cdots < t_n \) be points of the set \( A \cap (s, b) \). Let \( Q = D(1, y_1, \ldots, y_n/t_0, \ldots, t_n) \) and, for \( i = 0, 1, \ldots, n \), let the functions \( z_i \) be defined by \( z_i(t) = D(1, y_1, \ldots, y_n/t_0, \ldots, t_{i-1}, t, t_{i+1}, \ldots, t_n) \). It is readily seen that \( D(z_0, \ldots, z_n/t_0, \ldots, t_n) = Q^{n+1} > 0 \), and proceeding as in [7, Lemma 2], we conclude that \( \{z_0, \ldots, z_n\} \) is a Tchebycheff system on \( A \). If \( z_{n+1}(t) = D(z_0, \ldots, z_n, y_{n+1}/t_0, \ldots, t_n, t) \), it is also clear that \( z_{n+1} \in C(z_0, \ldots, z_n) \) thereon. Let \( s_0 < \cdots < s_i \) be points of \( (a, t_0) \cap A \), \( i < n \). Then

\[
0 < D(z_0, \ldots, z_n/s_0, \ldots, s_i, t_{i+1}, \ldots, t_n) = Q^{i+1} D(z_0, \ldots, z_i/s_0, \ldots, s_i),
\]
and it follows that \( \{z_0, \ldots, z_n\} \) is a CT-system on \((a, t_0) \cap A\). It is similarly seen that also \( \{z_0, \ldots, z_{n-2}, -z_n\} \) is a CT-system on \((a, t_0) \cap A\), and that \( z_{n+1} \in C(z_0, \ldots, z_{n-2} - z_n) \) thereon. Let \( v_i = z_i/z_0 \), and assume first that \( v_i \) is continuous at \( s \). From (c) we know that all the functions \( v_i \) must be continuous at \( s \). It is therefore clear that the functions \( v_i \) admit of a representation of the form (6) at the point \( s \), where \( p \) can be any number in the interval \([0, 1]\). On the other hand, were \( v_i \) discontinuous at \( s \), if a representation of the form (6) exists at all, \( p \) must clearly be unique. Applying therefore the inductive hypothesis to the systems \( \{1, v_1, \ldots, v_n\} \) and \( \{1, v_1, \ldots, v_{n-2}, -v_n, v_{n+1}\} \) we conclude that the functions \( v_1, \ldots, v_{n+1} \) admit of a representation of the form (6) at the point \( s \). In particular, since \( 1/z_0 \) is in the linear span of these functions, it also admits of this representation, and we readily conclude that \( p[z_0(s)/z_0(s)] + (1-p)[z_0(s)/z_0(s)] = 1 \). Setting \( q = p[z_0(s)/z_0(s)] \), and bearing in mind that \( z_i = z_0 \cdot v_i \), the conclusion follows.

**Proof of Theorem 1.** We shall first consider the case in which \( \{1, u_1, \ldots, u_n\} \) is a CT-system of bounded functions defined on a bounded open interval \((a, b)\), such that \( u_i = (1/2)(u_i^+ + u_i^-) \) on \((a, b)\), for \( i = 1, \ldots, n+1 \).

Given a real-valued function \( u \) defined on \((a, b)\), let \( u(k, \cdot) \) be given by

\[
u(k, t) = \int_a^b u(s)G_k(t-s)ds, \quad \text{where}
\]

\[
G_k(s) = (k/\sqrt{2\pi})\exp[-(1/2)k^2s^2].
\]

Under the conditions imposed on the functions \( u_i \), it can be shown that \( \lim_{t \to a} u_i(k, \cdot) = u \) on \((a, b)\), for \( i = 0, 1, \ldots, n \). To see this, extend the functions \( u_i \) to the whole real line by stipulating that they should vanish outside of \((a, b)\). Setting \( \sigma_i(t) = \int_a^t u_i(s)ds \), and taking into consideration that \( G_k(t-s) = G_k(s-t) \), we see that

\[
u_i(k, t) = \int_{-\infty}^\infty G_k(s-t)ds\sigma_i(s) = \int_{-\infty}^\infty G_k(s)d\sigma_i(s + t),
\]

and the conclusion follows from [5, Theorem 4].

From the Basic Composition Formula [3, pp. 14, 15], we know that for any fixed integer \( k, k = 1, 2, \ldots \), the system \( \{u_0(k, \cdot), \ldots, u_n(k, \cdot)\} \) is an ECT-system on \([a, b]\). Let \( c \) be any given point of \((a, b)\). From [3, Ch. XI, Thm. 1.1] we conclude that by adding to each function \( u_i(k, \cdot) \) a suitable linear combination of its predecessors, we obtain a system
\[ y_i(k, \cdot) = u_i(k, \cdot) + \sum_{j=0}^{i-1} \alpha_i(k) u_j(k, \cdot), \]

satisfying the constraints \( y_i^{(r)}(k, c) = 0; \ r = 0, 1, \ldots, i - 1; \ i = 1, 2, \ldots, n. \)

Proceeding exactly as in the proof of [3, Ch. XI, Thm. 1.2], we see that the functions \( y_i(k, \cdot) \) admit of a representation of the form \( y_i(k, \cdot) = w_0(k, \cdot); \ y_i(k, t) = w_0(k, t) \int_c^t w_1(k, s) ds, \) and in general

\[ y_i(k, t) = w_0(k, t) \int_c^t \cdots \int_c^{s_{i-1}} \cdots \int_c^{s_1} w_i(k, s) ds \ldots ds_{i-1} ds_1 \]
on \([a, b]\), for \( i = 1, 2, \ldots, n \), where the functions \( w_i(k, \cdot) \) are strictly positive. Thus the functions \( p_i(k, t) = \int_c^t w_i(k, s) ds \) are strictly increasing. Clearly,

\[ y_i(k, t) = y_0(k, t) \int_c^t \cdots \int_c^{s_{i-1}} \cdots \int_c^{s_1} dp_i(k, s) dp_{i-1}(k, s_{i-1}) \ldots dp_1(k, s); \]

\( i = 1, 2, \ldots, n. \)

Let \( a < t_0 < t_1 < \cdots < t_{n-1} < c \), where the points \( t_i \) are arbitrary but fixed. Let

\[ z_i(k, t) = D(u_0(k, \cdot), \ldots, u_i(k, \cdot)/t_0, \ldots, t_i, t)/D(u_0(k, \cdot), \ldots, u_{i-1}(k, \cdot)/t_0, t_1, \ldots, t_{i-1}). \]

If \( \| f \|_A \) denotes the supremum of the function \( |f| \), taken over the set \( A \), it is obvious that the sequences \( \{\| u_i(k, \cdot) \|_{[a,b]}\}; \ k = 1, 2, \ldots \) are bounded. Thus, also the sequences \( \{\| z_i(k, \cdot) \|_{[a,b]}\}; \ k = 1, 2, \ldots \) are bounded. Moreover, from [7, Lemma 3] we conclude that the functions \( z_i(k, \cdot); \ i = 1, 2, \ldots, n \) admit of a representation of the form

\[ z_i(k, t) = w_0(k, t) \int_{b_i(k, i)}^{t_{i-1}} \cdots \int_{b_{i-1}(k, i)}^{b_{i-2}(k, i)} \cdots \int_{b_1(k, i)}^{b_0(k, i)} w_i(k, s) ds \ldots ds_1; \]

where \( t_0 < b_{i-1}(k, i) < b_{i-2}(k, i) \ldots < b_1(k, i) < t_{i-1} \). Therefore, by comparing (7) and (8) we conclude that if \( t \geq c, \) \( 0 \leq y_i(k, t) \leq z_i(k, t) \). This implies that the sequences \( \{\| y_i(k, \cdot) \|_{[c,b]}\}; \ k = 1, 2, \ldots \) are bounded, whence we can easily show that the coefficients \( a_{i,j}(k) \) are uniformly
bounded in \( i, j \) and \( k \). Thus, there exist numbers \( a_{i,1}, a_{i,2}, \cdots, a_{i,n} \) with \( a_{i,1} = 1 \), and a sequence \( \{k_j\}; j = 1, 2, \cdots \) such that, for \( i = 1, 2, \cdots, n \),

\[
\lim_{j \to \infty} y_i(k_j, \cdot) = \sum_{j=0}^{i} a_{i,j} u_i = y^*_i
\]
on \((a, b)\). Clearly \( \{1, y^*_1, \cdots, y^*_n\} \) is a CT-system on \((a, b)\). It remains to show that there exist strictly increasing functions \( p_1, \cdots, p_n \) such that for \( y_1, \cdots, y_n \) as in equations (3), \( y_i = y^*_i, i = 1, \cdots, n \).

We shall now restrict ourselves to the consideration of any closed subinterval \([a, \beta]\) of \((a, b)\). The proof for the whole of \((a, b)\) will follow from the uniqueness of the functions \( p_\nu \).

We shall consider two cases, according as to whether the functions \( p_\nu(k, \cdot) \) are bounded on \([a, \beta]\) uniformly in \( \{k_\nu\} \), or not. The first case will give us the desired representation, whereas the second will be shown to be impossible.

Since the functions \( p_\nu(k, \cdot) \) are monotone, in the first case we can apply Helly's first theorem to conclude that there are increasing functions \( p_\nu \) and a subsequence \( \{k'_\nu\} \) of \( k_\nu \) such that \( \lim_{\nu \to \infty} p_\nu(k'_\nu, \cdot) = p_\nu \) on \([a, \beta]\), for \( i = 1, \cdots, n \). Passing to the limit under the integral sign in (7), we conclude from (9) that the functions \( y^*_i \) have a representation of the form (3) on \([a, \beta]\). (This passage to the limit, in which a Riemann–Stieltjes integral is obtained, can be easily justified by means of Theorems 15.2 and 15.6 of [2, Chapter 2]). The functions \( p_\nu \) must be strictly increasing, for assume that some function \( p_\nu \) is not strictly increasing. Then \( p_\nu \) must take a constant value on some subinterval of \([a, \beta]\). By a simple inductive procedure, involving the number of integrations, we see that under this condition \( y^*_i \) must be in the linear span of the functions \( 1, y^*_1, \cdots, y^*_{i-1} \) thereon. But this contradicts the fact that \( \{1, y^*_1, \cdots, y^*_n\} \) is a T-system. Setting therefore \( y_i = y^*_i, i = 1, \cdots, n \), the conclusion follows.

Assume now that for some \( i \) the sequence \( \{p_\nu(k, \cdot)\} \) is not uniformly bounded on \([a, \beta]\), and let \( m \) be the smallest such \( i \). Since the sequence \( \{a_{1,\nu}(k)\}; k = 1, 2, \cdots \) is bounded, we easily conclude from (9) that \( m > 1 \). Since the functions \( p_\nu(k, \cdot) \) are increasing, we know that one of the sequences \( \{p_\nu(k, \alpha)\} \) or \( \{p_\nu(k, \beta)\}; k = 1, 2, \cdots \) is unbounded. Among the several possibilities, let us choose for illustration purposes the case in which \( \{p_\nu(k, \alpha)\} \) is unbounded and \( \alpha < c < \beta \). By definition, the functions \( p_\nu(k, \cdot) \) vanish at \( c \) and are negative to the left of \( c \). Hence, there exists a sequence \( \{k_\nu\} \) and strictly increasing functions \( p_\nu \) such that \( \lim_{\nu \to \infty} p_\nu(k_\nu, \cdot) = p_\nu \) on \([a, \beta]\); \( i = 1, \cdots, m-1 \), and, if \( t \leq \alpha \), \( \lim_{\nu \to \infty} p_\nu(k, t) = -\infty \). Let \( I_n(t_1, t_2) \) denote the subset of \( R^* \) defined by \( t_1 \leq s_n \leq s_{n-1} \leq \cdots \leq s_1 \leq t_2 \). Then, from (7) we see that, if \( t < \alpha \),
\[ |y_m(k, t)/y_0(k, t)| = \int_{l_m(t, c)} dp_{m}(k, s_m) \cdots dp_1(k, s_1) \]
\[ = \int_{l_{m-1}(t, c)} [-p_m(k, s_{m-1})] dp_{m-1}(k, s_{m-1}) \cdots dp_1(k, s_1) \]
\[ \geq \int_{l_{m-i}(t, c)} [-p_m(k, s_{m-1})] dp_{m-1}(k, s_{m-1}) \cdots dp_1(k, s_1) \]
\[ \geq [-p_m(k, \alpha)] \int_{l_{m-i}(t, c)} dp_{m-1}(k, s_{m-1}) \cdots dp_1(k, s_1). \]

Thus, \(|y_m^*(t)| = \lim_{m \to \infty} |y_m(k, t)/y_0(k, t)| = \infty\), which is impossible.

Let \(u\) be bounded, and convex with respect to \(\{u_0, \cdots, u_n\}\). If \(u\) is contained in their linear span, in order to obtain a representation of the form (5) it will suffice to take \(p_{n+1} = 1\). If \(u\) is not contained in the span of the functions \(u_n\), it is easily seen that \(\{v_0(k, \cdot), \cdots, v_n(k, \cdot), u(k, \cdot)\}\) is an ECT-system, and we can proceed as above.

In order to establish the uniqueness of the functions \(p_i\), assume that the functions \(y_i\) admit of a representation of the form (3) with respect to two sets of functions \(\{p_i\}\) and \(\{q_i\}\), with \(p_i(t) = q_i(t) = 0\); \(i = 1, \cdots, n\). Then \(\int_c^t dp_i = p_i(t)\) and \(\int_c^t dq_i = q_i(t)\). Without loss of generality we can assume that \(y_0(t) = 1\). Then \(y_i(t) = p_i(t) = q_i(t)\), and

\[ y_i(t) = \int_c^t \int_c^{s_1} \cdots \int_c^{s_{i-1}} p_i(s_{i-1}) dp_{i-1}(s_{i-1}) \cdots dp_1(s_1) \]
\[ = \int_c^t \int_c^{s_1} \cdots \int_c^{s_{i-1}} q_i(s_{i-1}) dq_{i-1}(s_{i-1}) \cdots dq_1(s_1); \quad i = 2, \cdots, n, \]

whence the assertion follows by repeated application of [2, Ch. II, Theorem 16.2]. In similar fashion, it can be shown that \(p_{n+1}\) is uniquely determined (a.e.), up to a constant, on the set of points at which it is strictly increasing.

We have thus shown that the functions \(p_i\) are uniquely determined (a.e.) by the functions \(y_1, \cdots, y_n\). In order to establish part (c) of the theorem, assume that the functions \(y_1, \cdots, y_k\) admit of the representations (2) and (3), and the functions \(z_1, \cdots, z_k\) of a representation of the form (2) with respect to coefficients \(b_{i,j}\) and of a representation of the form (3) with respect to functions \(q_1, \cdots, q_k\), where \(u_0 = y_0 = z_0\), and \(p_i(c) = q_i(c) = 0\); \(i = 1, \cdots, k\). We have to show that \(a_{i,j} = b_{i,j}\), and \(p_i = q_i\), for \(j = 0, \cdots, i - 1\), and \(i = 1, \cdots, k\). Since the systems \(\{y_0, \cdots, y_k\}\) and \(\{z_0, \cdots, z_k\}\) have both been obtained from the system \(\{u_0, \cdots, u_k\}\) by
means of a triangular linear transformation, it is clear that there exist coefficients $c_{ih}$ such that, for $i = 1, \ldots, k$, $y_i = z_i + \sum_{r=0}^{i-1} c_{ir} \cdot z_r$. Since the functions $y_i$ and $z_i$ admit of representations of the form (3), it is clear that they vanish at the point $c$, whence from the preceding formula we conclude that $0 = c_{i0} \cdot z_0$. Since $z_0 = u_0$, it is strictly positive. We thus conclude that $c_{i0} = 0$, and in particular that $y_i = z_i$.

The proof of the assertion now easily follows by an inductive argument involving the number of integrations, and the fact that the function $p_i$ is uniquely determined by the functions $y_1, \ldots, y_i$.

Let us now consider the general case. Since $u_0$ is strictly positive, and $u_0, u_1$ is a $T$-system, it is clear that the function $u_1/u_0$ is strictly increasing. Let $Q$ be the image of $A$ under the function $\arctg(u_1/u_0)$. Since this function is strictly increasing and bounded, it is clear that $Q$ is a bounded set of real numbers, having property (D).

For every element $t$ of $Q$, let $l(t)$ be the least upper bound of the set of points of $Q$ that precede $t$, and $u(t)$ the greatest lower bound of the set of points of $Q$ that follow $t$. Clearly there is an at most denumerable set of points of $Q$ for which $1 - u > 0$. For every element $t$ of $Q$, let $q(t) = l(t) + \sum_{s < t} [u(s) - l(s)]$. It is readily seen that $q$ is a strictly increasing function that transforms $Q$ into a dense subset of a bounded open interval. Let $h(t) = q[\arctg(u_1/u_0)(t)]$, and consider the functions defined on $h(A)$ by $z_i(t) = u_i[h^{-1}(t)]/u_0[h^{-1}(t)]$, $i = 0, 1, \ldots, n + 1$. Clearly $\{z_0, \ldots, z_n\}$ is a $CT$-system on $h(A)$, and $z_{n+1} \in C(z_0, \ldots, z_n)$ thereon. Since $z_0 = 1$, and $h(A)$ is a dense subset of an open bounded interval $(a, b)$, we know from Theorem 2(b) that, if $z^*_i = (1/2)[z^*_i + z^-_i]$, then $\{1, z^*_1, \ldots, z^*_{n+1}\}$ is a $CT$-system on $(a, b)$, and $z^*_{n+1} \in C(1, z^*_1, \ldots, z^*_n)$ thereon. By a procedure similar to the one employed in the proof of Theorem 2(a), we readily see that the functions $z^*_i$ are bounded in every interval of the form $(a', b')$, with $a < a' < b' < b$. From the uniqueness of the representations (2) and (3), we readily see that the assertions proved in the first part of this proof are also valid without the condition of boundedness.

Thus, if $c$ is a point in the set $A$, and $d = h(c)$, we know there is a system $\{1, y^*_1, \ldots, y^*_{n+1}\}$ admitting of the representation $y^*_i = z^*_i + \sum_{r=0}^{i-1} a_{ir} \cdot z^*_r$, $i = 1, \ldots, n + 1$, on $(a, b)$, as well as of a representation of the form (3) thereon (where $c$ is replaced by $d$), and the validity of statements (a), (b), (c), and (d) readily follows from the fact that $z_i = z^*_i$, except for an at most denumerable set of points. In order to prove (e) first note that, if $t$ is a point of $B$, it is easily seen, from the basic properties of Riemann–Stieltjes integrals, that the functions $y^*_i$ admit of a representation of the form (6) at the point $s = h(t)$, whence the proof of the necessity readily follows. Conversely, let $S$ denote the set of points of $(a, b)$ at which the functions $z_i$ admit of a representation of the form (6), with $p$ in the interval $[0, 1]$. By virtue of their integral representation, we know that the functions $y^*_i$ can be written in the form
\( y_\ast(t) = \int_a^t x_i(s) dp_i(s), \)

on \((a, b)\), for \(i = 1, \cdots, n + 1\), where \(x_i\) is a function of bounded variation in every closed subinterval of \((a, b)\). In particular, note that, for every point \(t\) of \((a, b)\), \(y_\ast(t) = p_i(t) - 0 = z_\ast(t) + a_{1,0}\). The function \(p_i\) can be redefined at every point of discontinuity so as to assume any desired value between \(p_i^+\) and \(p_i^-\), without changing the values of the functions \(y_\ast\) at points other than these points of discontinuity, with one possible exception: If one of the functions \(x_i\) is discontinuous and right (left) continuous at a point \(t_0\) at which also the function \(p_i\) is discontinuous, then \(p_i\) cannot be redefined to equal \(p_i^+\) (or \(p_i^-\)) at this point, without affecting the existence of the integral (10) for all points \(t\) such that \(|t - d| > |t_0 - d|\), as was shown in the first counterexample of §2.

Let therefore \(p_i^+\) be defined to equal \(z_i + a_{1,0}\) on the set of points of \(S\) for which \(p_i\) is neither 0 nor 1, and to equal \(p_i\) at all other points of \((a, b)\); for \(i = 1, \cdots, n + 1\), define \(v_i\) by means of the formula

\[ v_i(t) = \int_a^t x_i(s) dp_i^+(s), \]

and let \(g_i = z_i + \sum_{j=1}^{n} a_{i,j} z_j\), where the coefficients \(a_{i,j}\) are the same ones that appear in the representation of the functions \(y_i\) in terms of the functions \(z_i\). In the light of the remarks made in the preceding paragraph, and bearing in mind that \(v_i = g_i\) on \(S\), we see that \(v_i = g_i\) thereon, for \(i = 1, \cdots, n + 1\). Thus, \(y_i(t) = y_0(t) \cdot v_i[h(t)]\), on \(S\), and the conclusion follows.

**Proof of Theorem 3.** The proof of part (a) is essentially contained in the preceding discussion, and will therefore be omitted. In order to prove part (b), note that the implication (i) \(\Rightarrow\) (ii) is a direct consequence of [8], whereas (ii) \(\Rightarrow\) (iii) is trivial. In order to prove that (iii) \(\Rightarrow\) (ii), note that in view of the result of [8] we can assume, without any loss of generality, that \(\{u_0, \cdots, u_n\}\) is a CT-system on \(A\). Thus, it is clear that \(\{u_0^*, \cdots, u_n^*\}\) is a WT-system on \((a, b)\), for \(k = 0, \cdots, n\). Assume now that \(u_i^*(s_0) = 0\), for some point \(s_0\) of \((a, b)\). We claim that \(u_i^*(s_0) = 0\), \(i = 0, \cdots, n\), in contradiction of (iii). We proceed by induction on \(i\). The assertion is true by hypothesis, for \(i = 0\). Assume it to be true for \(i\) smaller or equal to \(m\), and let \(i = m + 1\). Let \(a < t_0 < \cdots < t_{m-1} < s_0 < t_m < b\), where the points \(t_i\) are contained in \(A\). Clearly \(D(u_0^*, \cdots, u_m^*/t_0, \cdots; t_{m-1}, s_0, t_m) > 0\). Thus, since \(u_i^*(s_0) = 0\), \(i = 0, \cdots, m\), it is clear that

\[ 0 \leq D(u_0^*, \cdots, u_{m+1}^*/t_0, \cdots; t_{m-1}, s_0, t_m) = -u_{m+1}^*(s_0) D(u_0^*, \cdots, u_m^*/t_0, \cdots; t_m), \]

whence it is clear that \(u_{m+1}^*(s_0) \leq 0\). Choosing now the points \(t_i\) so that \(a < t_0 < \cdots < t_m < s_0\), we similarly conclude that \(u_{m+1}^*(s_0) \leq 0\).
In order to prove that (iii) \( \Rightarrow \) (i), assume also in this case that \( \{u_0, \cdots, u_n\} \) is a CT-system. In view of the proof carried out in the preceding paragraph, it is clear that \( u_0^* \) is strictly positive throughout \( (a, b) \). By continuity we conclude that \( \{u_0^*, \cdots, u_k^*\} \) is a WT-system on \( (a, b) \), for \( k = 1, \cdots, n \), and the proof is carried out inductively, using (as was done in Theorem 1 to prove that the functions \( p_i \) are strictly increasing) the representations (4) and (5), and the Lemma.
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