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A representation of Tchebycheff systems in terms of iterated
Riemann-Stieltjes integrals, is given.

1. In troduct ion . A system of real-valued functions
{MO, Wi,' * , "nl defined on a totally ordered set is called a Tchebycheff
system or Γ-system (Weak Tchebycheff system or WΓ-system), provided
that for every choice of points t0 < tλ < < tn of the set,

(1) D(u0, uu , un/t0, tu - , tn) = det(M, (ίy); ij = 0,1, , n)

is strictly positive (nonnegative). A function u is said to be convex with
respect to the system {M0, MI, , «„}, if {w0, uu , un, u) is a WT-
system. The set of functions convex with respect to {w0, wb , un} is
evidently a cone. This cone is referred to as "Generalized Convexity
Cone". If {MO, wl5 , MJ is a Γ-system for / = 0, l, ,n, then
{M0, Mi, , Mn} is called a Complete Tchebycheff system or CT-
system. Note that no assumptions of continuity have been made in this
paragraph.

In 1965 there appeared a paper by M. A. Rutman in which the
following proposition is stated (cf. [4, Thm. 3]):

THEOREM. Suppose the system of right-continuous functions
{1, Mi, w2, , un} is a CT-system on the open interval (α, b). Then.there is
a system {1, yl9 y2, , yn} admitting of the following two representations on

(2) y, = M, + Σ auuj ί = 1,2, , n,
j = 0

and

yι(t)= ί dPι{s)
J c

(3) y2(t) = £ j'1 dp2(s2)dPι(Sί)

yn(t) = I I I dpnis^dpn-^Sn^) - - - dpx{sλ\

where c E(a,b) is arbitrary, and the functions p, are strictly increasing and
right-continuous on (α, b).
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Rutman's theorem has apparently nowhere been proved in detail; in
fact, as will be shown in the next section, it is not correct with this degree
of generality. The purpose of this paper is to investigate the existence of
representations of the type (3), in the most general context possible.

If the functions u, are n times continuously differentiate on an
interval /, we can extend the definition of D(u0, * * *> wn/ί0, * * , tn) as given
by (1), so as to allow for equalities amongst the t : if f0 = *i = = ti is
any set of points of /, then D*(u0, , un/tθ9 , tn) is defined to be the
determinant in the right hand side of (1), where for each set of equal t 's,
the corresponding columns are replaced by the successive derivatives
evaluated at the point. With this definition, the system {w0, * * *> un) will
be called an Extended Tchebycheff system (£T-system), provided that
D*(u0, - - -, unltQ, - - , ί n ) > 0 for every set ί o = Ί = ' * = *π of points of
/. If, moreover, the systems {u0, * , w,}; i = 0,1, , n are £T-systems,
the system {M O ," , M J is called an Extended Complete Tchebycheff
system (£CΓ-system). The validity of Rutman's theorem for ECT-
systems has essentially been proved in [3, Ch. XI, Theorem 1.2], a fact
which will be used further along in our discussion.

We now turn to the statement of our results. Following R. Zielke
[8, 9], we shall say that a set A has property (D), provided it is totally
ordered, it contains no smallest nor greatest element, and for every two
distinct elements of A, there is a third element of A in between. The
main feature of this paper is the following:

THEOREM 1. Let {uih ,un} be a CT-system on a nondenumerable
set A having property (D), and let c E A. Then there is a system of
functions {y(), , yn} having the following properties :

(a) The functions y u - * , yn have a representation of the form (2) and
yQ = Mo on A.

(b) There is a subset B of A, having an at most denumerable
complement in A, a real valued strictly increasing function /ι, defined on A,
and a set {pu •••,/*„} of real valued strictly increasing functions, defined on
the open interval whose end points are the infimum and the supremum of
/z(A), such that pκ [h(c)] = 0, / = 1, , n and, for every point t of B,

ί
Jh(c)

(4) y 2(O=yo(θί f c ω Γ dPl
Jh(c) Jh(c)

CHt) Γsλ rsn_x

yπ(0 = yo(O dpn{sn)dpn-λ{sn-λ)
Jh(c) Jh(c) J h(c)
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Moreover, if the function y is convex with respect to the system {u0, ••-,«„},

it admits of the representation

(5) y(t)=u (t) + yo(t) f (} ί ' ί " dpn+1(sn+ι) dp
Jh(c) Jh(c) J h(c)

on B, where pn+ι is an increasing function and u is in the linear span of the
system {uQ, •*,«„}.

(c) For i = 1, , n, the functions y( are uniquely determined, and
the functions pi are uniquely determined (a.e.), by the functions h, u(h , ur

(d) If A is a dense subset of an open interval (in particular if A is an
open interval), h can be taken to be the identity function: h(t)= t.

(e) Let v+(t) and v~(t) denote the right and left one-sided
limits of the function v at the point t, and let vι = (w, ° h ~ι)/(u0 ° h ~ι). If t is
an element of the set B there is a real number p, contained in the interval
[0,1], such that if s = h(t), then

(6) zx (s) = pz:(s) + (1 - p)zj(s), i = 1, , n + 1.

Conversely, if for some point t of A the functions z, admit of a
representation of the form (6), with s = h(t), then t is contained in B,
provided that p be contained in the open interval (0,1). Ifp = 0 orp = 1,
t may, or may not, belong to B. (See the first counterexample in the next
section.)

REMARKS, (a) Note that if {u0, , un) is a T-system defined on a
set having property (D), its linear span contains a basis that constitutes a
CT-system, (see [8]).

(b) For the case of an jECΓ-system, the representation (5) is
implicit in [3, Ch. XI, section 11] (see also [6]).

In the following theorem, we have gathered several propositions of
independent interest, some of which will be employed in the sequel.

THEOREM 2. Let {1, yl9 , yn} be a CT-system on a dense subset A
of an open interval I, and assume that yn+1 E C ( l , y b , yn)
thereon. Then:

(a) For i = 1, , n + 1, and every point t of I, the one-sided limits
yt(ί) and y7(0 exist and are finite, and the functions y] and y~ thus
defined are of bounded variation in every closed subinterval of I.

(b) For every function a: / - > [ 0 , 1 ] , // zx = ay+

t + (I- a)y~, then
{1, Zi, , zn) is a CT-system on I, and zn+ι E C ( l , yu , yn) thereon,
under the additional assumption that A is nondenumerable.

(c) // y{ is right (left) continuous at a given point of A, all the
functions yh i = 1, , n + 1 are right (left) continuous at this point.

(d) Let n > 1, and let s be a point of I. If equation (6) is satisfied by
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the functions yu y2, and y3, where p is a point of the interval [0,1], then it is
satisfied (for the same number p) by all the functions yl9 i = 1, , n + 1.

REMARK. Note the connection between Theorem 2d. and
Theorem le.

The proof of Theorem 1 will be divided into two parts, which we
shall now outline. In the first part, we shall consider bounded functions
ut defined on an open bounded interval /, such that {1, uu , un} is a
CT-system, M n , ,6C( l ,Mι," ,Mn) and, for / = l, ,n + l, M, = (l/2)
(u~ϊ -f u~). Convolving each function u, with the Gauss kernel Gk(s) we
obtain (for each fc), an ECT-system {uQ(k, ), , un(k, )}, such that
un+ι E C(uQ(k, •),•••, wn(/c, )). As we have already remarked, Rut-
man's Theorem is valid for ECT-systems. Since u, = (l/2)(u+

t + u~t), it
can be shown that lim,,^* H, (fc, ) = ut on /. Thus, the proof of this case
will follow (after a number of steps), by letting k tend to infinity. The
general case will be considered in the second part of the proof. By a
suitable normalization, the original system will be transformed into a
CΓ-system of bounded functions defined on a dense subset D of an open
interval I. Redefining these functions so that they will equal the average
of their lateral limits everywhere on D, and applying Theorem 2 to
extend them to the whole of /, we shall reduce the problem to the one
considered in the first part of the proof.

Using Theorems 1 and 2, we shall easily prove the following
proposition, which generalizes a result of Bartelt [1, Theorem 1]:

THEOREM 3. Let {u(h , un) be a T-system on a dense subset A of
an interval (a,b). Then:

(a) The system {w(), , un) can be extended as a T-system to the
whole of (α, b).

(b) // {M*, , wΐ} is a system of continuous functions on (α, b),
such that w*=w, on A, / = 0, , n, the following propositions are
equivalent:

(i) The system {w *> , "*} is a T-system on (α, b).
(ii) The linear span of {ut, , w*} contains a function that does

not vanish on (α, b).
(iii) The functions u* cannot all vanish at any one point of {a, b).

Theorem 1 admits of a converse. Indeed, we shall readily prove the
following:

L E M M A . // the functions yt admit of a representation of the form (4)

on a totally ordered set A, where the functions h, pi, ,p π are strictly

increasing, and yQ is strictly positive, then {y0, , yn} is a CT-system on A.
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2. Counterexamples to Rutman's theorem. Let

ί - 1 , if - K K O Γ r ~ 1 ? i f ~ 1 < ί < 0

0, if ί = 0 , P 2 (0 = |

ί + 1, if 0 < ί < l I ί + 1, if O^f < 1

and define

yi(t)= ί dpί(s)9
Jo

y2(ί)= P f" φ2(S 2)φ,(s,)= P [
Jo Jo Jo

and

Thus,

and

w , ϊ = ί ( l / 2 ) ί 2 - 2 ί on (-1 ,0)
y A l ) \{H2)t2 on [0,1).

We know from our Lemma, that {l,yi,y2} is a CT-system on

(-1,1). We thus see from Theorem 2b. or by direct computation, that

if

, s _ (t — 1 on (—1,0)
v y [t +1 on [0,1)

and w 2 =y 2 , then also {1, uu u2) is a CT-system on (-1,1). Assume
now, that there are two functions υλ = uγ 4- α, u2 = u2 4- fti^ 4- b2, and two

strictly increasing functions qu q2, such that vλ{t) = dqx(s), and ϋ2(ί) =
Jo

dq2(s2)dqλ(sλ). Without any loss of generality, we can assume that
Jo Jo
<jfi(O) = q2(0) = 0; thus υx = qx = Mi 4- α. If / is any point of the interval
( - 1,1) other than 0, it is clear from their definition that uλ = y1# Since,
as remarked above, y1 = pu we conclude that qλ = px 4- α, identically on
( - 1,1), excepting perhaps at zero. Since the function q2 vanishes at 0, it

is readily seen that v2 = q2(s)ds. On the other hand, from the integral
Jo

representation of the functions yn and bearing in mind that ux = y, if t^ 0,
we see that, for every point of ( - 1,1), with the possible exception of 0,

Vbιyι+b2= \ [ p 2 ( s ) + & i - l ] φ i ( s ) + & 2 .
Jo

v2 =
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Let r be the saltus function of pu i.e.

f 0 on (-1,0)

r(ί) = j 1 if ί = 0

12 on (0,1)

Then p,(r) = (ί - 1) + r(t). Thus, if t > 0,

v2(0 = f' [P2(s)+ 6, -l]ds + 2[p2(0) + 6, - 1] + b2.
JO

From the integral representation of v2 in terms of q2, we see that υ2

vanishes at 0. Passing to the limit in the preceding formula, and bearing
in mind that p2(0) = 1, we conclude that b2Λ-2bx — 0. Since Ui(0)= 1,
and w2(0) = 0, from the representation of v2 in terms of ux and u2 we
conclude, on the other hand, that bx + b2 — 0. It is therefore clear that
b{ = b2 = 0. Thus, if t > 0,

Jo

and we conclude that for positive values of ί, q2 = pi - 1. Passing to the
limit, we readily see that g2 is right-continuous at 0. But, being that
(?i = Wi + α, also ^ is right continuous at 0, and therefore the integral

v2(t)= q2(s)dqx(s) cannot exist for negative values of t.
Jo

We can also prove that, even if the desired representation exists, the
functions px in (3) may not be right-continuous. In order to see this, we
can consider, for instance, the following example: Let qλ and q2 be strictly
increasing functions defined in the interval (-1,1) . Let qx be right-
continuous and q2 left-continuous, and assume that they are bounded,
and have the same set of points of discontinuity; assume moreover that

<?i(0) = q2(0) = 0, and define uι(t)= \ dq{(s), and u2(t) =
Jo

dq2(s2)dqi(sι). Clearly ux = qu and u2{t) = q2(s)dqί(s). Thus also
Jo Jo Jo
u2 is right-continuous on ( - 1 , 1 ) .

Assume now there are two functions y b y2, y{= ux+a, y2 =
u2+ bxux+ b2j and two strictly increasing, right-continuous functions pu

p 2 , such that, for every t in (—1,1),

= ί
Jo

dp}(s),
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and

y2(ί) = ί f l dp2(s2)dpί(sί)
Jo Jo

Since uί(0) = y^O) = 0, we conclude that a = 0. Thus dpi = dqx. Since
also w2(0) = y2(0) = 0, it is clear that 62

 = 0, whence combining the two
representations of y2, we see that

= f
Jo

= Γ
Jo

Let k = b{ + p2(0). It is clear from the preceding identity, that
q2+ k = p2, on the set of points at which qx is continuous. Since qx and
q2 have the same set of points of discontinuity, we therefore conclude that
also p2 and qλ have the same points of discontinuity. But dpλ =
dqx. Thus pλ and p2 have the same points of discontinuity. But this is
clearly impossible because, being that both pλ and p2 are right-
continuous, it will suffice that the interval (0, t) contain one point of
discontinuity of pu for the integral

not to exist.
Rutman's mistake is due to his belief that, if {y0, — ,yn} is a

CT-system of right-continuous functions on an interval (a, b) with y0 = 1,
the functions zt(t) = limΛ_*0

+[y.(ί + h)- yι{t)]l[yι{t + h)- yx(t)] not only
exist for every point t of (α, b), (which is true), but that in addition, they
are right-continuous thereon (cf. op. cit. Thm. 2). This can be disproved
by considering the following counterexample:
Let

t-1 on (-1,0]

t + 1 on (0,1)

and define: y0 = 1, y, = pu y2 = p2{s)dpλ{s).

Jo
Referring to our Lemma, we see that {y0, yu yi} is a CT-system of
right-continuous functions on (α, b). Moreover, if ί^O, z2(t) =
p2(t). However, it is easy to verify that z2(0) = 0, while lim^0

+ z2(t) =
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3. Proofs.

Proof of Lemma. Taking into consideration [3, p. 10, Example 2b.],
it will suffice to consider the case h(t)= t. From the linearity of the
integral we conclude (as in the proof of [3, Ch. XI, Lemma 2.1]), that if
{1, yu y2, , y j is a T-system and p is a strictly increasing function, then

JΊ, I.dp, y i φ , , yidp} is a Γ-system, whence the conclusion

follows by an obvious inductive procedure.

Proof of Theorem 2. (a) Let / = (α, b). The assertions are obvi-
ous for n = 0. Assume they are true if n = fc, and let n = k + 1. It will
suffice to carry out the proof for every interval of the form (c, 6),
a<c<b, with c E A. Let gz = [y, - yt(c)]/[yi - yi(c)], and c < tλ <
• < tn+ι < b. Developing by the first column, we readily see that

yu , yjc, tu , U) = (f] [yifo ) ~ yi(O]) O(l, g2, *'', g./Ί,' * ', O

Since yλ is strictly increasing, the factors y\{tj)-y\{c) are strictly
positive. We thus conclude that {1, g2, * , gn} is a CT-system on
A (Ί (c, d), and gn+1 E C(l, g2, , gn) thereon, whence the assertions
readily follow from the inductive hypothesis.

(b) Let B denote the set of points of A at which all the functions y,
are continuous. From (a) we know that the set difference A ~ B is at
most denumerable; therefore B is dense in /. Clearly y, = zx on B thus
{l,z b ,zn} is a CT-system on B, and zn+] E C(l, ,2n) thereon. We
shall first prove that, for i = 1,2, , n + 1, {1, Zj, , z j is a WT-system
on /; from this will follow, in particular, that zn+1 E C(l, z1? , zn) on
/. The assertion is obvious if the function a can only assume the values
0 and 1; indeed, this simply means that for every point t, either
z,(ί) = yl(ί)> ϊ# = 1>'' '> n> 0 Γ z ' ( 0 = yT(O? i = 1, * , w whence, since B is
dense in 7, the proof of our claim follows by an obvious limiting
process. In the general case, the assertion follows from the preceding
discussion, the linearity of the determinant, and the fact that the
functions a and I- a are nonnegative. For example, let a < t{) < tx < b,
a(to) = p, a(t1) = q. Then, setting z o = l , we have: D ( l , z A , *i) =

-q)z~{U)\\ =

To prove that {1, z b , zn} is a CΓ-system we proceed by
induction. The assertion is obvious if n = 0. Assume it to be true if
n = fc, and let n = k + 1. By inductive hypothesis, {1, z b , z ^ } is a
CT-system. Thus, we only have to prove that {l,z b , zn} is a
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T-system on /. Assume this is not so; then, there is a nontrivial linear
combination g of the functions l ,z 1 ? — ,zn, that vanishes on a set
k < t\ < < tn of points of J. Since by inductive hypothesis
{l,Zi, , zn_J is a Γ-system on /, the coefficient of zn in g cannot be
zero; thus, without any loss of generality, we can assume it to equal
1. Since B is dense in /, and {1, zu , zn} is a Γ-system thereon, there
is a point t'n of B, tn^< t'n< tm such that g(t'n)^O. Assume first that
g(t'n) > 0; then, since the coefficient of zn in g is 1, developing by the last
row and applying the inductive hypothesis, we see that

, ZU ' , ZjtU , tn-U t'n, tn) = D(l, ZU , Z n - b g/tU , tn-U C tn)

If g(ίή)<0, we similarly see that D ( l , z b , zjto, , ίn_i, ί i ) <
0. But these conclusions contradict the fact that {1, zu , zn} is a
WT-system on /.

(c) The assertion is obviously true for n = 1. Assume it to be true
for n = fc, and let n = fc + 1. Assume for example that y1 is right
continuous at a point 5 of A. By inductive hypothesis, the functions yn

/ = 1, * ,n are right continuous at 5. Let ί o < *i < * * * < tn-i < s < tm

where the /f's are points of A. Since D ( l , yl5 , yn+i/r0, , in-b s, tn) is
nonnegative, making tn tend to 5, we see that

0 ^ D ( l , y1? , yπ+1/ί0, * * , tn-u s, s+)

= bn+i(s) - yn+ι(s)] D ( l , yl5 , yn/t0, , ίπ-b 5).

Thus y; + i (s)-y n + 1 (5)i?0.
By considering now points t'h such that t'0< -- < t'n-2< s < t'n-ι< t'n

(if n = 2, such that s < t'o < ίj), and making ίn_i tend to s, we similarly see
that y+ + 1 (s)- y n + 1 (s)§0, whence the conclusion follows.

(d) The assertion is true by hypothesis for n = 2. Assume it to be
true for n = fc, and let n = fc + 1. Let 5 be any given point of A, and let
k < ''' < tn be points of the set A Π (5, b). Let Q =
D(l , y1? , yn/k, - - , ίn) and, for ί = 0,1, , n, let the functions z, be
defined by z,(r) = £>(1, y1? , yn/t0, , ίf_b ί, ίl+1, , ίn). It is readily
seen that D(z 0 , , zn/t0> ,ίn) = O π + 1 > 0 , and proceeding as in [7,
Lemma 2], we conclude that {zo? ,zn} is a Tchebycheff system on
A. If zn+1(t) = D(z 0 , , zn, yn+i/^o? , ̂ , 0» it is also clear that zn+1 G
C(z0, * ,z n ) thereon. Let 5 0 < < 5 ί be points of (α,/ 0 )nA,
(i < n). Then

0 < £>(ZO, , Zn/So, , Si, ti+u , ίn) = O l + 1 D ( Z 0 , , Zf/So, * , 5έ),
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and it follows that {zθ9 -,zn} is a CT-system on (a9t0)ΠA. It is
similarly seen that also {z0, ', zn-29 - zn} is a CΓ-system on (a, t0) Π A,
and that zn+1 E C(z0, * , zn_2, - z«) thereon. Let υx = zjz^ and assume
first that Vι is continuous at s. From (c) we know that all the functions vt

must be continuous at s. It is therefore clear that the functions vι admit
of a representation of the form (6) at the point 5, where p can be any
number in the interval [0,1]. On the other hand, were υλ discontinuous
at s, if a representation of the form (6) exists at all, p must clearly be
unique. Applying therefore the inductive hypothesis to the systems
{1, υu - - , υn} and {1, υu , υn-2, - υn, vn+ί} we conclude that the functions
vu , υn+ι admit of a representation of the form (6) at the point s. In
particular, since l/z0 is in the linear span of these functions, it also admits
of this representation, and we readily conclude that p[zo(s)/zj(s)] +
(1 -p)[zo(s)/z~o(s)] = 1. Setting q = p[zo(s)/z+

o(s)], and bearing in mind
that Zi = zQ - vh the conclusion follows.

Proof of Theorem 1. We shall first consider the case in which
{1, Mi, , un) is a CΓ-system of bounded functions defined on a bounded
open interval (α, b), such that ux = (l/2)(wt + u~) on (α, fc), for
i = l, ,n + l.

Given a real-valued function u defined on (a, b), let w(/c, •) be
given by

M(fc, ί ) = l u ( s ) G k ( ί - s)ds, where

Under the conditions imposed on the functions uh it can be shown that
Hindoo Uι(k, ) = ut on (α, fe), for / = 0,1, , n. To see this, extend the
functions ux to the whole real line by stipulating that they should vanish

outside of (a, b). Setting σ f ( ί ) = I ut(s)ds, and taking into considera-
J a

tion that Gk(t - s)= Gk(s - t), we see that

u,(k,t)=\ Gk(s-t)dσι(s)= Gk(s)dσ,(s +1),
J -00 J-00

and the conclusion follows from [5, Theorem 4].
From the Basic Composition Formula [3, pp. 14, 15], we know that

for any fixed integer fc, fc = 1,2, , the system {wo(fc, •)>""'> wn(fc, )} is
an ECΓ-system on [α, b]. Let c be any given point of (α," fc). From [3,
Ch. XI, Thm. 1.1] we conclude that by adding to each function 14(fc, ) a
suitable linear combination of its predecessors, we obtain a system
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i - l

y,(fc, • ) = ut(k, ) + Σ α ί , / (/c)w y ( fc , ) ?

satisfying the constraints yίr)(/c, c) = 0; r = 0 ,1 , , i - 1; i = 1,2, , n.

Proceeding exactly as in the proof of [3, Ch. XI, Thm. 1.2], we see

that the functions y, (fc, ) admit of a representation of the form yo(fc, *) =

wo(K '); yi(fc, 0 = wo(fc, 0 vv f̂c, s)ds, and in general

y,(fc, 0 = wo(fc, 0 I vv f̂c, 5i) I w2(fc, s2)\ - I w,(fc, sι)dstdsi-i - - dsλ

on [α, ft], for i = l , 2 , * ,n, where the functions wf (fc, •) are strictly

positive. Thus the functions p,(fc, ί ) = W;(fc, s)<is are strictly
Jc

increasing. Clearly,

(7) y,(fc, 0 = yo(k, 0 £ J I

/ = 1,2, •• ,n.

Let α < to < t\ < - - ίn_i < c, where the points tx are arbitrary but

fixed. Let

z,(fc, 0 = D(iιo(k, •), * , M. (k, )/ίo, * , ίi-i, 0/

D ( i i o ( f c , •)>•'% w i - i ( f c

9 ' )/Ό, ίi, * ' , ti-ι).

If | | / | | Λ denotes the supremum of the function | / | , taken over the set A, it

is obvious that the sequences {|| Mf(k, )||[α,f,]}; k = 1,2, are

bounded. Thus, also the sequences {||z/(fc, )IU*]}; k = l>2, ••• are

bounded. Moreover, from [7, Lemma 3] we conclude that the functions

z, (fc, ); i = 1,2, , n admit of a representation of the form

(8) z, (fc, 0 = wo(k, 0 I w^fc, 5 l ) I ' w2(k, s2) •
Ju-x Jbi(k,i)

Jfcι-i(k,i)

where ί0 < &ι-i(k, i) < fet-2(k, /)<•••< fti(k, /) < /;_!. Therefore, by com-

paring (7) and (8) we conclude that if / g c, 0 ^ y f(k, ί) ^ z,(fc, ί) This

implies that the sequences {||y,(fc, )||[C,f,]}; k = l , 2 , ••• are bounded,

whence we can easily show that the coefficients atJ(k) are uniformly
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bounded in /, j and k. Thus, there exist numbers aιΛ, aι2, , au, with
α ( ί = 1, and a sequence {fcy}; / = 1,2, such that, for / = 1,2, , n,

(9) lim yι(/cy, ) = Σ ^/"/ Ξ

on (α, 6). Clearly {1, y *, , y *} is a CT-system on (α, ft). It remains
to show that there exist strictly increasing functions pu- - ,pn such that
for yu , yn as in equations (3), y, = y *, i = 1, , n.

We shall now restrict ourselves to the consideration of any closed
subinterval [a, β] of (α, b). The proof for the whole of (α, b) will follow
from the uniqueness of the functions p, .

We shall consider two cases, according as to whether the functions
pt(kn •) are bounded on [α,/3] uniformly in {/c,}, or not. The first case
will give us the desired representation, whereas the second will be shown
to be impossible.

Since the functions pt(k, •) are monotone, in the first case we can
apply Helly's first theorem to conclude that there are increasing functions
pt and a subsequence {fe'} of kp such that limy_+ocpf(/cj, •) = p, on [α, β], for
ί = l, ,n. Passing to the limit under the integral sign in (7), we
conclude from (9) that the functions y * have a representation of the form
(3) on [α, j8]. (This passage to the limit, in which a Riemann-Stieltjes
integral is obtained, can be easily justified by means of Theorems 15.2
and 15.6 of [2, Chapter 2]). The functions px must be strictly increasing,
for assume that some function p{ is not strictly increasing. Then pt must
take a constant value on some subinterval of [α, β\. By a simple
inductive procedure, involving the number of integrations, we see that
under this condition y* must be in the linear span of the functions
1, y *, , y *_! thereon. But this contradicts the fact that {1, y *, , y *}
is a Γ-system. Setting therefore y, = y t, ί = 1, , n, the conclusion
follows.

Assume now that for some i the sequence {pι(k, -)} is not uniformly
bounded on [α, β ] , and let m be the smallest such i. Since the sequence
{αM)(fc)}; fc = l,2, ••• is bounded, we easily conclude from (9) that
m > 1. Since the functions pm (fc, ) are increasing, we know that one of
the sequences {pm (fc, a)} or {pm (k, β)}; k = 1,2, is unbounded. Among
the several possibilities, let us choose for illustration purposes the case in
which {pm(K <*)} is unbounded and a < c < β. By definition, the func-
tions Pi(k, ) vanish at c and are negative to the left of c. Hence, there
exists a sequence {kr} and strictly increasing functions ph such that

^xp, (fcr, •) = pt on [α, β]\ ' i =-1, , m - 1, and, if t ^ a,
^cpm{k n t)= - oo. Let In{tu t2) denote the subset of Rn defined by

^ sn g sn-ι ^ ^ Si ̂  ί2- Then, from (7) we see that, if t < α,
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= J dpm(k,sm)

[~Pm(K 5m_1)]φm_1(fc, Sm-t) ' φi(fc, Sj)
Jlm-\(t,c)

= J [ ~ Pm (fc, 5m_1)]dpm-1(fc, Sm-l) * * * Φl(fc, *l)

Γ

Thus, \y *(ί)| = lim,^ | ym (fcr, t)/yo(kn ί) | = °°, which is impossible.
Let w be bounded, and convex with respect to {w0, * * , wn}. If w is

contained in their linear span, in order to obtain a representation of the
form (5) it will suffice to take pn+x = 1. If w is not contained in the span
of the functions un it is easily seen that {vo(k, ), , υn(fc, ), u(fc, )} is an
£CΓ-system, and we can proceed as above.

In order to establish the uniqueness of the functions pn assume that
the functions yf admit of a representation of the form (3) with respect to
two sets of functions {#} and {gj, with pt(c) = qι(c) = 0; i =

1, , n. Then dp, = pXt) and dqt = q,{t). Without loss of gener-

ality we can assume that yo(t) = 1. Then yx(t) = pλ{t) = qλ(t), and

y,(0 = I * * * 2 P i ^ -OΦi-i^-O dpλ{sλ)
J c J c J c

= \ \ ' " J < ? « ( s , - i ) d < 7 i - i ( 5 i - i ) " # ' ^ i ( 5 0 ; i = 2 , , n ,

whence the assertion follows by repeated application of [2, Ch. II,
Theorem 16.2]. In similar fashion, it can be shown that pn+ι is uniquely
determined (a.e.), up to a constant, on the set of points at which it is
strictly increasing.

We have thus shown that the functions pt are uniquely determined
(a.e.) by the functions yu- ,yf. In order to establish part (c) of the
theorem, assume that the functions yu ,yk admit of the representa-
tions (2) and (3), and the functions zu , zk of a representation of the
form (2) with respect to coefficients bih and of a representation of the
form (3) with respect to functions qu---,qk, where u0 = y0 = z0, and
p,(c) = q,{c) = 0, i = 1, , k. We have to show that aX] = bιp and px = qn

for / = 0, , i - 1, and i = 1, , fc. Since the systems {y0, * , yk} and
{z0, * ,zfc} have both been obtained from the system {uo," ,uk} by
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means of a triangular linear transformation, it is clear that there exist
coefficients cih such that, for i = 1, , fc, y, = z x + Σ ioCy z r Since the
functions y, and z, admit of representations of the form (3), it is clear that
they vanish at the point c, whence from the preceding formula we
conclude that 0 = ci0 z0. Since z0 = uθ9 it is strictly positive. We thus
conclude that ci0 = 0, and in particular that yi = Zi.

The proof of the assertion now easily follows by an inductive
argument involving the number of integrations, and the fact that the
function p, is uniquely determined by the functions y,, , y,.

Let us now consider the general case. Since u0 is strictly positive,
and w0, uλ is a T-system, it is clear that the function ujuo is strictly
increasing. Let Q be the image of A under the function
arctg(wi/w0). Since this function is strictly increasing and bounded, it is
clear that Q is a bounded set of real numbers, having property (D).

For every element t of Q, let I(ί) be the least upper bound of the set
of points of Q that precede /, and u(t) the greatest lower bound of the set
of points of Q that follow t. Clearly there is an at most denumerable set
of points of 0 for which I - u > 0 . For every element t of Q, let
q(t) = 1(0 + Σ s < l [u(s)- l(s)]. It is readily seen that q is a strictly increas-
ing function that transforms Q into a dense subset of a bounded open
interval. Let h{t) = q[arctan(ui/uo)(O]> a n d consider the functions de-
fined on h(A) by Zi(t)= u^h^yuoih'it)], i = 0,1, , n + 1. Clearly
{z0, •• ,zn} is a CΓ-system on h{A), and zn+ίE C(z0, , zn)
thereon. Since z0 = 1, and h(A) is a dense subset of an open bounded
interval (α, b), we know from Theorem 2(b) that, if z * = (1/2)[zΐ + z7],
then {1, z ΐ, , z *} is a CΓ-sysΓem on (α, b), and z *+1 E C(l, z f, , z *)
thereon. By a procedure similar to the one employed in the proof of
Theorem 2(a), we readily see that the functions z * are bounded in every
interval of the form (α', b'), with a < a' <b' <b. From the uniqueness
of the representations (2) and (3), we readily see that the assertions
proved in the first part of this proof are also valid without the condition of
boundedness. Thus, if c is a point in the set A, and d = h{c), we know
there is a system {1, y ?, , y *+1} admitting of the representation y * =
z* + ΣJIQ aUjz*, i = 1, , n + 1, on (α, b), as well as of a representation of
the form (3) thereon (where c is replaced by d), and the validity of
statements (a), (b), (c), and (d) readily follows from the fact that zt = z*,
except for an at most denumerable set of points. In order to prove (e)
first note that, if t is a point of B, it is easily seen, from the basic
properties of Riemann-Stieltjes integrals, that the functions y * admit of
a representation of the form (6) at the point s = h (t), whence the proof of
the necessity readily follows. Conversely, let 5 denote the set of points
of (α, b) at which the functions z, admit of a representation of the form
(6), with p in the interval [0,1]. By virtue of their integral representa-
tion, we know that the functions y * can be written in the form
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(10) y*(t)= Γ x,(s)dpι(s),
Jd

on (α, 6), for i = 1, , n + 1, where xt is a function of bounded variation
in every closed subinterval of (α, b). In particular, note that, for every
point t of (α, 6), y ?(ί) = pj(r) — 0 = z *(*) + #i,o The function p] can
be redefined at every point of discontinuity so as to assume any desired
value between p\ and p~u without changing the values of the functions y *
at points other than these points of discontinuity, with one possible
exception: If one of the functions xt is discontinuous and right (left)
continuous at a point t0 at which also the function px is discontinuous,
then pi cannot be redefined to equal p\ (or p\) at this point, without
affecting the existence of the integral (10) for all points t such that
11 - d I > I ί0 ~~ d |, as was shown in the first counterexample of §2.

Let therefore p * be defined to equal zx + ah0 on the set of points of 5
for which p is neither 0 nor 1, and to equal pλ at all other points of (α, b)\
for / = 1, , n + 1, define vt by means of the formula vt(t) ~

Xi(s)dp*(s), and let g, = zt +Σ]ZoaitJzh where the coefficients α u arei
the same ones that appear in the representation of the functions y * in
terms of the functions z*. In the light of the remarks made in the
preceding paragraph, and bearing in mind that υλ = gx on S, we see that
Vi = gi thereon, for / = 1, , n + 1. Thus, y,(ί) = yo(ί) v\h(t)}, on S,
and the conclusion follows.

Proof of Theorem 3. The proof of part (a) is essentially contained in
the preceding discussion, and will therefore be omitted. In order to
prove part (b), note that the implication (i) => (ii) is a direct consequence
of [8], whereas (ii) => (iii) is trivial. In order to prove that (iii) => (ii), note
that in view of the result of [8] we can assume, without any loss of
generality, that {w0, , un) is a CΓ-system on A, Thus, it is clear that
{u o, •', u *} is a WT-system on (α, b), for k = 0, , n. Assume now
that uS(so) = O, for some point s0 of (α, b). We claim that u*(so) = O,
i = 0, , n, in contradiction of (iii). We proceed by induction on
I The assertion is true by hypothesis, for i = 0. Assume it to be true
for i smaller or equal to m, and let i = m + 1. Let a < t0 < * * * < tm-\ <
So<tm< 6, where the points tx are contained in A. Clearly
D(ut, •• , M*/ίo, * , ί m ) > 0 . Thus, since w*(so) = O, i = 0, ,m, it is
clear that

0 ^ D(u S, , u Z+1/to, * , ίw-i, So, ί«)
= - u t+ί(so)D(u 5, , w */f0, , ίm ,

whence-it is clear that M * + 1 ( S 0 ) ^ 0 . Choosing now the points u so that
a < t0 < - < ίm < So, we similarly conclude that u *+i(s0) S 0.
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In order to prove that (iii) Φ (i), assume also in this case that
{Wo, ••-,«„} is a CT-system. In view of the proof carried out in the
preceding paragraph, it is clear that w* is strictly positive throughout
(α, b). By continuity we conclude that {u *, , u *} is a WΎ-system on
(α, 6), for fc = 1, , n, and the proof is carried out inductively, using (as
was done in Theorem 1 to prove that the functions px are strictly
increasing) the representations (4) and (5), and the Lemma.
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