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This paper is motivated by the observation that Noether's theorem for quadratic differentials fails for hyperelliptic Riemann surfaces. In this paper we provide an appropriate substitute for Noether's theorem which is valid for plane domains with hyperelliptic double. Our result is somewhat more explicit than Noether's, and, in contrast with the case of nonhyperelliptic surfaces, it provides a basis for the (even) quadratic differentials which holds globally for all domains with hyperelliptic double. An important fact which plays a significant role in these considerations is that no two normal differentials of the first kind can have a common zero on a domain with hyperelliptic double.

Let $W$ be a closed Riemann surface of genus $g \geq 1$. We wish to consider the class of analytic quadratic differentials on $W$. In terms of a local parameter $z = z(p)$, $p \in W$, recall that an analytic quadratic differential has the representation $f(z)dz^2$, where $f(z)$ is a regular analytic function of the variable $z$. The analytic quadratic differentials form a complex linear space of dimension $3g - 3$ for $g \geq 1$ and of dimension $1$ for $g = 1$. Additionally, the product of two Abelian differentials of the first kind is an analytic quadratic differential. Noether's theorem is fundamental in that it provides for a basis for the analytic quadratic differentials on a nonhyperelliptic Riemann surface in terms of products of Abelian differentials of the first kind. See, for example, Hensel and Landsberg [4], p. 502.

In contrast, it is a direct computation that on a hyperelliptic Riemann surface of genus $g \geq 1$, the products $\theta_i \theta_j$ of Abelian differentials of the first kind span a complex linear space of dimension $2g - 1$. Thus, in particular, Noether's theorem fails in the case of hyperelliptic surfaces of genus $g \geq 3$. In this paper we obtain an appropriate substitute for Noether's theorem in the case of hyperelliptic surfaces obtained as doubles of plane domains.

**Definition 1.** For each $n \geq 1$ let $\mathcal{A}_n$ be the class of all domains whose boundary is formed by $n$ disjoint piecewise analytic curves. We shall denote by $H_n$ the class of all domains in $\mathcal{A}_n$ which possess a hyperelliptic double, and by $\Sigma_n$ the class of all domains which are the exterior of a system of $n$ slits taken from the real axis.
We established in [1] that each domain in $H_n$ can be mapped analytically and univalently onto a domain in $\Sigma_n$.

Suppose now that $D \in \Sigma_n$, and that the point at infinity is in $D$. The boundary of $D$ is then formed by the $n$ disjoint segments of the real axis

$$\gamma_j = [r_{2j+1}, r_{2j+2}], \quad j = 0, 1, 2, \cdots, n - 1$$

and we shall find it convenient to order the $\gamma_j$ with the assumption

$$r_1 < r_2 < \cdots < r_{2n}.$$

We also have the complementary segments

$$\alpha_j = [r_{2j+3}, r_{2j+2}], \quad j = 0, 1, 2, \cdots, n - 2,$$

$$\alpha_{n-1} = [r_{2n}, \infty] \cup [-\infty, r_1].$$

The structure polynomial $q(z)$ for $D$ is defined by $q(z) = \prod_{j=1}^{2n} (z - r_j)$. It is easy to see that the double of $D$ is the hyperelliptic Riemann surface given by $w^2 = q(z)$.

Let $\omega_\mu$ be the harmonic measure in $D$ with boundary values $\delta_\mu(v)$ on $\gamma_v$. Each $\omega_\mu$ is the real part of a multivalued analytic function $w_\mu(z) = \omega_\mu(z) + i \sigma_\mu(z)$ whose derivative is single valued on $D$. We define the induction coefficients $P_{\mu\nu}, \mu, \nu = 0, 1, 2, \cdots, n - 1$, by

$$P_{\mu\nu} = -\frac{1}{2\pi} \int_{\gamma_v} \frac{\partial \omega_\mu}{\partial n} \, ds = \frac{1}{2\pi i} \int_{\gamma_v} w_\mu'(z) dz.$$ 

Observe that the study of the Abelian differentials of the first kind on the double of $D$ is equivalent to the study of the differentials $w_\mu'(z) dz$ on $D$.

**Theorem 1.** If $D \in \Sigma_n$, and $\gamma_\mu$ is a boundary segment of $D$, then $w_\mu'(z) = w_\mu'(\bar{z})$, and the zeros of $w_\mu'(z)$ are all simple and are located, one each, on the $n - 2$ open segments of the extended real axis complementary to the boundary of $D$ and not adjacent to $\gamma_\mu$.

**Proof.** To simplify our notation, we will prove Theorem 1 only for the differential $w_0'(z)$. From the definition of $w_0(z)$ we have

$$w_0'(z) = \frac{\partial}{\partial x} \omega_0(z) - i \frac{\partial}{\partial y} \omega_0(z).$$

But observe that $\omega_0(z) = \omega_0(\bar{z})$, whence for $z = x$ real in $D$,
and so in this case equation (4) becomes

\[ w_0'(x) = \frac{\partial}{\partial x} \omega_0(x), \quad x \text{ real}, \quad x \in D. \]

We have also \( w_0'(z) = \overline{w_0'(\overline{z})} \).

Now restrict \( \omega_0 \) to one of the intervals \( \alpha_1, \alpha_2, \ldots, \alpha_{n-2} \), say to \( \alpha \). From the boundary behavior of \( \omega_0 \), we see that \( \omega_0 \) is zero at both endpoints of \( \alpha \) and that \( \omega_0(x) > 0 \) for \( x \) in the interior of \( \alpha \). It follows that \( \omega_0 \) achieves a maximum at some interior point \( x \in \alpha \), and at this point we have \( (\partial / \partial x) \omega_0(x) = 0 \) and so by equation (6), \( w_0'(x) = 0 \).

Finally, it is known that \( w_0'(z)dz \) can possess at most \( n - 2 \) zeros in the interior of \( D \), and thus Theorem 1 follows.

**Corollary 1.** For a domain in the class \( \Sigma_n \), if \( w_\mu'(z_0) = 0 \), then \( w_\mu''(z_0) < 0 \).

**Proof.** For \( z \) real, \( w_\mu''(z) = (\partial^2 / \partial x^2) \omega_\mu(z) \). Moreover, the condition \( w_\mu'(z_0) = 0 \) implies that \( z_0 \) is real and that \( \omega_\mu(z) \) has a local maximum at \( z_0 \); thus \( w_\mu''(z_0) \leq 0 \). But all of the zeros of \( w_\mu'(z) \) are simple and the result follows.

The following result is an immediate consequence of Theorem 1 and the representation of Abelian differentials of the first kind on hyperelliptic surfaces. See, for example, Springer [6], §10-10.

**Theorem 2.** For a domain in the class \( \Sigma_n \) whose structure polynomial is \( q(z) \), we have

\[ w_\mu'(z)dz = \frac{p_\mu(z)}{\sqrt{q(z)}} \, dz \]

where \( p_\mu(z) \) is a real polynomial of degree at most \( n - 2 \), all of whose roots are real.

**Corollary 2.** If \( D \in \Sigma_n \) has structure polynomial \( q(z) \), and if \( p(z) \) is a polynomial with real coefficients of degree at most \( n - 2 \), then \( p(z)/\sqrt{q(z)} \) can be expressed as a real linear combination of \( w_1'(z), w_2'(z), \ldots, w_{n-1}'(z) \).

**Proof.** The differentials \( w_1'(z), \ldots, w_{n-1}'(z) \) are linearly independent, and, therefore, so also are the polynomials \( p_1(z), \ldots, p_{n-1}(z) \).
Our concern now is with products of the form \( w'_{\mu(z)} w'_{\nu(z)} dz^2 \). Observe that if \( D \) is a domain with analytic boundary, then \( w'_{\mu(z)} w'_{\nu(z)} dz^2 \) is negative and so, in particular, real. It is to preserve this property that we shall consider real rather than complex vector spaces.

**Definition 2.** For \( D \in H_n \), we shall denote by \( \Gamma^2(D) \) the real linear space generated by the products \( w'_{\mu(z)} w'_{\nu(z)} dz^2 \), \( \mu, \nu = 1, 2, \cdots, n-1 \).

If \( D \in \Sigma_n \), \( n = 2, 3, \cdots \), with structure polynomial \( q(z) \), it is an immediate consequence of Theorem 2 that

\[
\Gamma^2(D) = \left\{ \frac{p(z)}{q(z)} dz^2 : p(z) \text{ is a polynomial with real coefficients of degree at most } 2n - 4 \right\}.
\]

In particular, we see that if \( D \in H_n \), then \( \Gamma^2(D) \) is a real linear space of real dimension \( 2n - 3 \), \( n = 2, 3, \cdots \).

**Lemma 1.** If \( D \) is a domain in the class \( \Sigma_n \), and if, for some enumeration of the boundary segments of \( D \), the differentials \( w'_{\nu(z)} dz \) and \( w'_{\mu(z)} dz \) have no common zeros, then

\[
w'_{\nu(z)} dz^2, w'_{\nu(z)} w'_{\nu(z)} dz^2, \cdots, w'_{\nu(z)} w'_{n-1(z)} dz^2,
\]

are linearly independent and so form a basis for \( \Gamma^2(D) \).

**Proof.** Let \( D \) be a domain in the class \( \Sigma_n \) with structure polynomial \( q(z) \). Each of the differentials \( w'_{\nu(z)} dz \) is then of the form \( p_{\nu}(z)/\sqrt{q(z)} dz \) where \( p_{\nu}(z) \) is a polynomial of degree at most \( n - 2 \). Since the linear dependence properties of the \( w'_{\nu(z)} dz \) are preserved by conformal homeomorphisms, we can perform, if necessary, a fractional linear transformation to insure that both of the polynomials \( p_{\nu}(z) \) and \( p_{\mu}(z) \) are of the maximum possible degree \( n - 2 \). The zeros of \( p_{\mu}(z) \) and \( p_{\nu}(z) \) will then be denoted respectively by \( \xi_1, \xi_2, \cdots, \xi_{n-2} \), and \( \xi_{1'}, \xi_{2'}, \cdots, \xi_{n-2'} \).

We now assume that the zeros of \( p_{\mu}(z) \) and \( p_{\nu}(z) \) are distinct, and let \( p(z) \) be a polynomial with real coefficients of degree at most \( 2n - 4 \). Observe that, for appropriately chosen constants \( c, d, \) and \( e \), we can write
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\[ p(z) = p_1(z)p_2(z) \left[ c + \sum_{j=1}^{n-3} \frac{d_j}{z - \xi_j} + \sum_{k=1}^{n-3} \frac{e_k}{z - \xi_k} \right]. \]

But we then have the representation

\[ p(z) = cp_1(z)p_2(z) + p_1(z)r(z) + p_2(z)s(z) \]

where \( r(z) \) and \( s(z) \) are certain polynomials of degree at most \( n - 3 \). Since the \( p_\mu(z) \) are linearly independent, we can find real coefficients \( a_1, \cdots, a_{n-1} \) and \( b_1, \cdots, b_{n-1} \) such that

\[ \frac{p(z)}{q(z)} = cw'_1(z)w'_2(z) + w'_1(z) \left( \sum_{j=1}^{n-1} a_jw'_j(z) \right) + w'_2(z) \left( \sum_{k=1}^{n-1} b_kw'_k(z) \right), \]

and so the functions listed in (8) do indeed span the linear space \( \Gamma^2(D) \) and hence are linearly independent.

**Lemma 2.** If \( D \) is a domain in the class \( \Sigma_n \), and if \( a < 0 \) and \( b > 0 \), then for \( w'_\mu(z)dz \) and \( w'_\nu(z)dz \) distinct, the zeros of the differential \( aw'_\mu(z)dz + bw'_\nu(z)dz \) are all real and simple.

**Proof.** Observe that the lemma is invariant under fractional linear transformations with real coefficients, so that we can assume, without loss of generality, that the point at infinity is in \( D \). The boundary of \( D \) is then formed by the \( n \)-disjoint segments of the real axis \( \gamma_i \) given by (1), and we shall find it convenient to order the \( \gamma_i \) by the condition (2). We have also the complementary segments \( \alpha_i \) as in (3). By performing, if necessary, a second fractional linear transformation (with pole in \( \alpha_{n-1} \)), we can further assume that

\[ aw'_\mu(z) + bw'_\nu(z) = \frac{p(z)}{\sqrt{q(z)}}, \]

where \( p(z) \) is a polynomial of the maximum possible degree, \( n - 2 \). Let \( N \) be the number of distinct real zeros of \( aw'_\mu(z) + bw'_\nu(z) \). It is immediate that \( n - 2 \geq N \), and it suffices to show that \( N \geq n - 2 \).

Consider the function

\[ \psi(z) = a\omega_\mu(z) + b\omega_\nu(z); \]

\( \psi(z) \) is harmonic in \( D \) and continuous in the entire complex plane. If \( \Psi(z) \) is the analytic completion of \( \psi(z) \), then

\[ \Psi'(z) = 2 \frac{\partial}{\partial z} \psi(z) = \left( \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} \right) \psi(z) = aw'_\mu(z) + bw'_\nu(z). \]
Moreover, since $\psi(z) = \psi(\bar{z})$, for $z = x$ taken from the real axis in $D$, it follows that

$$
(11) \quad \Psi'(x) = \frac{\partial}{\partial x} \psi(x).
$$

Now let $m(\tau)$ be the number of endpoints of the interval $\alpha$, at which $\psi(z)$ is zero, and let $l(\tau)$ be the number of distinct solutions of $\psi(z) = 0$ on the closed interval $\alpha$. Clearly, $l(\tau) \geq m(\tau)$, and by virtue of equation (11), $\Psi'(x)$ has at least $(l(\tau) - 1)^{+}$ distinct zeros on the interior of the interval $\alpha$.

Consider now the set

$$
\sigma = \{z \in D: \psi(z) = 0\}
$$

and its closure $\bar{\sigma}$ in the extended complex plane $\hat{\mathbb{C}}$. Since on every analytic curve in $D$ which joins $\gamma_\mu$ to $\gamma_\nu$, we have a point $z$ at which $\psi(z) = 0$, we see that $\bar{\sigma}$ is nonempty and indeed separates $\gamma_\mu$ from $\gamma_\nu$. In particular, $\bar{\sigma}$ contains a point on each of the connected components of $\{x$ on the extended real line: $x \notin \gamma_\mu$ and $x \notin \gamma_\nu\}$; call these points $x_0$ and $x_1$.

Next observe that on the set

$$
\hat{\sigma} = \{z \in \hat{\mathbb{C}}: \psi(z) = 0\} = \sigma \cup \left( \bigcup_{j \neq \mu, \nu} \gamma_j \right)
$$

we have $(p^2(z)/q(z))dz^2 \leq 0$. Thus $\hat{\sigma}$ is a system of orthogonal trajectories of the quadratic differential $(p^2(z)/q(z))dz^2$. Suppose that $x_0$ is located on some $\gamma_j$. Then $x_0$ is the intersection of two distinct arcs of the orthogonal trajectory of $(p^2(z)/q(z))dz^2$ and so $p(x_0) = 0$, that is $\Psi'(x_0) = 0$. The argument is similar for $x_1$. (For a discussion of the trajectories of quadratic differentials, see, for example, Jenkins [5].)

**Case I.** Suppose that the intervals $\gamma_\mu$ and $\gamma_\nu$ are adjacent, i.e., $\mu = \nu + 1$. Then

$$
m(0) = m(1) = \cdots = m(\mu - 2) = m(\mu + 2) = \cdots = m(n - 1) = 2
$$

$$
m(\mu - 1) = m(\mu + 1) = 1, \quad \text{and} \quad m(\mu) = 0.
$$

Certainly one of the points $x_0$ or $x_1$ is located on the interior of $\alpha_\mu$, say it is $x_0$. Then $l(\mu) \geq 1$, and we consider separately the following two configurations:

(a) If $x_1$ is located on the interior of some segment $\alpha_\nu$, then $l(\tau) \geq 1 + m(\tau)$, and we have
\[ n - 2 \geq N \geq (\text{number of distinct zeros of } \Psi'(z) \text{ on } \text{int}(\alpha_0 \cup \cdots \cup \alpha_{n-1})) \]
\[ \geq \sum_{\rho=0}^{n-1} l(\rho) - n \geq \sum_{\rho=0}^{n-1} m(\rho) + 2 - n = 2(n - 3) + 2 + 2 - n \]
\[ = n - 2, \]
and \( N = n - 2 \), as claimed.

(b) If \( x_1 \) is located on some closed segment \( \tilde{\gamma}_n \), then
\[ n - 2 \geq N \geq 1 + (\text{number of distinct zeros of } \Psi'(z) \text{ on } \text{int}(\alpha_0 \cup \cdots \cup \alpha_{n-1})) \]
\[ \geq 1 + \sum_{\rho=0}^{n-1} l(\rho) - n \geq 1 + \sum_{\rho=0}^{n-1} m(\rho) + 1 - n \]
\[ = 1 + 2(n - 3) + 2 + 1 - n = n - 2, \]
and so again \( N = n - 2 \).

Case II. If the segments \( \gamma_\mu \) and \( \gamma_\nu \) are not adjacent, and if \( \mu < \nu \), we then have
\[ m(0) = m(1) = \cdots = m(\mu - 2) = m(\mu + 1) = \cdots = m(\nu - 2) \]
\[ = m(\nu + 1) = \cdots = m(n - 1) = 2 \]
and
\[ m(\mu - 1) = m(\mu) = m(\nu - 1) = m(\nu) = 1. \]

There are three possible configurations:

(a) If both \( x_0 \) and \( x_1 \) are on the interior of the set \( \bigcup_{\rho=0}^{n-1} \alpha_\rho \), then
\[ n - 2 \geq N \geq (\text{number of distinct zeros of } \Psi'(z) \text{ on } \text{int}(\alpha_0 \cup \cdots \cup \alpha_{n-1})) \]
\[ \geq \sum_{\rho=0}^{n-1} l(\rho) - n \geq \sum_{\rho=0}^{n-1} m(\rho) + 2 - n \]
\[ = 2(n - 4) + 4 + 2 - n = n - 2, \]
and we conclude that \( N = n - 2 \).

(b) If one of the points \( x_0 \) or \( x_1 \) is located on the boundary of \( D \), \( \bigcup_{\rho=0}^{n-1} \gamma_\rho \), while the other point is located on interior of \( \bigcup_{\rho=0}^{n-1} \alpha_\rho \), then
\[ n - 2 \geq N + 1 + (\text{number of distinct zeros of } \Psi'(z) \text{ on } \text{int}(\alpha_0 \cup \cdots \cup \alpha_{n-1})) \]
\[ n - 2 \geq N \geq 2 + (\text{number of distinct zeros of } \Psi'(z) \text{ on } \int \alpha_0 \cup \cdots \cup \alpha_{n-1}) \]
\[ \geq 2 + \sum_{\rho=0}^{n-1} l(\rho) - n \geq 2 + \sum_{\rho=0}^{n-1} m(\rho) - n \]
\[ = 2 + (2(n - 4) + 4) - n = n - 2, \]
so again \( N = n - 2 \).

(c) Finally, if both \( x_0 \) and \( x_1 \) are located on the boundary of \( D \), \( \bigcup_{\rho=0}^{n-1} \gamma_\rho \), we have

\[ n - 2 \geq N \geq 2 + (\text{number of distinct zeros of } \Psi'(z) \text{ on } \int \alpha_0 \cup \cdots \cup \alpha_{n-1}) \]
\[ \geq 2 + \sum_{\rho=0}^{n-1} l(\rho) - n \geq 2 + \sum_{\rho=0}^{n-1} m(\rho) - n \]
\[ = 2 + (2(n - 4) + 4) - n = n - 2, \]
so again \( N = n - 2 \).

All possible cases have now been treated so Lemma 2 is established.

**Theorem 3.** For \( D \) a domain in the class \( H_n \), no two distinct differentials \( w'_\mu(z)dz \) and \( w'_\nu(z)dz \) can possess a common zero.

**Proof.** Without loss of generality we can suppose that \( D \) is in the class \( \Sigma_n \), and suppose then that a point \( z_0 \) exists such that \( w'_\mu(z_0) = w'_\nu(z_0) = 0 \). From Corollary 1 we have \( w''_\mu(z_0) < 0 \) and \( w''_\nu(z_0) < 0 \), and we consider the differential

\[ \Psi'(z)dz = \frac{w'_\mu(z)}{w''_\mu(z_0)} - \frac{w'_\nu(z)}{w''_\nu(z_0)} dz. \]

From Lemma 2 above \( \Psi'(z) \) has only simple zeros. However,

\[ \Psi'(z_0) = \Psi''(z_0) = 0 \]

and no such point \( z_0 \) can exist.

The following substitute for Noether's Theorem is now immediate.

**Theorem 4.** If \( D \) is a domain in the class \( H_n \), \( n \geq 3 \), then for an arbitrary enumeration of the boundary components of \( D \), the quadratic differentials

\[ w'_1(z)^2dz^2, w'_1(z)w'_2(z)dz^2, \cdots, w'_1(z)w'_{n-1}(z)dz^2, \]
\[ w'_1(z)^2dz^2, \cdots, w'_1(z)w'_{n-1}(z)dz^2 \]
are linearly independent and so span the space $\Gamma^2(D)$. If $n = 2$, then $\Gamma^2(D)$ is spanned by the single quadratic differential $w_1'(z)^2 dz^2$, and if $n = 1$, then $\Gamma^2(D)$ is vacuous.

**Proof.** The treatment of the cases $n = 1$ and 2 is clear. For $n \geq 3$ we can assume that $D$ is in the class $\Sigma_n$, and in this case the result is an immediate consequence of Lemma 1 and Theorem 3.

The significance of Theorem 4 lies in the fact that the differentials $w_\mu'(z)$, $\mu = 1, 2, \ldots, n - 1$, are up to a constant factor, the normal differentials of the first kind (with respect to an appropriately chosen canonical homology basis) on the Riemann surface obtained by forming the double of a domain $D \in H_n$. Theorem 4 tells us not only that we can choose a basis for $\Gamma^2(D)$ of the form (12), but also that we can do it arbitrarily and globally for all domains in $H_n$. Compare, for example, Bers [3].
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