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An ideal in a ring /4 is said to be projective provided it
is a projective A-module. This paper is concerned with the
problem of topologically characterizing projectivity within
the class of ideals of a ring of continuous functions. Since
there are projective and nonprojective ideals having the same
2-filter, the possibility of such a characterization appears
remote. However, such a characterization is shown to exist
for the projective z-ideals. Moreover, a relationship between
projective z-ideals and arbitrary projective ideals is exhibited
and used to show that, in some cases, every projective ideal
is module isomorphic to a projective z-ideal.

1. Preliminaries. Let X be a completely regular, Hausdorft
space and C(X) be the ring of real-valued continuous functions on
X. An ideal in C(X) is said to be projective provided it is a pro-
jective C(X)-module. In [1], Bkouche has shown that if X is locally
compact then Cr(X), the ideal of functions with compact support,
is projective if and only if X is paracompact. Actually, he has
characterized projectivity within the class of pure submoduleg of
C(X) in terms of the topological properties of BX, the Stone-Cech
compactification of X. Using the concept of a projective basis,
Finney and Rotman [5] have presented a direct proof of Bkouche’s
result for locally compact spaces. This paper is concerned with the
problem of topologically characterizing projectivity within the class
of all ideals in C(X).

The remaining paragraphs in this section introduce the termi-
nology and notation which is used in the sequel. The reader is
referred to [6] for additional background. In §2 a characterization
of projectivity in the class of ideals in C(X) is given which is used
to show the existence of projective and nonprojective ideals having
the same z-filter. Such examples indicate that the topology of a
space is not rich enough to distinguish between the projective and
nonprojective ideals in the general setting. In §8 projectivity
within the class of z-ideals is topologically characterized and these
results are shown to be a generalization of the work of Bkouche.
In §4 the general problem is again addressed. Here it is shown
that any projective ideal I is closely associated with a projective
z-ideal I,. The relationship between I and I, is studied and it is
shown that often I is module isomorphic to I,. Hence, in some
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cases, the projective ideals in C(X) can be found up to an isomor-
phism, by restricting attention to the class of z-ideals.

Let 4 be a commutative ring with identity and M be a 4-module.
A collection {m,},., & M combined with a set {g,},.. of 4-module
homomorphisms from M into A is called a projective basis of M
provided me M implies ¢,(m) =0 for almost all e A and m =
Seca bu(m)m,. For the sake of conciseness, denote the projective
basis above by {m., do}ecs.

The characterization of projective 4-modules in terms of a pro-
jective basis stated in part (a) of the following theorem is used
extensively in the succeeding sections. Part (b) is a consequence of
the proof of part (a) as given in [2, page 132]. It follows from
part (b) that a finitely generated projective module- has ‘a finite

projective basis.

THEOREM 1.1. Let M be a A-module.

(a) M 1is projective 1f and only +f M has a projective basis.

(b) If M is projective and {m,},.. & M generates M, then M
has a projective basis of the form {m,, ¢.}ec-

The following notation relating to a function fe C(X) is adopted.
(f) = the ideal generated by f.
posf = {ze X: f(x) > 0}.
neg f = {x e X: f(x) < 0}.
Z(f) = {xe X: f(x) = 0} = the zero-set of f.
coz f = {we X: f(x) # 0} = the cozero-set of f.

supp f = cl(coz f) = coz f = the support of f.

St = the function mapping each x ¢ X' to max {f(x), 0}.
fm=(=N"
Ifl=s"+rf".

If I is an ideal in C(X), let cozI = J;.;cozf. Also let Z[I] =
{Z(f):felI} and Z[Z[I]] ={feCX): Z(f)e Z[I]}. The ideal I is
called a z-ideal if Z-[Z][I]] = I. 1t is said to be fixed if N Z[I] =
@; otherwise it is free. This definition of a free ideal differs from
the concept of a free C(X)-module (one that is isomorphic to a direct
sum of copies of the ring) which is usually associated  with the study
of projective modules. - In Example 2.6 (a) it is shown that the only
proper ideals in C(X) that are free C(X)-modules are fixed.

A collection of continuous functions {f,}... is said to be locally
finite or star finite provided {cozf,}.., is locally finite or star finite
respectively. A collection of continuous functions {h,},., i8 said to
be a partition of unity'on Y S X provided the collection {coz &,},.,
is locally finite on Y, each h, is nonnegative, and Y ,., h.(2) = 1 for
each ze€ Y. The collection {h,},., Will be considered subordinate to
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a collection {S,},., of subsets of X provided supph, & S. for each
acA.

2. The fundamental theorem. This section is devoted to the
development and immediate implications of Theorem 2.4.

LemMA 2.1. If I is a projective ideal in C(X) with projective
basis {fu DPulaca, then

(a) supp D.(f) C suppf for each ac A and fel,

(b) {0z @u(f)}acs 28 @& star finite open cover of Use;suppf, and

(©) Ubsescoz @u(fo) = Uc}ee? supp D.(f) = Uyer supp f.

Proof. (a) Let xze X\suppf. By the complete regularity of
X, there is a g € C(X) such that g(x) = 1 and suppf < Z(g). Thus,
9f =0 so 0=0(gf) = g@.(f). Therefore, 2¢coz®,f). Hence,
supp 9.(f) < supp f.

(b) Given feI there is a finite set BS A such that f =
Dies o) = iaes Oul(f)f 80 e @ufa) =1 on suppf. Conse-
quently, {coz @,(f.)}.c. covers Us.; supp f.

If Be A, then @,(f:) =0 for almost all @ € A. Thus, @;(f:)P.(f.) =
DD (S Da) [3) = Dp(D(f5) f) = 0 for almost all @ € A. Hence, coz @y(f;)
meets only a finite subset of {coz @,(f.)}.c 4. Consequently, {coz @,(F.)}aecs
is star finite.

(¢) This is a consequence of (a) and (b).

LEMMA 2.2. If I is a projective ideal in C(X) with projective
basis {falaca and fi, [y <+, fo€l then, for each Be A, the function
g; defined by

11 2./
9 = 1 3 @)

aed

on aLeJA supp f.

0 otherwise

18 continuous.

Proof. By Lemma 2.1 (b), X...(9.(fs)* is continuous on
U, supp f. and, by Lemma 2.1 (a) and (c), supp [T @:(f) S
COzZ Zaefl (@a(fa))z‘

ProPOSITION 2.3. If I is a projective ideal in C(X), then I has
a projective basis {f,, Pulacs such that

(a) suppf. = supp @.(f,) for each ac A and

(b) gel implies gf, = 0 for almost all ac A.
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Proof. Let {k. v.}.cs be a projective basis for I. For each
B e A and each g eI define the function g, by

vs(g) on su
—_— pp k.
oy = | Sty ™ s
acd
0 otherwise .

Note g; is continuous by Lemma 2.2. Moreover, if g is fixed then
g. =0 for almost all acA. Hence, for each ac A, the module
homomorphism @,: I — C(X) defined by @.(g) = g, has the property
that @,(g) = 0 for almost all ac A.

For each ac A, define f, = Y. (k)k.€ 1. Then {f,}... generates
I. Indeed, if ge I, one can write g = Sacus JuVabu)ke = Dincs Gafeu =
Siees (@) fe. Thus, {f,, @.}... is a projective basis for I.

By Lemma 2.1, supp f, = supp Va(ka)ke = SUPD Vu(ks) = sUDD Po(f2)
80 {f. @.}.c. satisfies condition (a) of the proposition. To obtain
condition (b) recall that for each acA4, cozf, < coz.(k. so, by
Lemma 2.1 (b), {f.}ac. is star finite. Thus, {f.}sxc. is both a gener-
ating set for I and star finite. This implies condition (b).

THEOREM 2.4. Amn ideal in C(X) is projective if and only if

(a) 1t 18 generated by a star finite set {folucs such that

(b) there is a star finite partition of unity {he}ecs 01 Ueea SUDD S,
subordinate to {SUpp fo}ecs and

(©) Sfoe{falacs implies fih, € (f) for all aeA.
Moreover, given a projective ideal, either the functions can be chosen
such that supp h, = supp f, for each ac A, or if a star finite gener-
ating set is unknown then a corresponding partition of unity exists.

Proof. Suppose an ideal in C(X) is projective. Then, by Theo-
rem 2.3 (b), condition (a) is satisfied.

Given a star finite generating set {f.}..,, Theorem 1.1 (b) pro-
vides a projective basis of the form {f,, Pu}ucs. (If the choice of
the generating set is not restricted, then, by Theorem 2.3, one could
pick a projective basis {f., @.}«cs such that suppf. = supp @.(f.) for
each we A.) For each Bc A define

(Ds(f5))*
N 51X .
0 otherwise .

The continuity of each h;, the star finiteness of {,}..,, and the fact
that {h,}.c, is subordinate to {suppfu}... all follow from Lemmas
2.1 and 2.2. Note also that {h.}... is a partition of unity on
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U.c.supp f.. Moreover, if f;€{fu}ucs, then gk, = g.f. for each
ac A where g,€C(X) is defined by

Qa(fa)@a(fﬁ)
go = % (@)Y

0 otherwise .

on L{ supp f;
re

Note that if {f,, @.}... is chosen to satisfy the conditions of Proposi-
tion 2.8 then supp k., = supp @.(f,) = suppf. for each ac A.

Conversely, suppose there are sets {f,}ae. and {h.}.., satisfying
conditions (a), (b), and (¢). Then the following argument shows that
there are homomorphisms which, combined with the set of functions
{fa}ecs, yield a projective basis for I.

Since {h,}.., is star finite, the function .., A% is continuous and
strictly positive on .., c0z k.. But, by (b), supp hs & Uasesc0zh,
for each B e A, so the function k; defined by

hs
on [ cozh,
h; — th a€c A

ac 4

0 otherwise

is in C(X) for each Be A.

For each Be A, define 0,: I—C(X) by @4(g) = h;k where ke
C(X) is such that gh, = kf;,. Such a k exists by condition (e).
Moreover, if k&’ is another function such that gh, = k'f;, then ¥’ =k
on cozf; and thus on suppf,. Now since supp hs & supp fs, it fol-
lows that hk = hik', i.e., @y(g) is independent of the choice of k.

To see that @, is a module homomorphism, suppose that g, hel
with k.f; = ghs and k,f; = hhs. Then

D4(9) + Op(h) = hik, + hik, = hy(k, + k) = @p(g + 1) .
In addition, if feC(X), then
0u(f9) = hsfk, = fhik, = [f@4(g) .

Finally, it must be shown that if g €I then @,(g) = 0 for almost
all acA and g = .., P.(9)f.. To this end pick acA and let &,
be chosen such that gh, = k.f.. If ¢gf.=0 then gh, =0, since
supp h, < supp f,, and thus k.f, = 0. But if k.f, = 0 then kh, =0
since supp h, & supp f.. Consequently, if gf, = 0 then k.h, = 0. But,
by condition (a), gf, = 0 for almost all a€ A. Thus, @.9) = k. =0
for almost all ® € A. Furthermore, if B is the finite set {a € A: gh.+0},
then Y.z hshs =1 on supp ¢ and thus

9 =93 hshy = 3, hihsg = 3, hiks [ = 3, 0(9) . -
BeB BeB BeB acd
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Therefore, {f., @.}.c. I8 a projective basis for I.

COROLLARY 2.5. The principal ideal (f) is projective if and
only if suppf is open.

Proof. If (f) is projective, the collection {f,}«c. in Theorem 2.4
must be finite. Thus, the partition of unity {h.},., 0of Theorem 2.4
is finite. Consequently, >,...h.€C(X) and is the characteristic
function of .., suppf., = supp f.

If suppf is open then (f) is module isomorphic to a direct
summand of C(X), namely, the ideal generated by the characteristic
function of suppf. Consequently, (f) is projective.

The following examples are provided for future reference and
to clarify the technicalities of Theorem 2.4.

ExXAMPLES 2.6.

(a) Let feC(X) be such that suppf is open in X and cozf #
suppf. Then the principal ideal (f) is projective. The characteristic
function of suppf serves as the partition of unity in Theorem 2.4.

In particular, if X = R, the real numbers, and f is defined by
f(x)y = 2z, then both (f) and (|f]|) are projective. The second case
shows- that a projective ideal may not be convex because the func-
tion ¢ defined by g(x) = |xsin1/x]| is bounded above by |f| but is
not in (Jf1).

Also, if the ideal I is module isomorphic to C(X), then it must
be principal with annihilator ideal equal to {0}. It follows that an
ideal I in C(X) is a free C(X)-module if and only if I = (f) where
suppf = X.

(b) Let A, and A, be copies of N, the discrete space of positive
integers, and a¢ A, U 4,. Make the set 4, U {a}U 4, a topological
space by defining the subspaces A, U {a} and {a} U A, to be homeomor-
phic to N*, the one point compactification of N. Now to each te A4,
attach a copy of N, designated N,, such that N, U {¢} is homeomor-
phic to N*. Let X be the topological space so defined on (U4, N,)U
A, U{a} U A,. For each ¢ A, define f,eC(X) by

; % it zeN,
z(/v):

0 otherwise

and define h,e€C(X) to be the characteristic function of N, U {z}.
By identifying the collections {f}},c,, and {h;};.,, With those of Theo-
rem 2.4 (a) and (b) respectively it is seen that the ideal I generated
by {fi}ic4, is projective.
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Note that coz I = J;.,, N, is not closed, .., supp f; = (Uiea, No) U
A, is not closed, cozl = X\A4, is not open and all three sets are

different and properly contained in X. Moreover, >, k; is not
continuous at a.

(¢) Let X ={zecR:x = 0} and for each positive integer 4 define
fieCX) by
0 if 2£¢-1
r—(t—1 if i—1l<ax=Z1
T+ 1—2 if i<e<gi+1
0 if i1+1<uo.
Define h, = f, for © > 1 and

fz(x) =

if 02«1l
filw) if 15w,

The identification of the collections {f;}2, and {h}, with those of
Theorem 2.4 (a) and (b) respectively shows that {f.}z. generates a
projective ideal. Note that the members of {cozf;}:, are not mutu-
ally disjoint and that {#,}2, is not a set of characteristic functions.

hi(®) =

The following proposition yields a useful example of a non-
projective ideal in C(X).

PrOPOSITION 2.7. If feC(X) and (f,|f]) is projective, then
pos f and neg f are completely separated and (f, |f]) = (f).

Proof. Note that (f, |f|)= (", f). If fi=/ " and fo=f",
then by Theorem 1.1 (b) there is a projective basis for (f,|f]|) of
the form {f, @}._... Following the proof of Theorem 2.4, one can
construct a partition of unity {h, k,} on suppf. Usuppf, such that
conditions (a), (b), and (c) of Theorem 2.4 are satisfied. But, since
cozf,Necozf,= @, each h, must be the characteristic function of
the corresponding suppf,. Consequently, h, — h, is a continuous
function that is 1 on posf and —1 on negf. Thus, the two sets
are completely separated and (f, [f]) = (/).

If one now defines feC(R) by f(x) =z, then, by [6,2H] and
Proposition 2.7, (f, |f]) is not projective, whereas, in Example 2.6
(a), it was shown that (f) is projective. Hence, there are projective
and nonprojective ideals that have the same z-filter. Consequently,
the chances seem remote that, in the general setting, the topological
properties of X alone are rich enough to distinguish between the
projective and nonprojective ideals in C(X). Indeed, any such char-
acterization must include a topological counterpart to the divisibility
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statement of Theorem 2.4 (c).

The following application of Theorem 2.4 illustrates the abun-
dance of projective ideals in the ring C(X).

PROPOSITION 2.8. If p and q are distinct elements of BX, then
07 (see [6, 7.12]) contains a projective ideal that is not contained in
0.

Proof. It may be assumed that there is no open and closed
neighborhood of p that does not contain g for otherwise the char-
acteristic function of its complement would generate the desired
projective ideal. Under this assumption define a sequence of open
neighborhoods of p as follows. Let U, be an open neighborhood of
p that does not contain ¢q. By the complete regularity of 83X there
is a sequence {U,}2, of open neighborhoods of » such that U, ,D
U,oU, for each ¢ > 1 and, by the assumption, each containment is
proper.

Now, by the normality of BX, there is a sequence {f.};=, of non-
negative functions in C(8X) such that f, is 1 on BX\U, and 0 on
U, and, for ¢ > 1, f, is 1 on U\U,,, and 0-on U,,, U (BX\U._).

For each ¢ = 1 define &, by

JTQL on suppf;
h; = ;,f"

l 0 otherwise.

By identifying the restrictions to X of the functions {f;}2, and
{h;}iz, with the functions in Theorem 2.4, it is seen that the restric-
tions of {f.}2, generate a projective ideal in 0°, but since fi(q) = 1,
this ideal is not contained in 0°.

3. Projective z-ideals. The following proposition is one of the
many indications of the importance of the class of z-ideals in the
study of the projective ideals in C(X).

PRrROPOSITION 8.1. A projective free ideal is a z-ideal.

Proof. If I is a projective free ideal and {f,}... is as in Theo-
rem 2.4, then, for each Sec A, the function f; = fs/Seesfe is in
C(X). (Since I is free, the denominator is strictly positive on X.)
Moreover, {f.f.}.cs is a star finite partition of unity on X contained
in I.

If geC(X) is such that Z(g) = Z(f) for some fel, then B =
{aeA: gf, # 0} = {ac A: ff,+ 0} is finite. Hence, g = g Dresfafucl.
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Since the z-ideals are closely related to the topology of the
space, it is not too surprising that the projective z-ideals can be
characterized in topological terms. This is the goal of the following
lemma.

LemMmA 3.2. If the ideal I in C(X) has a projective basis
{ o Puluca such that f, =0 and fi*eI for each ac A, then suppf <
coz I for each fel.

Proof. It suffices to show that suppf, & cozI for each acA.
Therefore, suppose there is an a,€ A with » esupp f,\cozI. Let m
be the number of elements aecA for which @,(f,) # 0. (Since
{far Po}ucs I8 a projective basis, m must be finite.) The following
induction shows that there are at least m + 1 elements ac A for
which @.,(f,) # 0. This contradiction proves that supp f,, & coz I.

From the fact that » ¢supp f,\cozf,, it follows that

(a) fil is not a multiple of f, on the intersection of any neigh-
borhood of x with {z} U coz f,,.

However, since fi?ecI, there is a finite subset B S A such that
v = Diaen Pu(fur) for Hence, {coz @.(f}2)fu}ees is a finite cover of
coz fi? so there is a 8¢ B such that

(b) @ esupp P4(fi;)fs = supp @s(fo).f el = supp @s(f5).S o, SSUPD oS-
Furthermore, of all the 8 € B satisfying (b) there must be at least
one such that

(¢) fs is not a multiple of f, on any neighborhood of z in-
tersected with {x} U coz f,,.

(Otherwise, (¢) would fail for every B e B satisfying (b), so there
would be a neighborhood U of z such that, on U N ({x} U coz fo,),

£ = D000 = D 0LFi asge = |5, 0001 o,

where each g, is in C(U N({x} U coz f,,)); this contradicts (a).)

Let @, be a member of B for which (b) and (¢) are satisfied.
Then, by (b), «esupp fofe, and @.(f.)fs, # 0. Moreover, by (c),
a, + «, and f, is not a multiple of f,, on the intersection of any
neighborhood of # with {x} U coz f,,.

Suppose the subset {f., +*+, fo,} S {falecs has been selected such
that @ e supp fu,fey * ** fapy Puy(fa)fay = 0 for 1 < i < m, and f,, is not
a linear combination of {f,,, fu, ***, fa,_,} On the intersection of any
neighborhood of & with {x} U coz £, fs, *** fa,_,» Then,

(@) f¥* is not a linear combination of {f., fa, -**, /e, On the
intersection of any neighborhood of % with {#} U coz fo,fs, * * * fa,
(Otherwise, there would exist a neighborhood V of # and functions

7. € C(VN{@}Ucoz [ fa,- - - fa,)) such that, on VN ({#}Ucoz fo,fo,:* Sa,)s
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i = 30 9ifs, and thus f, (1 — g, fi%) = 30 (9.0 fe,.  Now, since
g. is continuous on V N ({x} U coz f,,fs, * * * fa,)s it can not equal f;}?
arbitrarily close to x. Hence, there is a neighborhood V' &V of =
for which (1 — ¢, /i)™ e C(V' N ({w} U coz fo,fa, ** fa,)). This implies

that f., = (1 — g.fa) 7 205 (950 fe, on V' N ({&} U coz fo fo, * o fay)
which contradicts one of the induction hypotheses.)

Since fi*cI, there is a finite subset C & A such that f.>=
Saco Pulfa,)far Hence, {coz @,(fi2) fuaco is a finite cover of coz fi? =
coz f,, and thus a finite cover of cozf,, fs, -+ fa, Therefore, since
% € SupPD faySa, * ** fa,» there must be at least one 8eC such that

(b") @ € 8upD fafu, * * + fu,Pe(fiD)Sfs = SUDD foyfu, * * * Su, Ps(f5) &
SUPD foySa, * * * Sap Lo

.Let D be the subset of C containing those indices that satisfy
(b’). There is a neighborhood U of x such that fi? = 3., 9:(fi)) 5
on UN ({2} U cozfofe -+ fa,). Therefore, if for each SeD there
was a neighborhood U, of « such that f; is a linear combination of
{Fagr fay o1 faub o0 Us 0 ({2} U coz £y fa, * +* fu,)» then f1? would be a
linear combination of ({f,,f., -+, fa,} on UN(Nsenr Up) N ({2} U
€0z foyfa, *+* fo,) Which contradicts (a’). Consequently, there is a
BeD < C such that

(¢) fs is not a linear combination of {f,, fs, **+,f.,} On any
neighborhood of » intersected with {#} U coz fo,fa, *** fa,-

Let «,,, be a member of C for which both (b’) and (¢’) are
satisfied. Then, {fa, ++-, fu,.} S {fa)acar Moreover, by (b)), we
SUPD fogSay *** Saysy, 80A Qo (fo)foy =0 for 1<i<nm+1, and (¢),
&, #a for 1=siv=<mn and f, . isnot a linear combination of {f,, fa,,
-+ +, fa,} On any neighborhood of « intersected with {«}Ucoz f,,fo,* * - f,-

Thus, by induction, one can find m + 1 elements ac A with
Ou(fe)fey = 0. But @,(f.)f., = Pu(fo)fsy s0 there must be m + 1
elements a e A such that @,(f,) = 0.

DEFINITION 3.3. If {fu).c,s S C(X) is a star finite family such
that supp fs & Usescoz f, = coz 3., f2 for each Be A, let f; be the
function defined by

7 ij& on ugcozfa
g = a

aed

0 otherwise

for each Be A. Note that f, e C(X).

PROPOSITION 3.4. If I is a projective ideal, then I is a z-ideal
if and only if suppf & coz I for each felI (or equivalently supp f <
coz I for each f in a generating set of I).
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Proof. Suppose I is a projective z-ideal with projective basis
{95, ¥s}ses. Since I is a z-ideal, both g; and g; are in I for each
BeB. Let A=DBx{1,2} and define fi;, = gf, Sfoo =95, and
Qs = — Dy = s for each e B. Then {f,, Pulsc4 iS & DProjective
basis with the properties of Lemma 38.2. Therefore, suppf & coz I
for each fel.

Conversely, suppose I is a projective ideal for which suppf <
cozI for each felI. Let {f.}... be a star finite generating set for
I as in Theorem 2.4 (a). Suppose g € C(X) is such that Z(g)e Z[I].
Then ¢f.f. =0 for almost all ac A, and if B = {aec A: gf.f. = 0}
then g = g SuepfufacI. Therefore, I is a z-ideal.

(The equivalence of the statements “suppf < cozl for each
feI” and “suppf < coz I for each f in a generating set of I” fol-
lows from the fact that the support of any member of I is contained
in a finite union of supports of members of a generating set.)

Proposition 3.4 has several significant consequences. One is the
existence of projective ideals that are not z-ideals. Indeed, using
Proposition 3.4, it is easy to see that Examples 2.6 (a), (b), and (c)
are not z-ideals. Also, it follows from Proposition 3.4 that a finitely
generated z-ideal is projective if and only if it is generated by an
idempotent. This is a result obtained by DeMarco in [3]. The
following corollary is related to the problem addressed in §4.

COROLLARY 3.5. If I is a projective z-ideal, then it is the only
projective ideal whose z-filter is Z[I].

Proof. Suppose J is a projective ideal with Z[J] = Z[I]. Then
J < I, so Proposition 3.4 implies that, for each feJ, suppf < cozI.
But, cozI = cozJ. Thus, J is a z-ideal by Proposition 3.4, and con-
sequently must be equal to I.

THEOREM 3.6. If I 4s an ideal in C(X), then the following are
equivalent.

(a) I is a projective z-ideal.

(b) There is a generating set {foluca & I such that {cozfu}acs
is o star finite cover of coz I and suppf. < coz I for all ac A.

(¢) There s a set {folees & I such that {cozf,},c. covers cozl,
I={geCX):9f,=0 for almost all a¢c A and cozg & coz I}, and
supp f. S coz I for all ac A.

(d) There is a set {fo}ues & I such that {coz fo}..s covers cozl,
gel implies gf, =0 for almost all ac A, and suppf, & cozl for
all aeA.

(e) I is gemerated by a star finite partition of unity {Peleca

on cozl.



324 J. GLENN BROOKSHEAR

Proof. (a) implies (b). This follows from Theorem 2.4 and
Proposition 3.4.

(b) implies (¢). Since {f,}... generates I and {cozf,}... IS star
finite, it follows that if ge I, then gf, = 0 for almost all € 4 and
cozg S cozl. On the other hand, if g C(X) has these properties,
let B={acA:gf,#0}. Then, g =g Ssesfefscl.

(¢) implies (d). Clear.

(d) implies (e). The functions {h.}.., defined by h, = f.f, for
each e A are in I and have desired properties.

(e) implies (a). Let {h.}... be a star finite partition of unity on
coz I generating I. If Sec A and B is the finite set {@ e A: hhp; # 0},
then >,.zh. is continuous on X and equal to 1 on cozhs;. Hence,
Siacs b, must equal 1 on supp k; so supp hp S coz >y, s h, S cozl. Now,
I is seen to be projective by identifying {h.}.., With the functions
in both (a) and (b) of Theorem 2.4 and it must be a z-ideal by
Proposition 3.4.

The following theorem, which is essentially a restatement of
Theorem 3.6, characterizes the projective z-ideals in topological terms.

THEOREM 3.7. The ideal I is a projective z-ideal if and only if

(@) NZ[I1< int Z for each Zec Z[I] and

(b) there is a collection S S Z[I] such that S =N Z[I] and
iof Zye Z[I], then Z,U Z = X for almost all Z¢<S.

Proof. If I is a projective z-ideal, let {f.}... be a generating
set as described in Theorem 8.6 (d). As noted in Proposition 3.4,
the fact that suppf, & cozI for each a¢c A implies suppf < cozl
for all fel. This implies condition (a) above. The collection S of
condition (b) above can be taken as {Z(f)}lxecu-

If, on the other hand, an ideal I satisfies conditions (a) and (b)
above, then for each Z ¢ S pick f, el with Z(f,) = Z. By condition
(b), the collection {coz f,;},.s covers coz I, and if gelI, then gf, =0
for almost all ZeS. Furthermore, suppf, € cozI for each ZeS
by condition (a). Therefore, {f;},.s satisfies the conditions of Theo-
rem 3.6 (d), so I is a projective z-ideal.

Due to condition (e¢) of Theorem 3.6, one might conjecture that
only condition (b) of Theorem 3.7 is required to characterize the
projective z-ideals. This, however, is not the case. Indeed, every
fixed maximal ideal in C(R) satisfies condition (b) of Theorem 3.7
but not condition (a). It is true that condition (b) of Theorem 3.7
alone characterizes projectivity within the class of free ideals since,
in this case, condition (a) is obviously superfluous.

As stated, Theorems 3.6 and 8.7 characterize the projective



PROJECTIVE IDEALS IN RINGS OF CONTINUOUS FUNCTIONS 325

z-ideals within the class of ideals in C(X). It should be noted that
both theorems can be restated as a characterization of projectivity
within the class of z-ideals with only superficial changes in their
proofs. Thus, conditions (a) and (b) of Theorem 8.7 characterize
projectivity within the class of z-ideals. Although weaker, the
theorems in this form are quite useful.

In [1], Bkouche has shown that if X is locally compact then
Cx(X), the ideal of functions with compact support, is projective if
and only if X is paracompact. Although this is the only statement
he makes in terms of C(X), his results actually characterize pro-
jectivity within the class of pure ideals in C(X) in terms of the
topological properties of the Stone-Cech compactification of X. The
next two theorems point out the relationship between the work of
Bkouche and this paper.

THEOREM 3.8. A pure ideal in C(X) is a z-ideal.

Proof. Let I be a pure ideal in C(X). There is an open U &
BX suech that I = {feC(X): supp f* & U} where f* is the continuous
extension of f to a function from BX into the two point compactifi-
cation of the reals (see [1] and [7]). Suppose g C(X) with Z(g) =
Z(f) for some fel. By the normality of BX, there is a non-nega-
tive function %k that is 2 on supp f* and 0 on SX\U. Let i be the
restriction to X of (k — 1) v 0. Then, supph* & U so hel. More-
over, & is 1 on suppf = suppg. Thus, g = ghecl. Hence, I is a
z-ideal.

THEOREM 3.9. A projective z-ideal in C(X) is a pure ideal of
C(X).

Proof. Let I be a projective z-ideal generated by the star finite
partition of unity {h,},., on cozl as in Theorem 3.6 (e). Suppose
f and ¢ are in C(X) with fgelI. Let B be the finite set defined
by {acA:h,fg+0}. Then S,..ph,el is 1 on cozfg, so fg=
f9 S wes e = (g Diacs he) Where g Sc5h.eI. Therefore, I is a pure
ideal of C(X).

Since there are projective ideals that are not z-ideals, it follows
from Theorem 3.8 that there are projective ideals that are not pure.
Conversely, there are pure ideals that are not projective. For ex-
ample, let X be a locally compact, nonparacompact space. Then,
by the results of Bkouche, Cx(X) is not projective. However, if
the product gh is in Cx(X), the normality of AX provides a ke C*(X)
such that %* is 1 on suppgh and 0 on a closed neighborhood of
BX\X. Therefore, k€ Cx(X) and gh = (gh)k = g(hk) where hk e Cx(X).
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Thus, Cx(X) is pure.

Although the class of z-ideals properly contains the class studied
by Bkouche, the preceding theorem (which depends on Theorem 3.6)
shows that no additional projective ideals can be found by consider-
ing the larger class. Thus, the value of Theorems 3.6 and 3.7 when
considered as characterizing projectivity within the class of z-ideals
lies in the fact that they rule out the existence of projective z-
ideals that are not pure and that they provide a test for projectivity
within the space X as opposed to £X.

The following application of Theorem 3.6 generalizes the result
of Bkouche for locally compact spaces.

THEOREM 3.10. Let I be a z-ideal contained in Cx(X). Then I

is projective if and only 1f cozl is paracompact and contains
supp f for each fel.

Proof. If I is a projective z-ideal, then, by Proposition 3.4,
suppf S cozI for all fel. By Theorem 3.6 (b), there is a set
{falaes S I such that {cozf.}.., is a star finite cover of cozI and
supp f. & coz I for each e A. Hence, {Supp f.}.c. is a locally finite
cover of coz I consisting of compact sets. If U is an open cover
of cozlI, let {U, )}, be a finite subset of U covering suppf, for
each aeA. The cover {U,,Ncozf,axcA 1=1=mn,} is a locally
finite refinement of U. Hence, coz I is paracompact.

Conversely, if coz I satisfies the stated condition, then the cover
{coz f};e; has a partition of unity {h.},., < C(cozI) subordinate to it.
Now, cozhi & supp f for some fel < Cyx(X), so supp ki is compact
and inside coz I for all ¢ e A. Hence, each h, can be extended to
he € C(X) by setting it equal to 0 on X\coz I. Since each coz k, S coz f
for some fel, the zero-set Z(h,) is in Z[I] and thus {h,}ec,s & I.

The proof is completed by showing that {h.}.., & I satisfies the
conditions of Theorem 3.6 (e). It is already known that {h,},., is a
partition of unity on cozlI, and each supph, & cozl. Thus, for
BeA and xesupph; there is a neighborhood U, such that U, N
cozh, = @ for almost all «c¢ A. Now, the cover {U,,},,esupphﬂ of the
compact set supp i, has a finite subcover and, for a € 4, coz h, meets
coz h; only if coz h, meets one of the sets in this subcover. Hence,
{h,}aca is star finite. If gel, a similar argument shows that B =
{eeA:cozh, Ncozg + @} is finite, 80 g = 9 Diecsbe = Diues 9ha. Con-
sequently, {h.}... generates I.

ExaMpPLE 3.11. Let X be the subspace of the real line consisting
of reR:0<r=<1 or r is rational}. Then Cg(X)={feC(X):
suppf < [0, 1]}. If feCw(X) is such that coz f = (0, 1), then supp f =
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[0, 1] £ (0, 1) = coz Cx(X). Consequently, Cx(X) is not projective by
Theorem 3.10. Since Cr(X) is not pure, the results of Bkouche are
not applicable.

In [7], Vasconcelos discusses the pure and projective ideals in
C(I) where I is the closed unit interval. In particular, he shows
that every pure and every projective ideal in C(I) is countably gen-
erated. Theorem 3.6 shows that this is not true in general. For
example, if X is the space of ordinals less than or equal to the first
uncountable ordinal, then the characteristic functions of the non-
limit ordinals generate a projective z-ideal [Theorem 8.6 (a) and (e)]
(and hence a pure ideal by Theorem 3.9) that is not countably
generated.

4. The role of z-ideals. The characterizations of projective
z-ideals given in Proposition 3.4 and Theorem 3.6 suggest two ways
in which these ideals can be considered abundant. First, Proposition
3.4 shows that the projective ideal generated in the proof of Propo-
sition 2.8 is a z-ideal. Hence, if X has cardinality greater thaa 1,
then C(X) contains a proper projective z-ideal. Next, Theorem 3.6
(e) shows that the collection of functions {A.}.., in Theorem 2.4
generates a (possibly nonproper) projective z-ideal. Consequently,
each projective ideal is closely related to a projective z-ideal. The
present section deals with this relationship. First on the agenda is
to show that the projective z-ideal obtained above using Theorem
2.4 is independent of the choice of functions. The following lemma
will be used for this and other purposes.

LEMMA 4.1, If {filees and {ho}ucs are families of functions as
wn Theorem 2.4 and U 1is an open subset of X that is covered by
finitely many members of {0z f,}ueca, then

(@) B={aeA:UNcozh, # T} is finite,

(b) {0z ho}acs covers U,

(€ Saczha=10n U, and

(d) U and X\Uaescoz b, are completely separated.

Proof. (a) If an open set U is covered by finitely many mem-
bers of {coz f.}.c4, then the star finiteness of {coz f,}.., dictates that
Uncozf,= @ for almost all «c A. Now, if UNcozh,# @, then
UNnecozh, # @; and since cozh, C suppf.,, UNcozh,# @ implies
UnNsuppf,# @ which in turn implies UnNcozf, # @. But, this
was shown to hold for only finitely many a@cA so B={acA:UnN
coz h, + @} is finite.

(b) Since U is covered by finitely many members of {coz f,}ac 4,
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UZUuessupp fo=Uucsc0zh,. Therefore, those members of {¢oz ho}ae 4
that meet U must form a cover of U.
(¢) This is a consequence of (a), (b), the fact that {h.},., is a
partition of unity on .., supp f,., and the fact that U < U.e, Supp fa.
(d) For each Be A, supph; S supp f5 S Uees SUPD fo = Uwc s COZ A,
Therefore, since B is finite, supp Siecs ha S Diaecs SUPP Ay & S pe 4 COZ A,
Combining this with (¢) completes the proof.

PROPOSITION 4.2. The projective z-ideal obtained from a given
projective ideal using Theorem 2.4 as above is independent of the
choice of functions.

Proof. Let {fi}acs and {h.}.., be families of functions satisfying
conditions (a), (b), and (¢) of Theorem 2.4. Suppose {fi}s.. and
{h:}ses are another such pair. If BeA’, then f; is a linear com-
bination of finitely many members of {f,}... so coz f; is covered by
finitely many members of {coz f,},cs. Thus, by Lemma 4.1, there is
a finite subset B & A such that 3,.zh. = 1 on suppfi. Therefore,
since supp hy & supp fi, hy = ks Diges hor Consequently, h; is in the
ideal generated by {ho}scs. It follows by symmetry that the ideals
generated by {h.}.., and {h;};.; must be the same..

It will be convenient to have a notation that distinguishes be-
tween ideals that are z-ideals and ideals that may or may not be
z-ideals. For this purpose a subscript z will be used to designate
those ideals that are known to be z-ideals, e.g., I,. Moreover, if I
is a projective ideal, the unique projective z-ideal associated with it
will be denoted by I,. One should be cautioned not to assume that
Z[Il= Z[I,]. In fact, by Corollary 3.5, this is true only if I = I..
The following theorem states the relationship that holds between
Z[Il and Z][I,] in general.

THEOREM 4.3. If I is a projective ideal in C(X), then I, =
{9eC(X):cozg S supp f Sfor some fel} and Z[I]={ZecZ(X):
int Z(f) € Z for some fel}.

Proof. Let I be a projective ideal with {f.}acs and {Au}eca
satisfying conditions (a), (b), and (¢) of Theorem 2.4, Recall that
{ho}ecs generates I, so if ge I, then there is a finite subset BS 4
such that cozg & Uees €0z he & Unes SUpp fo = SUpPD Sues Sz Where
Seesfacl.

On the other hand, if geC(X) is such that coz g < suppf for
some fel, then g =g S.csh.c I, where B={a e A: supp fNcozh,# D}
is finite by Lemma 4.1 (a).
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Thus, I, = {g€C(X): coz g < supp f for some fe I} which, when
translated to terms of zero-sets, yields Z[I,] = {Z e Z(X):int Z(f) = Z
for some fel}.

THEOREM 4.4. If I is a projective ideal in C(X) then I, is the
smallest projective z-ideal containing I.

Proof. Let J, be a projective z-ideal containing the projective
ideal I and suppose Z e Z[I,]. Then, by Theorem 4.3, there is an
felI such that int Z(f) £ Z. But, IS J, so fedJ,. Therefore, if
{ha}sc. 18 a star finite partition of unity generating J, as in Theorem
3.6 (e), then coz f is covered by a finite subset of {coz h,}ecs. Thus,
by identifying both families of functions in Lemma 4.1 with {h,},e 4,
Lemma 4.1 implies there is a finite subset B & A such that >,z h. =1
on suppf, i.e., Z wepho) € int Z(f). Thus, there is a zero-set in
Z{I,], namely Z(3,,.sh.), contained in Z. Consequently I, = J,.

Since the projective z-ideals can be characterized in topological
terms, a topological method of finding the projective ideals associated
with a given projective z-ideal is desirable. However, this remains
an unsolved problem. Its solution is complicated by two facts. The
first is that many projective ideals may be associated with a single
projective z-ideal. For example, all the principal ideals generated
by functions whose cozero-sets are dense in X are associated with
the (nonproper) z-ideal C(X). The second, and more devastating, is
the fact that any such process must provide a counterpart to the
divisibility requirement of Theorem 2.4 (c).

Given the similarities between the generating sets of I and I,
one is tempted to try to circumvent this problem with the conjec-
ture that I and I, are module isomorphic. This, however, is false
as seen in the following example.

ExamPLE 4.5. Let X be the space obtained by identifying the
points —4 and 4 in the interval [—4, 4]. Define f, and f, in C(X)
as follows. Both f, and f, are linear in each interval [¢,7 + 1], ¢ =
0,1,23; Jfilw) = — fi(—2), fi(&) = fi(—w), f1(0> =0, fl(l) =1, fi2) =
1, fi8) =0, fi(d =0, f0)=0, fi(1) =0, fi(2) =0, f(8) =1, and
J:(4) = 1. Then the ideal I generated by f, and f, is seen to be
projective by identifying {f,, f,} with the functions in Theorem 2.4
(a) and defining {h,, h,} in Theorem 2.4 (b) by h, = f, and h, =1 — h,.

Since h, + h, = 1, the ideal I, is equal to C(X). Therefore, if
I and I, were module isomorphic, I would be principal. Suppose
feC(X) with (f) =I. Since X is a closed loop, f cannot change
sign, for otherwise Z(f) would contain more than a single point
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which would contradict the fact that cozf = coz (f) = coz I = X\{0}.
Since f,e(f), there is a geC(X) such that f, = ¢gf; and since f&
(f, f.) and f, is 0 on a neighborhood U of 0, there is an heC(U)
such that f = hf, on U. Thus, f, = ¢gf = ghf, on U which implies
gf =1 on U. However, since f, changes sign at 0 and f does not,
g(0) = 0. Thus, ¢gf cannot be the identity on any neighborhood of
0. Consequently, I cannot be principal, so I and I, are not iso-
morphic.

In Example 4.5 coz f, + f; # coz I, so the ratio f,/(f, + f,) is not
defined on all of cozI. The next theorem shows that the existence
of such ratios is fundamental to the existence of a module isomor-
phism between I and I,.

THEOREM 4.6. A projective ideal I is module isomorphic to I,
if and only if it is gemerated by a star finite family {fo}ecs sSuch
that for each B €A the function f5/diecsfa 18 tn Clcozl) and can
be extended to a function g, e C(X) where g; is 0 on X\supp f5.

Proof. Let ¢:I,— I be a module isomorphism and {h,},, be a
star finite partition of unity on coz I, generating I,. Let é(h,) = f.
for each @€ A. Then, {f,}.., is a generating set for I. Moreover,
since ¢ is a module isomorphism, the annihilator ideals of k, and f,
must be equal. Thus, supp %, = supp f. for each ae€ A. Further-
more, if @,BeA then f.fs = ¢(h)p(hs) = ¢(hag(hs)) = ¢(3(hahs)) sO
the star finiteness of {h,}.., implies that of {f.}scu-

By [4, 2.5], ¢ must be multiplication by an element g € C(coz I,).
For zeccozlI, let B be the finite set {aeA:h,(x)+#* 0}. Then,
Dwerhe(@) =1 50 g®@) = g(2) Daes hal®@) = $(Ziner ha)(@) = Dues ful@).
Thus, ¢ = YaecsSaleors,» Now the inverse of ¢ must be multiplica-
tion by 1/g so, for each Be A, hsy = fo/Diues fo On cozI,. But this
is extendible to a function in C(X), namely h; satisfying the con-
ditions in the theorem.

Conversely, suppose {f,}... has the properties stated in the
theorem and let {h,},., be chosen as in Theorem 2.4. If Be A4, then
by Lemma 4.1 the set B = {@ e A: supp fs N coz h, # @} is finite and
Dienh, is 1 on suppfs = supp gs. Thus, g5 = gs Diaesho € I, since
each h,eI,. Consequently, {g.}ecs E I,.

For BSe A, the set B= {aec A: f,f; # 0} is finite since {coz f,}.c4
is star finite; and since coz f, = coz I N coz g, for each a € A4, 3.5 0.
is 1 on coz f;. But, cozf; is dense in cozhs; 80 Di,c59. i 1 on a
dense subset of coz h; and therefore on cozh, itself. Consequently,
he = hg Dlaes 9o It follows that {g.}... generates I, since {h,}aec.
does.
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The desired isomorphism ¢:I,— I is now obtained by defining
#(9.) = f. for each aec A.

COROLLARY 4.7. If a projective ideal I can be gemerated by a
star finite family {f.}.c4 such that pos f, Nneg f, = @ forall @, Be
A, then it is module isomorphic to I,.

Proof. Due to Theorem 4.6, one needs to show only that the
function f3/S.c4fo is in C(coz I) for each B e A and can be extended
to a function in C(X) which is 0 on X\supp f;. But since posf, N
neg f; = @ for all @, Be A, cozXucafu=cozl. So, fi/Deesfo is in
C(coz I) for each Be A.

The required extension is now done in two stages; first to
Uecssupp f., then to X. Corresponding to {f.}scs, Theorem 2.4
provides a star finite partition of unity {A.}ecx On Ueecs SUDD fa-
Therefore, %, € (Uzc.supp fo)\coz I implies that h, (x,) > 0 for some
a,c A; and by Theorem 2.4 (¢), k. f. = g.fs, for some g,eC(X).
Hence, on the neighborhood U of #, defined by U = {x € X: h, (%) >
(1/2) hqy(x,)}, one can write f, = k.f., Where k.= (g./hs)cC(U).
Moreover, since pos f,, N negf, = @ and neg f, Nposf, = @ for all
ac A, each k, is nonnegative on U. Therefore, on U N coz I,

A
2fe A+ k)fe, 1+ 3k
ae atag a*ay

But the right hand side is continuous at x, since the denominator is
bounded away from 0 on U. Hence, f3/S..c.f. can be extended
continuously to {#,} Ucozl. Thus, by [6, 6H], there exists a fune-
tion fs € C(\Uxe4 Supp f,) which is a continuous extension of fp/>i.c 4 fa-

To obtain an extension of f; to X, note that f; is 0 on
(Ueae. supp fo)\supp f; since it must be 0 on cozI\suppf,. Also,
Uxecssupp fe = Usescoz b, is open and contains supp fi;. Therefore,
Jf+ can be extended continuously to X by defining it to be 0 on
X\supp f5.

If an ideal is absolutely convex, then any generating set {f.}eca
can be replaced by {fZ, f7}.cu- Hence, the class of ideals covered
by Corollary 4.7 includes the absolutely convex ones. Reecall that
if X is an F-space [6, 14.25], then every ideal in C(X) is absolutely
convex [6, 14.26]. Hence, there are cases for which every projec-
tive ideal is module isomorphic to its associated projective z-ideal.

Also of interest is the fact that if a projective ideal is gener-
ated by the star finite family {f.}..., then the ideal generated by
{fZ}ac4 is projective. (If {h,}.c, is a partition of unity on {J,..supp /.
associated with {f.},.. as in Theorem 2.4, then {h,h,}... (recall De-
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finition 3.3) is a star finite partition of unity on .., supp f2. More-
over, by Theorem 2.4 if a, 8ec A, there is a geC(X) such that
fshe = gf.; but by Lemma 4.1 (d), suppf., and X\U;.icozh, are
completely separated so g can be chosen such that suppg S U,..cozh,.
Consequently, f2(h.h.) = f¢*/Syes b2l where ¢*/>,.,h? is extended
continuously to X. Therefore, {f3}... and {h.f.}. . satisfy the con-
ditions of Theorem 2.4.) By Corollary 4.7, this ideal is module iso-
morphic to its associated projective z-ideal. Furthermore, as will
be seen in Proposition 4.8, the ideals generated by {f.}ac. and {fZ}ecs
are associated with the same projective z-ideal. Thus, a projective
ideal I always contains a module isomorphic copy of I,.

The following proposition characterizes the relationship between
projective ideals which are associated with the same projective z-
ideal.

ProroOSITION 4.8. If I and J are projective ideals, then I, = J,
tf and only if there are star finite generating sets {fi aleca 0ONd
{foadeca of I and J respectively such that supp f,.= supp fr. for
each ae A.

Proof. Suppose I, = J,. Theorem 2.4 provides star finite gen-
erating sets {f:};ez and {f;};.c for I and J respectively with cor-
responding partitions of unity {h:}sc; and {A},.c such that supp f; =
supp h; for each BeB and supp f, = supph;, for each veC. Let
A =B X C and, for each (8,7) = ac A, define f, = f;h) and f, =
Sy hi. From the star finiteness of the collections involved, it follows
that both {fi}.., and {f,}... are star finite. Moreover, since I, =J,,
each h; must be a linear combination of a finite subset {k;};cc, of
{h)}rec; and since {h)};., is star finite, {y€C:h'hy + 0 for some
0 e Gy} = C; is finite. Thus, Sirecy by =1 on coz h; and consequently
on supph; =suppf; so fi =Jf; Siecy by’ = Syecy b, Therefore,
{fi}aca generates I,

By symmetry, {f.}... generates .J. The observation that
supp fi = supp h;h,’ = supp f» for each (B, 7) = ac A completes this
part of the proof.

Conversely, suppose {fi.}eca and {f;.}... satisfy the conditions
of the proposition. Then, by Theorem 2.4, there are star finite
partitions of unity {h, .}.c. and {h,.}.c. generating I, and J, respec-
tively such that supph,,< supp fi,, = suppf.., and supph,,<
supp Sy« = supp f,.. for each ac A. It follows by Lemma 4.1 (¢) that
if o€ A then there is a finite BS A such that A, = h,o(Spes Psp) €.
(Recall that {h,.}.c, generates J,.) Thus, I, & J,. The rest follows
by symmetry.
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