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The main theorem is that if $B$ is a hereditary $C^*$-subalgebra of $A$ which is not contained in any proper closed two-sided ideal, then under a suitable separability hypothesis $A \otimes \mathcal{K}$ is isomorphic to $B \otimes \mathcal{K}$, where $\mathcal{K}$ is the $C^*$-algebra of compact operators on a separable infinite-dimensional Hilbert space. In the special case where $A = C \otimes \mathcal{K}$ and $B = pAp$ for some projection $p$ in the double centralizer algebra, $M(A)$, of $A$ such that $p$ commutes with $C \otimes 1 \subset M(A)$, the theorem follows from a result of Dixmier and Douady [12]. In fact $p$ must be defined by a continuous mapping from the spectrum $\hat{C}$ of $C$ to the strong grassmanian. Thus $p$ defines a continuous field of Hilbert spaces on $\hat{C}$ and [12] implies that the countable direct sum of this field with itself is trivial. Our proof amounts to an abstraction of [12]. The theorem also leads to an abstraction and generalization of some results of Douglas, Fillmore, and us on extensions of $C^*$-algebras ([6, §3]). The final section of the paper contains a generalization of the Dauns-Hofmann theorem which is needed to justify some of our remarks.

1. Preliminaries. If $B$ is a $C^*$-subalgebra of $A$, $B$ is called hereditary if $a \in A$, $b \in B$, $0 \leq a \leq b$ imply $a \in B$. $B$ is full if it is not contained in any proper closed two-sided ideal of $A$.

We will be particularly concerned with hereditary subalgebras which are related to the double centralizer algebra, $M(A)$, of $A$. An element of $M(A)$ is a pair $x = (S, T)$, where $S$ and $T$ are linear operators on $A$ such that $a \cdot S(b) = T(a) \cdot b$ for all $a, b \in A$. $M(A)$ is the universal $C^*$-algebra containing $A$ as a two-sided ideal. $S$ and $T$ are the restrictions to $A$ of the left and right multiplications by $x$. The strict topology of $M(A)$ is the weakest topology in which the maps $x \rightarrow xa$ and $a \rightarrow ax$ are continuous for each $a \in A$, where $A$ has the norm topology. Any nondegenerate representation, $\pi$, of $A$ extends uniquely to a representation, $\bar{\pi}$, of $M(A)$ on the same Hilbert space. For further details on $M(A)$ the reader is referred to [8] and [3].

If $p$ is a projection in $M(A)$, $pAp$ is a hereditary subalgebra of $A$ which will be called a corner.

**Lemma 1.1.** If $p$ is a projection in $M(A)$, the following are equivalent:
1. For any nondegenerate representation, $\pi$, of $A$, $\bar{\pi}(p) \neq 0$. 

2. For any irreducible representation, \( \pi \), of \( A \), \( \bar{\pi}(p) \neq 0 \).
3. \( pAp \) is full.
4. \( pA \) is not contained in any proper closed two-sided ideal of \( A \).
5. \( Ap \) is not contained in any proper closed two-sided ideal of \( A \).
6. The norm-closed two-sided ideal of \( M(A) \) generated by \( p \) includes \( A \).
7. \( p \) is not contained in any proper strictly closed two-sided ideal of \( M(A) \).

Proof. \( 1 \Rightarrow 2 \) is obvious.

2 \( \Rightarrow \) 3. If \( pAp \) is not full, there must be an irreducible representation \( \pi \) which vanishes on the two-sided ideal generated by \( pAp \). Thus \( \bar{\pi}(p) \cdot \pi(A) \cdot \bar{\pi}(p) = 0 \). Since the strong closure of \( \pi(A) \) contains 1, \( \bar{\pi}(p) = 0 \).

3 \( \Rightarrow \) 4 and 5. Obvious because \( pAp = pA \cap Ap \).

4 or 5 \( \Rightarrow \) 6. The ideal considered in 6 obviously includes \( pA \) and \( Ap \).

6 \( \Rightarrow \) 7. \( A \) is strictly dense in \( M(A) \).

7 \( \Rightarrow \) 1. The kernel of \( \bar{\pi} \) is strictly closed. Thus if \( \bar{\pi}(p) = 0 \) and \( p \) generates a strictly dense ideal, \( \bar{\pi} \) and \( \pi \) must be 0.

\( p \) will be called full if it satisfies the conditions of 1.1.

A hereditary subalgebra need not be a corner. Let \( A^{**} \) be the Banach space double dual of \( A \). \( A^{**} \) is a \( W^* \)-algebra, and any nondegenerate representation, \( \pi \), of \( A \) extends uniquely to a \( W^* \)-representation, \( \pi^{**} \), of \( A^{**} \). The hereditary subalgebras of \( A \) correspond one-to-one to the open projections (see [2]) of \( A^{**} \). The subalgebra corresponding to \( p \) is \( (pA^{**}p) \cap A \), and \( p \) is open if and only if this is weak* dense in \( pA^{**}p \).

**Lemma 1.2.** If \( B \) is the hereditary subalgebra of \( A \) corresponding to the open projection \( p \), the following are equivalent:

1. For any nondegenerate representation, \( \pi \), of \( A \), \( \pi^{**}(p) \neq 0 \).
2. For any irreducible representation, \( \pi \), of \( A \), \( \pi^{**}(p) \neq 0 \).
3. \( B \) is full.
4. The norm-closed two-sided ideal of \( A^{**} \) generated by \( p \) includes \( A \).
5. \( p \) is not contained in any proper weak*-closed two-sided ideal of \( A^{**} \).

Proof. \( 1 \Rightarrow 2 \) is obvious.

2 \( \Rightarrow \) 3. If \( B \) is not full, some irreducible representation, \( \pi \),
vanishes on \( B \). Since \( p \) is in the weak* closure of \( B \) and \( \pi^{**} \) is continuous from the weak* topology of \( A^{**} \) to the weak operator topology, \( \pi^{**}(p) = 0 \).

3 \( \Rightarrow \) 4. The ideal of 4 includes \( B \).

4 \( \Rightarrow \) 5. \( A \) is weak* dense in \( A^{**} \).

5 \( \Rightarrow \) 1. If \( \pi^{**}(p) = 0 \), 5 and the weak* continuity of \( \pi^{**} \) imply \( \pi^{**} \) and \( \pi = 0 \).

If \( A \) and \( B \) are \( C^* \)-algebras \( A \otimes_{\min} B \) denotes the completion of the algebraic tensor product with respect to the smallest \( C^* \)-norm. If \( \pi \) and \( \rho \) are faithful representations of \( A \) and \( B \), \( \pi \otimes \rho \) is a faithful representation of \( A \otimes_{\min} B \). The abbreviated symbol \( A \otimes B \) will be used if all \( C^* \) tensor products are known to agree. See [15] and its references for further details on tensor products. \( \mathcal{L}(\mathcal{H}) \) denotes the algebra of bounded operators on the Hilbert space \( \mathcal{H} \) and \( \mathcal{K}(\mathcal{H}) \) the ideal of compact operators. The abbreviated symbols \( \mathcal{L} \) and \( \mathcal{K} \) may be used if \( \mathcal{H} \) is separable and infinite-dimensional. \( C^* \)-algebras \( A \) and \( B \) are called stably isomorphic if \( A \otimes \mathcal{K} \) and \( B \otimes \mathcal{K} \) are isomorphic. \( A \) is stable if \( A \) and \( A \otimes \mathcal{K} \) are isomorphic. A positive element \( e \) of a \( C^* \)-algebra \( A \) is called strictly positive if \( \phi(e) > 0 \) for every state \( \phi \) of \( A \). Two equivalent conditions are that \( Ae \) be norm dense in \( A \) and that \( e \) not be contained in any proper hereditary \( C^* \)-subalgebra of \( A \). \( A \) has a strictly positive element if and only if \( A \) has a countable approximate identity, and this is always so if \( A \) is separable. (See [1] \( \hat{A} \), the spectrum of \( A \), denotes the set of equivalence classes of irreducible representations of \( A \) with the hull-kernel topology. \( (10) \).

A continuous field of Hilbert spaces \( E \), on a topological space \( X \) is given by \( (\{E_x\}, \Gamma) \), where \( E_x \) is a Hilbert space for each \( x \in X \) and \( \Gamma \) is a space of functions \( \phi \) on \( X \) such that \( \phi(x) \in E_x \) and certain axioms are satisfied. See [12] for the precise definition and further details. The strong grassmanian, \( \mathcal{G} \), is the set of projections in \( \mathcal{L} \) with the strong operator topology. A continuous function, \( f: X \rightarrow \mathcal{G} \), give rise to a continuous field which is a complimented subfield of the countable rank trivial field. \( f_1 \) and \( f_2 \) give rise to isomorphic fields if and only if there is a (double-) strongly continuous function \( u: X \rightarrow \mathcal{L} \) such that \( u^*(x) \cdot u(x) = f_1(x) \) and \( u(x) \cdot u^*(x) = f_2(x) \) for all \( x \in X \).

If \( A \) is a separable \( C^* \)-algebra, \( \operatorname{Ext}(A) \) is the set of equivalence classes of \(*\)-monomorphisms \( \tau: A \rightarrow \mathcal{L}/\mathcal{K} \). \( \operatorname{Ext}(A) \) has a natural semigroup structure and is known to be a group in many cases. A \(*\)-monomorphism \( \theta: A \rightarrow B \) induces a homomorphism \( \theta^*: \operatorname{Ext}(B) \rightarrow \operatorname{Ext}(A) \) by \( \tau \rightarrow \tau \circ \theta \). \( \operatorname{Ext}(A) \cong \operatorname{Ext}(A \otimes \mathcal{K}) \) and hence \( \operatorname{Ext}(A) \cong \operatorname{Ext}(B) \) whenever \( A \) and \( B \) are stably isomorphic. For further details see [6], [5], [17], [9].
2. The main theorem. If $I$ is a dense two-sided ideal of the $C^*$-algebra $A$, 1.7.2 of [10] asserts the existence of an increasing approximate identity of $A$ consisting of elements of $I$. It is convenient to begin with a slight refinement of this.

**Theorem 2.1.** If $R$ is a (not necessarily closed) right ideal of $A$ which generates a dense two-sided ideal, then $A$ has an increasing approximate identity consisting of finite sums $\sum r_j^* r_j$, $r_j \in R$.

**Proof.** We apply the arguments of [10] to the dense two-sided ideal $I = R^* \cdot R$. Only one new point arises: We need to know that for any self-adjoint element, $x$, of $I$, $x \leq \sum c_i^* c_i$ for suitable $c_i \in R$. This follows from $2 \cdot \text{Re} a^* b = a^* b + b^* a \leq a^* a + b^* b$. A typical member of the approximate identity will be given by $r_j = c_j (\varepsilon + \sum c_k^* c_k)^{-1/2}$, for $\varepsilon > 0$.

**Lemma 2.2.** If $p$ is a full projection in $M(A)$, $e \in A$, and $\varepsilon > 0$, then there are $a_1, a_2, \ldots, a_n \in A$ such that $\sum a_i^* p a_i \leq 1$ and

$$\|(1 - \sum a_i^* p a_i) e\| < \varepsilon .$$

**Proof.** Apply 2.1 to $R = p A$. Choose the $a_i$ so that $\sum a_i^* p a_i$ is a suitable member of the approximate identity.

**Lemma 2.3.** If $p$ is a full projection in $M(A)$ and $A$ has a strictly positive element, $e$, then there are $a_1, a_2, \ldots, a_n \in A$ such that $\sum_{i=1}^\infty a_i^* p a_i = 1$, with convergence in the strict topology of $M(A)$.

**Proof.** We construct recursively $n_1 < n_2 < \cdots < n_k$ and $a_1, a_2, \ldots, a_n, 1 \leq i \leq n_k$, such that with $s_k = \sum_{i=1}^k a_i^* p a_i$, $s_k \leq 1$ and $\|(1 - s_k) e\| \leq 1/k$. Suppose this is given for $k$. By 2.2 we choose $b_1, \ldots, b_m \in A$ such that with $s' = \sum b_i^* p b_i$, $s' \leq 1$ and $\|(1 - s_k)^{1/2} (1 - s') (1 - s_k)^{1/2} e\| < 1/k + 1$. Let $n_{k+1} = n_k + m$ and $a_{n_k + i} = b_i (1 - s_k)^{1/2}$.

Since $e \cdot A$ is dense in $A$, it is now clear that $s_k$ converges strictly to 1. For $x \in A$ the sequence $x^* (1 - \sum a_i^* p a_i) x$ is monotone decreasing and a subsequence converges to 0. Hence the sequence converges to 0. Since $\|(1 - \sum a_i^* p a_i) x\| \leq \|x^* (1 - \sum a_i^* p a_i) x\|^{1/2}$, the lemma is proved.

We fix a set of matrix units $\{e_{ij}\}$ which generate $\mathcal{H}$. We will consistently use without reference the fact that $M(A) \otimes_{\min} M(B)$ is a subalgebra of $M(A \otimes_{\min} B)$ (cf. [3, 3.8]).

**Lemma 2.4.** If $p$ is a full projection in $M(A)$ and $A$ has a

---

1 A result of D. Voiculescu, [17], which we do not need here, eliminates the need for $\theta$ to be assumed one-to-one.
strictly positive element, then there is a partial isometry \( u \in M(A \otimes \mathcal{K}) \) such that \( u^*u = 1 \otimes e_{11} \) and \( uu^* \leq p \otimes 1 \).

**Proof.** Choose \( a_1, a_2, \cdots \) as in 2.3 and let \( u = \sum_i^\infty pa_i \otimes e_{11} \). It is routine to show that the infinite series converges in the strict topology of \( M(A \otimes \mathcal{K}) \). In fact, since finite sums \( \sum b_{jk} \otimes e_{jk} \) are dense in \( A \otimes \mathcal{K} \) and since with \( u_n = \sum_i^n pa_i \otimes e_{11}, \|u_n\| \leq 1(u_n^*u_n = \sum_i^n a_i^*pa_i \otimes e_{11}) \), it is sufficient to show that \( u_n(b \otimes e_{jk}) \) and \( (b \otimes e_{jk})u_n \) converge for all \( b \in A \) and all \( j, k \). The second is obvious since \( (b \otimes e_{jk})\cdot (pa_i \otimes e_{11}) = 0 \) for \( i \neq k \). For the first, note that

\[
\|(u_m - u_n)(b \otimes e_{jk})\|^2 = \|(b^* \otimes e_{k\ell})(u_m - u_n)^*(u_m - u_n)(b \otimes e_{jk})\| \\
\leq \|b^*(\sum_{n+1}^m a_i^*pa_i)b\| \longrightarrow 0
\]

by 2.3.

**Lemma 2.5.** With the same hypotheses there is \( v \in M(A \otimes \mathcal{K}) \) such that \( v^*v = 1 \) and \( vv^* = p \otimes 1 \).

**Proof.** Let \( N \) be the set of natural numbers and write \( N = \bigcup_i N_i \) where the \( N_i \)'s are disjoint infinite subsets. Let \( e_{ij} = \sum_{i \in N_j} 1 \otimes e_{ii} \in M(A \otimes \mathcal{K}) \). We construct recursively a sequence \( \{v_k\} \) of partial isometries in \( M(A \otimes \mathcal{K}) \) such that \( v_kv_k^* \) are mutually orthogonal, \( v_kv_k^* \) are mutually orthogonal, \( \sum_i^{2m-1} v_i^*v_k = \sum_i^n e_j, \sum_i^{2m} v_i^*v_k \leq \sum_i^{n+1} e_j, \sum_i^{2m-1} v_k^*v_k \leq (p \otimes 1) \cdot \sum_i^n e_j, \) \( \sum_i^{2m} v_k^*v_k = (p \otimes 1) \cdot \sum_i^n e_j \). Once this is done, it is routine to define \( v = \sum_i^\infty v_k \) with strict convergence.

To construct \( v_{2m-1} \) we use a partial isometry \( w \) such that \( w^*w = e_n \) and \( ww^* \leq (p \otimes 1) \cdot e_n \). \( w \) exists by an easy argument based on 2.4. Let \( v_{2m-1} = w(\sum_i^n e_j - \sum_i^{2n-1} v_i^*v_k) \). To construct \( v_{2m} \), we use a partial isometry \( w' \) such that \( w^*w' \leq e_{n+1} \) and \( w'w'^* = (p \otimes 1) \cdot e_n \). The existence of \( w' \) is obvious. Let \( v_{2m} = (p \otimes 1) \cdot [\sum_i^n e_j - \sum_i^{2n-1} v_i^*v_k] \cdot w' \).

**Corollary 2.6.** If \( A \) has a strictly positive element and \( B \) is a full corner of \( A \), then \( A \) and \( B \) are stably isomorphic. The stable isomorphism is induced by a partial isometry in \( M(A \otimes \mathcal{K}) \).

**Proof.** \( B \otimes \mathcal{K} \) can be identified with \( (p \otimes 1) \cdot A \otimes \mathcal{K} \cdot (p \otimes 1) \). The isomorphism of \( B \otimes \mathcal{K} \) with \( A \otimes \mathcal{K} \) is induced by the \( v \) of 2.5.

**Corollary 2.7.** If \( A \) is separable and \( B \) is a full corner of \( A \), then the inclusion \( i: B \rightarrow A \) induces an isomorphism \( i^*: \text{Ext}(A) \rightarrow \text{Ext}(B) \).
Proof. Consider the commutative diagram:

\[
\begin{array}{ccc}
B & \xrightarrow{i} & A \\
\downarrow & & \downarrow \\
B \otimes \mathcal{H} & \xrightarrow{i \otimes 1} & A \otimes \mathcal{H},
\end{array}
\]

where the vertical maps are given by \( a \mapsto a \otimes e_{11} \). Since the vertical maps induce isomorphisms on \( \text{Ext} \) by [6, 3.15], it is sufficient to show \((i \otimes 1)\) is an isomorphism. But by [6, 3.11] \( i \otimes 1 \) induces the same map from \( \text{Ext}(A \otimes \mathcal{H}) \) to \( \text{Ext}(B \otimes \mathcal{H}) \) as the isomorphism of \( B \otimes \mathcal{H} \) with \( A \otimes \mathcal{H} \) constructed in 2.6.

**Theorem 2.8.** If \( B \) is a full hereditary \( C^* \)-subalgebra of \( A \) and if each of \( A \) and \( B \) has a strictly positive element, then \( B \) is stably isomorphic to \( A \). There is a canonical set of isomorphisms from \( B \otimes \mathcal{H} \) to \( A \otimes \mathcal{H} \) which agree up to automorphisms of \( A \otimes \mathcal{H} \) induced by unitary elements of \( M(A \otimes \mathcal{H}) \).

**Proof.** Let \( C \) be the \( C^* \)-subalgebra of \( A \otimes M_2 \) consisting of sums \( \sum a_{ij} \otimes e_{ij} \) such that \( a_{11} \in B, a_{22} \in B \cdot A, a_{21} \in A \cdot B, \) and \( a_{22} \in A \). Here, \( M_2 \) is the algebra of \( 2 \times 2 \) complex matrices and \( \{e_{ij}: i, j = 1, 2\} \) is a system of matrix units. \( B \) is isomorphic to the full corner \( B \otimes e_{11} \) of \( C \), and \( A \) is isomorphic to the full corner \( A \otimes e_{22} \). Moreover if \( f_1 \) and \( f_2 \) are strictly positive elements of \( B \) and \( A \), then \( f_1 \otimes e_{11} + f_2 \otimes e_{22} \) is a strictly positive element of \( C \). Thus 2.6 implies that \( A \) and \( B \) are stably isomorphic.

The isomorphism from \( B \otimes \mathcal{H} \) to \( A \otimes \mathcal{H} \) is induced by a partial isometry \( v \in M(C \otimes \mathcal{H}) \). \( v \) can be replaced only by \( uv \) where \( u \) is a partial isometry whose initial and final projections are \( 1 \otimes e_{22} \otimes 1 \in M(C \otimes \mathcal{H}) \). Since \( M(A \otimes \mathcal{H}) \) is a corner of \( M(C \otimes \mathcal{H}) \) (cf. [3, 4.5]), we may regard \( u \) as a unitary in \( M(A \otimes \mathcal{H}) \). Thus the second sentence of the theorem is proved. (Note that there are no arbitrary choices in the construction of \( C \).)

**Corollary 2.9.** If \( A \) and \( B \) are \( C^* \)-algebras with strictly positive elements, then the following are equivalent:

1. \( A \) and \( B \) are stably isomorphic.
2. There is a \( C^* \)-algebra \( C \) with a strictly positive element such that each of \( A \) and \( B \) is isomorphic to a full corner of \( C \).
3. There is a \( C^* \)-algebra \( C \) such that each of \( A \) and \( B \) is isomorphic to a full hereditary subalgebra of \( C \).

\(^2\) The "meaning" of the second sentence is clarified in [7].
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Proof. 1 => 2. Take $C = A \otimes \mathcal{N}$. $A$ is isomorphic to the full corner $A \otimes e_1$ of $C$. $B$ is isomorphic to the full corner $B \otimes e_{11}$ of $B \otimes \mathcal{N}$, which is isomorphic to $C$.

$2 \Rightarrow 3$ is obvious.

$3 \Rightarrow 1$. Since $A$ has a strictly positive element, $A$ contains a separable subalgebra $A_0$ such that $A_0A_0$ is dense in $A$. Similarly, $B \supset B_0$ such that $B_0B_0$ is dense in $B$. Let $C_0$ be the $C^\ast$-subalgebra of $C$ generated by $A_0$ and $B_0$ and $C_1$ the hereditary $C^\ast$-subalgebra generated by $C_0$. Since $C_0$ is separable, $C_1$ has a strictly positive element. Since $A$ and $B$ are full hereditary subalgebras of $C_1$, 2.8 implies $A$ and $B$ are stably isomorphic.

COROLLARY 2.10. If $A$ is a separable $C^\ast$-algebra and $i: B \to A$ is the inclusion of a full hereditary $C^\ast$-subalgebra, then $i^*: \text{Ext}(A) \to \text{Ext}(B)$ is an isomorphism.

Proof. Let $C$ be the $C^\ast$-algebra constructed in the proof of 2.8, and define $j_1: B \to C$ and $j_2: A \to C$ by $j_1(b) = b \otimes e_{11}$ and $j_2(a) = a \otimes e_{22}$. By 2.7 $j_1^*$ and $j_2^*$ are isomorphisms. Thus it is sufficient to prove $(j_2 \circ i)^*$ is an isomorphism, and for this it is sufficient to show $(j_2 \circ i)^* = j_2^*$. But $j_1$ and $j_2 \circ i$ both have images contained in $B \otimes M_2 \subset C$. If $k_1$ and $k_2$ are the corresponding maps from $B$ to $B \otimes M_2$, it is sufficient to show $k_1^* = k_2^*$, and this follows directly from [6, 3.11].

It is interesting to look for invariants under stable isomorphism. Among the obvious ones are separability, existence of a strictly positive element, existence of a faithful state, the spectrum, Ext, being of continuous trace, the element of $\overline{H}^0(\hat{A}, Z)$ corresponding to a continuous trace algebra $A$, and being of generalized continuous trace ([10, 4.7.12]). One noninvariant property that comes immediately to mind is the existence of (enough) finite-dimensional representations. This suggests that one attempts to determine which $C^\ast$-algebras are stably isomorphic to algebras with finite-dimensional representations. For the remainder of this section we assume for simplicity that all $C^\ast$-algebras considered are separable.

Let $FD$ be the class of $C^\ast$-algebras all of whose irreducible representations are finite dimensional, $BD_n$ the class of whose irreducible representations have dimension $\leq n$, and $BD = \bigcup_{n=1}^{\infty} BD_n$. The basic method for using our theorem to prove that $A$ is stably isomorphic to an algebra in $FD$, for example, is to find an $e \in A$ such that $\pi(e)$ is nonzero and of finite rank for each irreducible representation $\pi$. Then $B = e\mathcal{A}e$ fulfils the hypotheses of 2.8 and $B \in FD$. The next corollary contains some examples of what can be proved with this technique, though it is not best possible.
COROLLARY 2.11. Let $A$ be a separable CCR $C^*$-algebra.

(a) If $\hat{A}$ is either Hausdorff or (quasi-) compact, then $A$ is stably isomorphic to an algebra in $FD$.

(b) In particular if $A$ has continuous trace, (a) applies.

(c) If $A$ has continuous trace and $\hat{A}$ is compact, then $A$ is stably isomorphic to an algebra in $BD$.

(d) If $A$ has continuous trace and $\hat{A}$ has finite topological dimension $n$, then $A$ is stably isomorphic to an algebra in $BD_{n+1}$.

(e) If $A$ has continuous trace and $\hat{A}$ is homeomorphic to $S^n$, then $A$ is stably isomorphic to an algebra in $BD_2$.

Sketch of proof.

(a) For $\pi \in \hat{A}$, choose $e_0 \geq 0$ such that $\pi(e_0) \neq 0$. Let $g$ be a nonnegative continuous function on $\mathbb{R}$ such that $g(||\pi(e_0)||) \neq 0$ and $g$ vanishes on a neighborhood of 0, and let $f_0 = g(e_0)$. Then $\pi(f_0) \neq 0$ and rank $\pi(f_0)$ is finite for all $\pi \in \hat{A}$. The sets $\{\pi \in \hat{A}: \pi(f_0) \neq 0\}$ form an open cover of $\hat{A}$. We now use either a compactness or paracompactness argument.

(c) The element $f_0$ above can be chosen so that rank $\pi(f_0) \leq 1$ for all $\pi$.

(d) Every open cover of $\hat{A}$ has a refinement such that no point of $\hat{A}$ is in more than $n+1$ sets of the refinement.

(e) $S^n$ can be covered by two open sets such that $A$ is trivial over each. (Note that if $A$ is stable and of continuous trace then according to the results of [12] $A$ arises from a locally trivial $\mathbb{K}$-bundle.)

REMARKS.

1. The purpose of 2.11(e) (which is trivial for $n \neq 3$) is to improve the counterexample in 6.28 of [5]. The algebra there could be taken in $BD_2$.

2. It follows from [11] that any algebra in $FD$ is of generalized continuous trace. P. Green has recently proved, by combining the technique of 2.11 with a result on the topology of the spectrum of a generalized continuous trace algebra, that every (separable) generalized continuous trace algebra is stably isomorphic to an element of $FD$.

3. It is not hard to prove, using [12] and a result of Serre that a continuous trace algebra $A$, is stably isomorphic to a $C^*$-algebra with unit if and only if $\hat{A}$ is compact and the corresponding

\footnote{We are grateful to P. Green for suggesting the elimination of a redundant hypothesis from (a).}
element of \( \tilde{H}(\hat{A}, \mathbb{Z}) \) is torsion. The same problem for general \( C^* \)-algebras appear to be difficult.

3. Relations with other subjects. This paper was motivated by \[6, \S 3\]. The stable isomorphisms found there between a separable \( C^* \)-algebra \( A \) and a subalgebra \( B \) can be put into the following abstract context: \( A = C \otimes \mathcal{H} \) and \( B \) is the full corner defined by a projection \( p \in \mathcal{M}(C \otimes \mathcal{H}) \) such that \( p \) commutes with \( C \otimes 1 \). In this case \( p \) arises from a continuous function from \( \hat{C} \) to \( \mathbb{Z} \) and hence defines a continuous field of Hilbert spaces, \( E \), over \( \hat{C} \). [12, Cor. 3, p. 260] implies that \( E \oplus E \oplus \cdots \) is trivial, which implies the stable isomorphism. It is now clear that the hypothesis that \( p \) commute with \( C \otimes 1 \) is unnecessary for the stable isomorphism (though it is necessary for the purposes of \[6, \S 4\]). On the other hand, the application of the result of [12] gives a stronger conclusion than our results in this context. The extra strength is in the fact that the partial isometry \( v \) of 2.5 also commutes with \( C \otimes 1 \subset \mathcal{M}(A \otimes \mathcal{H}) \). Note, though, that this would be automatic if \( C \) is commutative, since then \( C \otimes 1 \otimes 1 \) is central in \( \mathcal{M}(C \otimes \mathcal{H} \otimes \mathcal{H}) \). The upshot of this is that there is significant overlap between our results and a portion of [12] but neither implies the other.

In general, there is a fairly good analogy between our results and [12]. In order to elaborate this, we state explicitly two results of [12]:

I. If \( E \) is a separable continuous field over \( X \) and \( E_0 \) is a trivial field of countably infinite rank over \( X \), where \( X \) is paracompact, then \( E \oplus E_0 \cong E_0 \) (Thm. 4, p. 259).

II. If \( E \) is separable, \( E_x \neq 0 \) for each \( x \in X \), and \( X \) is paracompact, then \( E \oplus E \oplus \cdots \) is trivial (Cor. 3, p. 260).

The hypotheses that \( E \) be separable and \( X \) paracompact are analogous to existence of a strictly positive element. The hypothesis that \( E_x \neq 0 \) for each \( x \) is analogous to fullness. A corner is analogous to a complemented subfield, and a hereditary \( C^* \)-subalgebra is analogous to an arbitrary subfield. (If \( X \) is locally compact Hausdorff this is more than just an analogy.) Thus our main theorem is analogous to II. It may seem that we are dealing only with the special case of II where \( E \) is known a priori to be a subfield of a trivial field, but actually this is no restriction because of the level of abstractness. If \( E \) and \( E' \) are two fields over \( X \) such that \( E_x \neq 0 \) and \( E'_x \neq 0 \) for all \( x \in X \), then we may form \( E \oplus E' \). If \( A, A', \) and \( C \) are the corresponding \( C^* \)-algebras (change the word “corresponding” to “analogous” if \( X \) is not locally compact Hausdorff), then \( A \) and \( A' \) are
full corners of $C$ and the relationship is the same as that between $A$, $B$, and $C$ in the proof of 2.8 (except that there is no inclusion relation between $A$ and $A'$). Thus 2.8 and indeed 2.6 is an adequate analogue of II. We also see that given two $C^*$-algebras $A$ and $A'$, the formation of a $C^*$-algebra $C$ like that of 2.8 is analogous to the formation of the direct sum of two fields. The existence of such a $C$ is analogous to the fact of two fields having homeomorphic base spaces. $C$ may not be unique. (Note that one needs to choose a specific homeomorphism between the base spaces before one can form the direct sum of fields with different base spaces.)

It seems appropriate to ask, “Under what conditions is it possible to construct a $C^*$-algebra $C$ having two given $C^*$-algebras $A$ and $A'$ as “opposite” full corners?” One answer to this question is provided by the concept of Morita equivalence. See [7] for details.

Thus far our analogy has not mentioned I. Although I was used in the proof of II in [12], we note that I follows from II in the special case where $E_x \neq 0$ for all $x$. To formulate an analogue of I in general, we assume $B$ is a hereditary $C^*$-subalgebra of $A$ and define a $C^*$-algebra $D \subset A \otimes \mathcal{H}$ as follows: If $d \in A \otimes \mathcal{H}$ and $d_{ij} \otimes e_{ij} = (1 \otimes e_{ii})d(1 \otimes e_{jj})$, then $d \in D$ if and only if $d_{ii} \in B$, $d_{ij} \in B \cdot A$, and $d_{ii} \in A \cdot B$. $B$ is a corner of $D$ defined by the projection $p$ which may be symbolized by $1 \otimes e_{ii}$ (where “1” is the identity of $M(B)$). $A \otimes \mathcal{H}$ can be identified with the opposite corner, which is defined by $1 - p = \sum_{ii}^\infty 1 \otimes e_{jj}$ (where “1” is the identity of $M(A)$).

**Theorem 3.1.** If $B$ has a strictly positive element, then there is a partial isometry $u \in M(D)$ such that $u^*u = 1 - p$ and $uu^* = 1$.

**Sketch of proof.** Let $e$ be a strictly positive element of $B$. Then $u$ can be defined by the infinite matrix:

$$
\begin{pmatrix}
0 & e & (1 - e^2) & (1 - e^3)e & (1 - e^4) & \cdots \\
0 & -(1 - e^2) & e^2 & (1 - e^3) & (1 - e^4)e & \cdots \\
0 & 0 & -(1 - e^2) & e^2 & (1 - e^3)e & \cdots \\
0 & 0 & 0 & -(1 - e^2) & e^2 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\end{pmatrix}
$$

Before proceeding further, we prove some things needed to justify some of the above remarks. Let $A$ and $B$ be $C^*$-algebras, and let $\lambda: B \to \mathcal{L}(\mathcal{H})$ be a faithful representation. If $\pi$ is any
irreducible representation of $A$, then $\pi \otimes \lambda$ is a representation of $A \otimes_{\text{min}} B$. The direct sum of $\pi \otimes \lambda$ for all $\pi \in \hat{A}$ is faithful, since it is $(\sum_{\pi \in \hat{A}} \pi) \otimes \lambda$. Thus if $f: \hat{A} \to B$, and $a \in A$, there can be at most one $c \in A \otimes_{\text{min}} B$ such that $(\pi \otimes \lambda)\ (c) = (\pi \otimes \lambda)(a \otimes f(\pi))$ for all $\pi \in \hat{A}$. This $c$ (if it exists) will be devoted $a \otimes f$. It is easily seen that the existence and identity of $a \otimes f$ is independent of the choice of $\lambda$.

**Lemma 3.2.** $a \otimes f$ exists for all $a \in A$ if and only if $f$ is bounded and continuous.

**Proof.** Assume $a \otimes f$ exists for all $a$. The closed graph theorem implies that the linear map $a \mapsto a \otimes f$ is bounded and hence that $f$ is bounded. To any state $\psi$ on $A$ corresponds a linear contraction $R_\psi: A \otimes_{\text{min}} B \to B$ such that $R_\psi(a \otimes b) = \psi(a) \cdot b$ [16]. If $\pi$ is a representation of $A$ and $\theta$ a cyclic vector such that $\psi(a) = (\pi(a)\theta, \theta)$ for all $a \in A$, then $R_\psi$ can be constructed by identifying $\lambda_\theta \cdot R_\psi$ with the compression of $\pi \otimes \lambda$ to $C\theta \otimes \mathcal{H}$. If $\psi$ is a pure state, $R_\psi(a \otimes f) = \psi(a) f(\pi)$. Also the assignment $\psi \mapsto R_\psi$ is continuous from the weak* topology to the strong operator topology. Now if a net $\{\pi_a\}$ converges to $\pi$ in $\hat{A}$, choose a state $\psi$ defining $\pi$ and an $a \in A$ such that $\psi(a) \neq 0$. Then by passing to a subnet if necessary, we can choose states $\psi_a$ defining $\pi_a$ such that $\psi_a \to \psi$ weak* ([10, 3.4.11]). Thus $R_{\psi_a}(a \otimes f) = \psi_a(a) f(\pi_a) \to \psi(a) f(\pi) = R_\psi(a \otimes f)$, and hence $f(\pi_a) \to f(\pi)$. Therefore $f$ is continuous.

Now assume $f$ is bounded and continuous, $a \in A$, and further that $\|a\| = \|f\|_\infty = 1$. For each $n = 1, 2, \cdots$ let $K_n = \{\pi \in \hat{A}: \|\pi(a)\| \geq 1/n\}$ and let $L_n$ be the closed convex hull of $f(K_n)$. $L_n$ is compact since $K_n$ is. By the Dugundji extension theorem ([13]) there is a continuous retraction $r_n: B \to L_n$. Let $\{U_i\}$ be a finite open cover of $L_n$ consisting of sets of diameter less than $1/n$, and let $\{\phi_i\}$ be a partition of unity subordinate to $\{U_i\}$. Choose $b_i \in L_n \cap U_i$ for each $i$ and define $g_n: \hat{A} \to B$ by $g_n(\pi) = \sum (\phi_i \circ r_n \circ f(\pi)) \cdot b_i$. Then $a \otimes g_n$ exists, since it is $\sum (\phi_i \circ r_n \circ f) a \otimes b_i$. Here we are using the Dauns-Hofmann theorem (see [14] and references), which implies that for any bounded continuous scalar valued function $h$ on $\hat{A}$ there is an element $ha$ of $A$ such that $\pi(ha) = h(\pi)\pi(a)$ for all $\pi \in \hat{A}$. In this case $h = \phi_i \circ r_n \circ f$. If $\pi \in K_n$, then $\|g_n(\pi) - f(\pi)\| < 1/n$. Thus for all $\pi \in \hat{A}$, $\|(\pi \otimes \lambda)(a \otimes g_n) - (\pi \otimes \lambda)(a \otimes f(\pi))\| < 2/n$. It follows that $\{a \otimes g_n\}$ is a Cauchy sequence and its limit fulfils the definition of $a \otimes f$.

**Theorem 3.3.** The elements of $M(A \otimes_{\text{min}} B)$ which commute with $A \otimes 1$ can be identified naturally with the bounded strictly continuous functions $F: \hat{A} \to M(B)$. 
Proof. If $x \in M(A \otimes \min B)$ commutes with $A \otimes 1$, then for each $\pi \in \hat{A}$ ($\pi \otimes \lambda)^{-1}(x)$ commutes with $\pi(A) \otimes 1$. Thus $$(\pi \otimes \lambda)^{-1}(x) = 1 \otimes T(\pi),$$ for some $T(\pi) \in L(H)$. $(1 \otimes T(\pi)) \cdot (\pi(a) \otimes \lambda(b)) = \pi(a) \otimes T(\pi)\lambda(b)$ and $$(\pi(a) \otimes \lambda(b))(1 \otimes T(\pi)) = \pi(a) \otimes \lambda(b)T(\pi)$$ are each in $(\pi \otimes \lambda)(A \otimes \min B)$ for all $a \in A$, $b \in B$. It follows that $T(\pi)\lambda(b)$ and $\lambda(b)T(\pi)$ are in $\lambda(B)$. (Choose a unit vector $\theta$ such that $\psi(a) = (\pi(a)\theta, \theta) \neq 0$ and apply $R_\psi$.) This means that $T(\pi)\lambda(b)$ and $\lambda(b)T(\pi)$ are in $\lambda(B)$. (Choose a unit vector $\theta$ such that $\psi(a) = (\pi(a)\theta, \theta) \neq 0$ and apply $R_\psi$.)

It is known that the topological product $A \times B$ is homeomorphically identified with a dense subset of $(A \otimes \min B)^\wedge$. A byproduct of 3.3 is that these spaces have the same Stone-Čech compactification.  

Corollary 3.4. Every bounded continuous complex-valued function on $\hat{A} \times \hat{B}$ extends to $(A \otimes \min B)^\wedge$.

Proof. We compute the center, $Z$, of $M(A \otimes \min B)$. $x \in Z$ if and only if $x$ commutes with $A \otimes 1$ and $1 \otimes B$. Thus $x$ is given by $F: \hat{A} \to M(B)$, and the range of $F$ must be in the center of $M(B)$. Since the Dauns-Hofmann theorem identifies the center of $M(B)$ with $C_b(\hat{B})$, the space of bounded continuous complex-valued functions on $\hat{B}$, $x$ is described by a bounded strictly continuous function from $\hat{A}$ to $C_b(\hat{B})$. But a direct application of the Dauns-Hofmann theorem identifies $Z$ with $C_b(A \otimes \min B)^\wedge$. Thus we need only show that the bounded strictly continuous functions from $\hat{A}$ to $C_b(\hat{B})$ are the same as the elements of $C_b(\hat{A} \times \hat{B})$. We need:

5 In [4] it is shown that if $A$ or $B$ is nuclear, then Prim $(A \otimes B) = Prim A \times Prim B$. 

LEMMA 3.5. The restriction of the strict topology of $M(B)$ to a bounded subset of $C_b(\hat{B})$ coincides with the topology of uniform convergence on compact sets.

Proof. Suppose $\{f_\alpha\}$ is a net in $C_0(\hat{B})$, $f_\alpha \to f$ uniformly on compact subsets, $||f_\alpha||_\infty \leq M$ for all $\alpha$, and $b \in B$. For $\varepsilon > 0$ let $K_\varepsilon = \{\rho \in \hat{B} : ||\rho(b)|| \geq \varepsilon\}$. Then $K_\varepsilon$ is compact. $||(f_\alpha - f)b|| = \sup (||f_\alpha(\rho) - f(\rho)||_\infty : \rho \in K_\varepsilon) = \max (\sup ||f_\alpha(\rho) - f(\rho)|| : \rho \in K_\varepsilon, ||b||, 2 \in M)$. Since $\varepsilon$ is arbitrary, this implies $f_\alpha b \to fb$. Hence $f_\alpha \to f$ strictly.

Conversely, assume $f_\alpha \to f$ strictly. For any compact $K$ there exists $0 \leq e \in B$ such that $||\rho(e)|| \geq 1$ for $\rho \in K$. (This is an easy argument using the lower semi-continuity of $||\rho(e)||$.) Then $f_\alpha e \to fe$ clearly implies that $f_\alpha \to f$ uniformly on $K$.

Now an elementary point-set topological argument completes the proof of 3.4. We need the local (quasi-) compactness of $\hat{B}$, but the fact that $\hat{B}$ may not be Hausdorff causes no difficulty.

We now return to the case where $A = C \otimes \mathcal{H}$ and $p$ is a projection in $M(A)$ which commutes with $C \otimes 1$. In [6, §4] similar hypotheses were used to construct an endomorphism $m_p$ of $\text{Ext}(C)$. $m_p$ is constructed by following the natural map $\text{Ext}(C) \cong \text{Ext}(C \otimes \mathcal{H})$ with the map $\zeta^*: \text{Ext}(A) \to \text{Ext}(C)$, where $\zeta: C \to A$ is defined by $\zeta(c) = (c \otimes 1) \cdot p$. In order for this to make sense, we need $(c \otimes 1)p$ to be in $A$ for all $c \in C$. According to 3.2 and the proof of 3.3 this happens precisely when the map $P: \hat{C} \to \mathcal{H}$ which defines $p$ satisfies:

1. $P(\pi)$ is finite rank for all $\pi \in \hat{C}$.
2. $P$ is norm-continuous. $m_{p_1}$ will equal $m_{p_2}$ if there is a partial isometry $u \in M(A)$ such that $u$ commutes with $C \otimes 1$, $u^*u = p$, and $uu^* = p_2$. Thus we are dealing with a class of ordinary vector bundles over $\hat{C}$. The bundles which arise are precisely the pull-backs of bundles over the complete regularization of $\hat{C}$. Note that none of the results of §2 are needed to define $m_p$.
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