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We study outer automorphisms « of a finite Chevalley
type group K and show that under certain conditions Cx(a)
is a maximal subgroup of K.

1. Introduction.

(1.1) In classification problems for finite simple groups there is
often the need for detailed information about known families of groups.
A particular question, that can arise in proving generation lemmas,
is this:

If K is a known finite simple group, and « is an automorphism
of K of prime order, is Cyx(cr) a maximal subgroup of K?

The results in this article were motivated mainly by this question.

We consider the case when K is a Chevalley type group. Simple
examples show that if « is inner or diagonal, then, in general, C. ()
is not maximal. However, we find that if « is a field or graph
type automorphism then, in general, C.(a) 7s maximal. There are
exceptions, and we also emphasize that our results are not complete
for the graph type automorphisms for the families of types A, D, E,.

In §2 we give a general result about finite subgroups of simple
algebraic groups over fields of finite characteristic: let L be a finite
Chevalley type group, let G > L be a corresponding algebraic group;
then, in Theorem 1, we describe all finite groups M such that L &
Mc G. This allows us to answer the above question in a large
number of cases. See 1.3 for details.

In §3, Theorem 2 gives an explicit description of all subgroups
lying between C, (@) and K when K is a twisted Chevalley group
and « the automorphism induced by the usual field automorphism
of the corresponding algebraic group.

In the remainder of §1 we give notation, some lemmas, and a
discussion of automorphisms of Chevalley type groups.

(1.2) Notation. We use the approach of Steinberg [23] to
describe the finite Chevalley type groups. We let G be a simple
algebraic group over the algebraically closed field % of characteristic
»# 0. In particular we suppose @ is connected and its centre Z(G)=1.
Let ¢ be an endomorphism of G onto itself: thus ¢ is an automorphism
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of G as an abstract group and a morphism of G as an algebraic
group but, in general, 7' need not be a morphism. We will be
concerned almost exclusively with the case where the group

G, ={geGlog = g}

is finite. In this case the possibilities for ¢ can be explicitly des-
cribed, see §11 of [23]. Before summarizing these results we need
some notation.

Let B be a Borel subgroup of G and H a maximal torus contained
in B. Let %, %t and I = {,, ---, ;} denote the corresponding sets
of roots, positive roots, and fundamental (or simple) roots. Here
l = rank of G. We use lower case Greek letters for roots (and also
for endomorphisms) and reserve 6 for the unique highest root in 3+
and 6, for the unique highest short root in X¥* (in case there are
short roots). We let 3* denote the dual root system to ¥. Let V
be the real vector space spanned by /7 and («, B) the usual Euclidean
inner product on V and put (e, B) = 2{«, B)/(B, B).

As usual, for each @e X, let x, denote a fixed homomorphisms
of %k, into G satisfying hx.(t)h™' = z.(ta(h)) for h € H. For convenience
we often identify H with Hom,([, k*) via h(a) = a(h) where I’
denotes the lattice spanned by X in V. Let X, = (x.(t)|t€k); then
U= <(X,|aell) is the unipotent radical of Band G = (X,| = aell).

If N= Ny,H) then W = N/H is the Weyl group. W acts nat-
urally on V and if n,H=w € W for some n, € N we have (n,hin;"){a) =
hw'a). For acl and 0#tek let n.t) = v(t)x_(—t")x.(t) and
Ne = No{l). Then n.(t)e N and h.(t) = nt)nz*€ H and h,(t){B) =
(AL

The above facts are all well known and can be found, for example,
in [5] and [17].

Now let ¢ be an endomorphism of G such that G, is finite. By
results in [23] we may suppose that ¢ normalizes B and H. Hence
o induces a permutation on /7 which (by slight abuse of notation)
we also denote by 0. From the explicit calculation in §11 of [23]
we may suppose that ¢ is in “standard form,” i.e.,

0(x(t)) = Tym(t'=) for +acll

where ¢, is a power of p. The above formula uniquely determines
the action of 0 on G. We list the distinct possibilities for the standard
form ¢ in Table 1. In column 1 we give the type of 3; in column
2 the Dynkin diagram for I7, here “L” denotes a long root; in column
3 a standard notation for o, ¢ is always a positive power of p; in
column 4 the permutation action of ¢ on I7; in column 5 the values
of ¢; = qu,; and in column 6 any restrictions on [, p or q.
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TABLE 1
" O—(;— -0 g 1 q =1
! o (L@ I ¢ =
L L
B O=0—Q - — o, 1 q 1=3
1 2 l
c &0 O i - ? =2
11 U -
1 2 l toq 1,2 20, =q: |1=2,p=2,9=quq:
1 I 1
q q
O\ l=4
D, /g_ _(l) 20':1 1,2 q
C2> ¥oq 1,24 q 1=4
06 1
Bl 0—0—b—-0-0 . -
i 2 3 o 4 5 A (1, 5)(2, 4) q
o1
|
Bl 0-0-0-0-0-0 |% 1 q
1 2 3 4 5 6
(lj 8
B | 0—0—0—0—0—0—0 | % 1 g
1 2 3 4 5 6 7
aq 1 q
F O0—0=5-5
4 —U=0U— = =
1 2 3 4 2o, | (1, 4)(2, 3) ©=1 P=2,9=q4:
. 2qs = 2q4
L Gq 1 q
G, O=0
1 2 KL (1,2 q1 = 3¢: P=38,9=qq:

be renumbered).

With o as above, if r is a positive integer then 0" is also in
standard form (except for (®¢,)? in the D, case, where the roots must

If 0 =0, then o¢" = g,

Table

nections between ¢ and ¢ in the twisted cases.

2 gives the con-

TABLE 2
Type of G 4 o’
ggr  if r=even
A, Dy, Es K e if r=o0dd
s aor if r= 0(3)
D, 7 Sggr if % O(3)®
agr2 if r = even
Cor Fiu G s 2 if r =o0dd

™ but if r = —1(8), ¢” acts as (1, 4, 2) on 1.



368 N. BURGOYNE, R. GRIESS AND R. LYONS

We put O07(G,) = G% and use the usual notation to denote these
groups. With 8 exceptions, namely A,(2), 4,(3), 24,(2), C,(2), *C,(2),
*F(2), G4(2), *G(3), these groups are simple. Also G, is the product
of G: and all its diagonal automorphisms. Note that if » = 2 then
|G, G,l, = |G G2, # 1.

Keeping the above notation we give two elementary lemmas.

LemmaA 1.1. Ny (U, < B.

Proof. If ge N4U, then using the Bruhat normal form g =
bn,u. Now Ul =U»"'CUand also U’ CU. Foreachi=1,---,1
an ,(t) with ¢ # 0 occurs in some element of U, Now ,[(t)" =
Tq(t)v where t' = 0 and only z; with 8 of height =2 occur in w.
Hence w(e;)e X" all ©. Hence w =1 and so g€ B.

LemmA 1.2. Let K be a group, G: S K CG,. Then Ci(K) =1
and Ny(K) = G,.

Proof. Let ge CyK). By the above lemma, g B. Now [g, N,] =
1 implies g € H and identifying H with Hom (I, k*) gives g(a,) =1
for i=1,---,1 and so g = 1.

Next let ge NgK); then for all ke K, g~'kg = 0(9'kg). Thus
g0(g7)eCy(K) =1 and so geG, Since G,/G; is abelian we have
Ny (K) = G,.

Finally we mention that our notation from finite group theory
is standard, see for example [13]. In particular we use g¢g° = ¥ 'ga.

(1.8) Automorphisms of G,. Let G and ¢ be as in (1.2). In

TABLE 3
G o(qg = p%) Coset representatives Aut (G,)/Inn (Go)

Al l _2. 2 g'q Zz X Zf
D 125 o, oy 1Sis<f
Ea Zaq Z2f

aq Opiy Opi, 305 1 ST S f S; X Z,
D, *oq opiy fopt 11 S Zes

80, gpi, %0 1S4 f Zsy
C. p=2 e opiytoi—1 1Zi<f Zyy
F4 p=2
G, p=3 %0, 2,0 —1 1SS Zy
All others aq g 1Z21=f Zy
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particular we suppose ¢ is in the standard form given in Table 1
for a fixed choice of B, H and z.’s in G. Hence G, is finite.

Let N be any endomorphism of G satisfying no = o), then X\
induces an element X € Aut(G,). The structure of Aut(G,)/Inn (G,)
is described in [5]. Using these results it is straightforward to
check that the endomorphisms A listed in Table 8 give, via X, a
complete set of coset representatives for Inn (G,) in Aut (G,). Note
that G, is not, in general, simple.

Now suppose \ is one of the “coset representatives” given above
and let a be any element in the coset Inn (G,)x. Thus @ = i,A where
1,(x) = gxg™ for g, x€@G,.

LEMMA 1.3. Let N\, @ = i,\ be as above. Suppose N and « both
have order r and \" = g. Then X and & are conjugate under Inn (G,).

Proof. Using M, = i3, and Z(G,) =1, a" =" =1 gives grMg) + -+
AN 7Hg) = 1. By Lang’s theorem [20] there exists k€ G such that
g = k™'\(k). Hence k = \"(k) = o(k) and so ke @G, and a = i;\%,.

LEMMA 1.4. Let X, @ = i,x be as above. Suppose N, & both have
order r. Suppose N # o but that AN = ¢ for some N\, such that
Oy = ). Then X and a are conjugate under Inn (G,).

Proof. Suppose X, = A™ for some integer m. Let 8 = a™ then
B = in, for some ke G, Since X, and B both have order », Lemma
1.8 implies that X, and @ are conjugate under Inn(G,). Suppose
X = ! for some integer d then, since A and « have the same order,
we have a = 8% Hence X and « are conjugate under Inn (G,).

Using these two results an inspection of Table 3 immediately
yields

PROPOSITION 1.1. Let )\ be as above and suppose N = 1, where
r 18 @ prime number. Then, apart from the possible exceptions (i),
(i) given below, the coset Inn (G,)\ contains a unique class of elements
of order r, under conjugation by Inn(G,), and furthermore there
exists an endomorphism )\, such that N =0 and X)) = (\). The
possible exceptions are:
o =0, with A\ =70,

i = =2 = )
(i) G=A(=2),D(z4),E, with {0' = %G, with \ = 0, .

. . =0, with » =%
(ii) G = D, with r !
o ="7%, with »\ =0,.
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Note that » =2 in (i) and » = 3 in (ii). These exceptions do occur;
in fact only for G = A, with I = even is there a single class for
the given N. For G = D, the number of classes increases as l/2.

We now consider when C = Cys(@) is a maximal sugroup of G:.
Apart from the exceptions (i), (ii) Propos1t10n 1.1 implies first that
we may suppose & = A, and next, since Ces s(N) = Cys (xl), we may
suppose that A" = ¢. Now an immediate consequence ‘of Theorem 1
is that, if C is nonsolvable, then it is always maximal in G°.

In the exceptions (i), (ii) we have a more complicated problem,
especially when 7 = p. Theorem 2 is one step towards a solution.

2. Theorem 1.

(2.1) Statement of results. Let G be a simple algebraic group
over an algebraically closed field . of characteristic p = 0. Let X\
be an endomorphism of G onto itself such that the subgroup G, of
fixed points is finite. As discussed in (1.2) we may suppose A is in
standard form. If 7 is any positive integer the endomorphism \"
is also in standard form. The possibilities for A and the corresponding
A are listed in the tables in §1.

Recall that G = 0°(G,) and, with eight exceptions, is a simple
group. G, is the product of G¢ and all its diagonal-type outer auto-
morphisms.

If G, » are such that G§ is one of the three groups A4,(2), 4.(3),
*Cy(2) we call this an exceptional case.

THEOREM 1. Let G, \ be as above and not an exceptional case.
Let M be a finite subgroups of G containing G5. Then there exists
a positive integer v such that (with g = \")

G.SMCG,.

An immediate consequence is that if G, » are as in the statement
of the theorem and g = A" where » is a prime number then G; N G;
is a proper maximal subgroup of Gi.

The proof of the theorem is given in (2.3)-(2.5). It was necessary
to handle the case G, =*G,(q) separately and this occupies (2.5). In the
general case the proof falls into two parts. In (2.8) we first describe
Ny (U, (see Lemma 2.3) then use this to show there exists a (unique)
integer r such that, if ¢ =\", U,eSyl,(M). In (2.4) we combine this
result with induction on the rank of G and show that either (a) the
theorem holds, or (b) M contains a proper strongly 2-embedded sub-
group. Using results of H. Bender [2] we easily rule out (b).
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(2.2) The exceptional cases. If G, )\ are an exceptional case
there do exist finite subgroups M such that Gic M c G and which
do not satisfy the conclusion of the theorem. We now describe all
these ‘exceptional’ M.

If G5=A,2) or A(3) we use results of Dickson, see [6]. If
G5 = *C,(2) we use Suzuki [25] and the recent work of Flesner [11].

A(2): M is a subgroup of a dihedral group of order 2(¢ = 1)
in G» = A(q) where ¢ = 2" and ¢ ==1 = 0 (mod 3).

A,3): M is a subgroup of Gi: = A,(9) and is isomorphic to the
alternating group on 5 letters.

Cy(2): M is either a subgroup of a group of order 4(¢=1"2¢+1)
in G;» = *C,(q) where ¢ = 2" and 7 is odd, or else M is a subgroup
of G,:» = Cy(27) and is isomorphic to a subgroup of the four dimensional
orthogonal group of index one over F,.

(2.3) Proof. First part. We assume throughout this subsection
that G, » satisfy the hypothesis of the theorem and also that G, #
*G,(q). The main technique in proving the following lemmas is the
Chevalley commutator relations together with the known embedding
of U, in U.

The subgroups B, U, H and sets of roots X, I, etc. are as des-
cribed in (1.2).

LemMmA 2.1. C,(U) = Z(U).

Proof. We call two roots o, o€l fundamentally independent
if o +0eX and {p, 0} is a fundamental system in the rank 2 system
(Zo + Zo)N 2. 1If p and ¢ are fundamentally independent, then in G
we have a commutator relation [z.(t), 2, ()] = %, (Ftu) ---. Note
that p, 0 €2 and (o, 0) < 0, then o and ¢ are fundamentally indepen-
dent unless ¥ = G, and p and ¢ are short roots inclined at 120°.

Recall that 6 is the highest root in X*, and 6, is the highest
short root (in the case of two root lengths). Let D={xec RY|(x,0)=0
for all €27} be the usual fundamental domain for the action of
W on R3. Since W is transitive on roots of a given length, D
contains exactly one root of each length. Clearly 8¢ D; otherwise
for some o€, we would have (,0) <0 and so 6 + o€, Since
D is also a fundamental domain for the dual root system X*, D
contains the highest root of X*, whose dual—which is 4,-therefore
lies in D. Thus, for any o€ — {4, 6,}, there is ¢€X" such that
(0, 0) < 0.

Hence:
(*) If pe3* —{6,0,}, then there exist o0 € I* such that p and
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o are fundamentally independent, unless ¥ = G, and o is the sum
of the fundamental roots.

We also need:

(**) Suppose I has two root lengths, peZ2*, and 6, < p <6.
Then 6, + p ¢ 2, and there exists o € 3+ such that o and ¢ are funda-
mentally independent and 6, + o¢ 3.

To prove this, note that if ¢ is any long root in X¥*, then 6, +
o ¢ 2, since otherwise @, + ¢ would be a short root. In particular,
0, + p ¢ 3 since p(>0,) is long. Now, using (*), choose o€ X" such
that p and o are fundamentally independent. Since o + d(>4,) is
long, o is long, so 6, + o ¢ 3, as required.

For any ue U, we have u = [[,cs+ %o(t,), t, € k. We take all pro-
ducts over 3* to be in increasing order with respect to 2+*. We set
supp (u) = {p € Z*|t, # 0} for ue U.

Now consider the case N = g,, where ¢ is some power of p, so
U, = {Il, z.(tx) |2, € GF(q)}. Let weCy(U,). We shall show supp (u) S
{6, 6}. Let p, be the least element of supp (#), so

U = xﬂo(tpo)p];p Zo(t0), Loy = 0 .
1]

If there exists ¢ €3+ such that p, and ¢ are fundamentally indepen-
dent, then we get 1 = [u, 2,(1)] = %,,+.(%ts,) - -+, contradiction. Thus
no such ¢ is available. By (*), either p,€{4,, 6}, or ¥ = G, and o, =
a + B, where IT = {a, £}, with, say, a long and B short. In this last
case, 1 =[u, Tarss(1)] = Toarss(£3t,) and 1 = [u, 25(1)] = Baros(FE2t,,), SO
3t,, = 2t,, = 0, contradiction. Hence, p, < {f,, 6}. Suppose p, = 0, and
let p, be the least element of supp (u) greater than p, (if supp (u) #
{o.)). If p, # 6, choose o so that p, and o are fundamentally inde-
pendent and o, + 0 ¢ 2 (by (**)). Then 1 = [u, 2,(1)] = @p4(Ft,) -+
contradicting ¢, # 0. Therefore o, = 6, so supp (u) < {0,, 6}. If
actually supp (u) < {6} for all weC,(U,), then C,(U;) < X, = Z(U),
as required. So we may assume 6, € supp (u), i.e., u = @, (t)24(t) with
t #0. There exist a (short) c€X* such that 6, + ceX. We get
1 = [u, 2,(1)] = @y (£mt) ---, where m =2 if G is of type B, C or
F, and m = 38 if of type G,. Hence m = p and in precisely these
case Z(U) = X, X, 2 Cy(U,), as required.

Next, suppose 3 has one root length, A = %¢, or °c,, and ¥ + A,,.
Let u € Cy(U,), let p, be the least element of supp (u), so

u = T (to,) 11 zo(t,)
o>pPg

with ¢,, # 0. Suppose p, # 6, and choose ¢ € 3* such that ¢ and p,
are fundamentally independent. Let Z, be the product of the dis-
tinct images of x,(1) under the powers of A, so that Z,e U, and
Ty =2, (L)%yn(L):++. The roots s, \(s),--- have the same height, so 1 =
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[u, Z,] = %py4o(xt,,) * - -, contradiction. Thus o, = 6, so u € X, & Z(U).

If ¥=A4,, and M = %0,, essentially the same argument works,
except that if ¢ + Mo)e 3, we define T, = 2,(1)2Z1(V)%0r120(b), With
b € GF(q®) chosen to satsfy b + b* = 1; if ¢ = A0), we define Z, = x,(b)
with b chosen to satisfy b + b = 0. Then 1 = [u, Z,]=Ts+(Ets,) * *+
Or %,.4+.(£bt,) -+, contradiction, unless p, = 0.

Suppose ¥ = C, and \ = *0,. Then ¢ =2rn*, n =2">1, by as-
sumption. Let I = {a, B}, with a long. For every te GF(g), let
E(t) = 2o (t)2s(t")0sp(t"") € U,  Suppose u = [[, #.(t,) € Cy(U;). Then
1 = [u, B)] = Tarp(tts + t")%ay.s(tts + ¢t,) for all t e GF(q). Hence
tty + t"t, = tt + t*"t, = 0. With ¢t = 1, we conclude ¢, = ¢; = ;. Now
if t,=t; =1, we get t" = t* for all t € GF(q), so ¢ = 2, contradiction.
Hence t, =%, =0, so u € X, 5Xu100 € Z(U).

Suppose 3 = F, and A = %g,. We need:

***) if p,e ¥t — {0, 6}, then there exist o, 0 € 3" and an ele-
ment T, = 2,(1)2,, (1) [, z,(t,) of U, such that (i) ht(o) = ht(¢’), and
t, = 0 unless ht(0) > hi(o), (ii) o, and ¢ are fundamentally independent,
and o, + 0 —d' ¢ 3.

Assuming this, let u € C,(U;) and let p, be the least element of
supp (u), u = x,(t,) -++. If p, # 6, or 6, choose 0,0’, and %, as in
(***). Then 1 = [u, T,] = @, 1.{t,) -+ because the condition o, + ¢ —
o' ¢ 3 guarantees that the only way to express o, + o as the sum
of an element of supp (#) and an element of supp (%, is as p, + o.
But ¢,, # 0, so p,€{f,, 6. Hence 0, is the only possible short root
in supp (u). Since Mu) € Cy(U,;), and Mf,) = 6, the same argument
applied to Mu) implies that the only possible long root in supp (u)
is #. Hence ue X, X, = Z(U), and we are done.

To prove (***) we examine X in detail. Let I = {a, «a,, a,, a,},
read from one end of the Dynkin diagram to the other, with «, short.
We write the root 3:_, n,a; as nnm.n,. Thus 6,=2321 and 6=2432. If
0, € {0100, 0110, 0221, 1221, 1321}, take ¢=1000, ¢'=0001, Z,=2,(1)2,(1).
If p, {0010, 0210, 2431}, take ¢ = 0001, ¢’ = 1000, %, = z,(1)z,(1). In
the remaining cases, take %, = 2, 1)z, (1)%,..(1). If p,<{1000, 0011,
1110, 1111, 2221}, take ¢ = 0100, ¢’ = 0010. If p,<€{0001, 1100, 0211,
1211, 2211}, take ¢ = 0010, ¢’ = 0100. If p, € {1210, 2210, 2421}, take
o = 0011, ¢’ = 1100. If p, = 0111, take ¢ = 1100, ¢’ = 0011. Then
(***) is easily verified.

Lemma 2.2, Cui(Uy = Z(U).

Proof. By Lemma 1.1, Ci(U,) < B, so by Lemma 2.1, it suffices
to show Cx(U)S U. Let U’ = (X,|pe 3+ — II), define B = B/U’, and
for any A C B write A for AU'/U’. It suffices to show C3(T,) < U.
Now U is the direct product of X, over all peil, and X, = X, for
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pell. In particular U is abelian, so C5(U,) = UCx(U,), as B =UH.
Thus it suffices to show Cz(U,) = 1. Suppose ke H and heCy(T).
For any pell, there exists u € U, such that oesupp (u), say u =
%,(t,) +++, t, # 0. Then, identifying H with Hom (I, k*), I = [k, @] =
z,(to(h(0) — 1)) +++, so h(p) = 1. Thus A =1, as required.

LeMMA 2.83. N (U) = {(B,, Z(U)).

Proof. Let g€ Ny(U,. Then g*Mg)€Cy(U,). By Lemma 2.2,
g7 'Mg) € Z(U). Since Z(U)(=X, or X, X)) is connected, an elementary
version of Lang’s theorem [20] implies the existence of ze Z(U)
such that ¢g7'A(g9) = z7'A(z). Then gz~' = \Mgz™!), so gz'eG,. By
Lemma 1.1, g€ B, s0 g2~ 'e G; N B = B;,. Hence g = gz7'2€{B;, Z(U)),
so Ng(U,) < (B;, Z(U)). The other inclusion is obvious.

LEMMA 2.4 Let z€ Z(U) and suppose {G3, z) is a finite group.
Then there exists a positive integer r such that (G5, z2) = G

Proof. First suppose Z(U) is one-dimensional. Thus Z(U) =
{we(t)|t € k) where 6 is the root of maximal height in 3*. Choose
neNN{Xy X_ o) so that nx,(t)n™ = x_,(—t). Suppose z = x,(t) for
some fixed, nonzero, t€k and put ¢ = nz. On the 3-dimensional
adjoint module for (X, X ,> g is represented by a matrix whose
trace is t2 — 1. Since g has finite order this implies that ¢ is algebraic
over GF(p). Suppose teGF(p") then, since we may suppose that
Mxo(t)) = 24(t7), we have (G}, z) & Gy

Now suppose Z(U) is two-dimensional. First suppose G is of
type C, or F,., Hence k has characteristic 2 and there exist roots
{8,y 8y 0, + 0, 0, + 20,} S 3* such that Z(U) = {&;,45,(t), Tsras,(t) |t €K
(in fact 0, + 0, = 6, and 9, + 20, = 6). We Suppose 2z = ¥, 55(E.)%s,15,(¢:)
for some fixed ¢, t,ek. Put G, = {x,()| 7€ {0, d,}, t €k) thus G, is
of type C, and ) fixes G,. Choose n€(G,), such that nz, (t)n™ =
@_;,(t) and put g = mz. There is a natural 4-dimensional module for
G, on which

1 0 ¢ ¢

1 0 ¢
1 0
1

1
n——><1 1 1 ) and z—

This gives t? and t, as coefficients in the characteristic polynomial of
g. Since g has finite order ¢, ¢, are algebraic over GF(Z) and we
are done.

If G is of type Gy, 2 = Wyu s a,(E)Ws0,420,(;) and choosing n € N, such
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that nx.(t)n™ = x_.,(—t) put g = nz. Compute the characteristic
polynomial for g as represented in the 7-dimensional module for G.
Its coefficients are (¢ — 1) and (¢ — ¢ + 1). Hence, as before, we
are done.

LEMMA 2.5. There exists a positive integer r such that, with
® =N, we have G, = M and U, € Syl, (M).

Proof. Choose the positive integer » to be maximal subject to
Gy S M. Without loss, we may assume » = 1, and shall show that
U,eSyl, (M). Suppose U,¢Syl,(M). By Lemma 2.3 and Sylow’s
theorem, there exists z € Z(U) — U, such that (G5, z) S M. By Lemma
2.4, (G5, z) S G;» for some n. Hence the lemma follows from the
following statement, which contradicts the maximality of 7:

(t) If 2€ Z(U)mm — U, for some n, then (G%, z) 2 G5 for some
m > 1.

We now establish (1). Let K = (G5, z).

Our method is to first study the case 4, and use this result
along with the action of N, on the root subgroups of G,. '

Case 0. 2 = A,: If pis odd, (f) is an immediate consequence
of a result of Dickson [7]. Suppose » =2. Then G{ = {x.(t),
z_,(t)|t € GF(q)) and z = =,(t) for some t, € GF(q") — GF(q), where
3+ ={p}. Define m by GF(q)(t,) = GF(q™), so that K< G;m and
m > 1. Now distinet Sylow 2-subgroups in G;» intersect trivially,
so distinet Sylow 2-subgroups in K intersect trivially. Since G; S K
and G; has more than one Sylow 2-subgroup, so does K. It follows
that any two involutions in K are conjugate in K, [13]. In particular,
2,(t;) and z,(1) are conjugate in K, hence conjugate in N, (U N K).
Hence there are we U, h, € H such that uwh, € K and z,(1)** = z,(¢,).
Identifying H with Hom (I, k*), we see that h,(o) = t/’. Hence for
any positive integer I, and any ¢ € GF(q), we may choose k€ K such
that x,(1)* = x,(t), and conclude that =,(tt!) = ,(1)***' e K. Thus
z,(f(t)) € K for all f[X]e GF(q)[X]. Hence z,(t) € K for all t € GF(q™),
i.e., Um € K. Then K 2 (U;m, N,> 2 Gin as required.

Case 1. X arbitrary, » = 0., and Z(U) = X,: Let Gy = (X}, X_,)
and Ky, = KN Gs. Then \ is an endomorphism of G,, and {(Gy),, z) <
Ky S (Gg)n since z€ Z(U) = X,. By Case 0, (Gy);» < K, for some
m > 1, so (Xy);» £ K. Conjugating by elements of N; we get
(X,)m S K for all pel of the same length as 4. If there is one
root length, this gives immediately Gi» & K. If there are two root
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lengths, let 0 €Y be short and choose ¢ € X long such that o + o 2.
For any teGF(q™),t =0, h,(t)e K, so z,(t™) = z,(1)*? e K. Thus
(Xp)lm ; K, SO K ; <(Xp)2m|‘0 eZ> = Gim.

Case 2. N =0, Z(U) = X,; We have two root length, Z(U) =
(X,,, X5, and the characteristic of k is the strength of the multiple
bond in the Dynkin diagram of 3. Let X°= (Z6, + Z6)N 2, G =
(X,|peZ», K°=G"NK. Then \ is an endomorphism of G°, {(G°)3, 2> =
K°. If (f) holds for G°, then {(G°)3, 2z) = (G°)im for some m >1. In
particular, (X,);» & K for p =6, and 6, and then for all peZ, by
conjugation by elements of N,. Hence in proving (1) we may assume
Y =23 Thus ¥ =C, or G,, with p = 2 or 3 respectively.

We take IT = {a, B}, with « long and B short. Suppose I =C,,
s0 p=2. For every ¥y = @ s(t)Cures(ts) € Z(U), set Tarp(y) =1t
Toros(y) = t,. Let k, = Tars(K N Z( 0)), ky = Tarns(K N Z(U)). Thus k;
is an additive group, GF(q) S k, S GF(¢™),© = 1,2, and k, U k, = GF(q)
as 2¢ U,. Let t,ek,t,ek, and choose u, = L s(t)%uszs(t) € K and
Uy = o p(E)%arop(t:) € K. Now m.(l), ns(1) e G < K, so

(1) xa+ﬂ(t1t2)xa+2ﬁ(ﬁt2) = [ufa“’, u”ﬁ(l)] cK.

Thus tt,ek, tit.ek,, so {t*|tek} Sk, Sk, from the special cases
t,=1and ¢, = 1. But the map ¢ — t* is injective on GF(q™), so k, =
k.. From ‘Q), k,-k, =k, so k, is a field. Thus for somem > 1,k =
k.= GF(@™). For any teGF(q™), we take ¢, =t and ¢, =t and ¢t*
in (1) and conclude (X, p)m, (X,125)imy & K. As usual this gives
Gin S K.

Suppose 2 =G, so p =38. Write 2 = wu,, with u, € X,,,;, and
Uy € Xpayas. Then u, = [2" 2 (1)]*' € K, s0 u, = zu;' € K. Since z¢
G,, either u, or u,¢ G;, so without loss we may assume 2z = u, or
Z2 = U

Since G has a graph automorphism commuting with \ and inter-
changing 6, and # we may assume that z € X,,.,;. By Case 0 applied
to (Xyusssy X sass), there is m >1 such that (X,)mm S K for p =
2a + 38, and then for all long pe€X. For any t e GF(¢™), K contains
[2a(8), @(1), ()] = Tasos(Et)arss(t Nonssst”) Wwith ¢, 1" € GF(g™), so
Tares(t) €K as @ + 88 and 2a + 38 are long. Thus (X,);» € K for
0 = a + 28, hence for all short o, whence Gj» & K.

‘Case 3. N = ‘0, or ®c,, with G, a Steinberg variation, but ¥ #
A,, (the cases of twisted F,, G,, C, are not being considered here):
In this case Z(U) = X,, so by Case 0, K 2 (X;);» for some m > 1.
Conjugating by N,, we get K 2 (X,);» for all peX fixed by the
twist defining G. Choose such a p and a ¢ not fixed by the twist,
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such that (o, ) < 0 (these can be found in 7, for example, joined
by the multiple bond in the twisted Dynkin diagram). Denote the
images of ¢ under the twist by o, (and also o, if G; =23D,). Then
%, ()2, ()(-2,,(t") € K for all teGF(¢)(GF(g®). Since K 2 {(X,)in,
(X_p)my, ho(t)€ K for all teGF(@g™),t # 0.

If G, =°D, and m = 1 (mod 3), then for all t e GF(¢®) and all 0 =
u e GF(q™), we have (x,(t)x, (t")5, ()" ™" = z,(tw)x,, (u)2,("u) =
,(tw) @, ((Fu) ™)z, ((tw)"™) € K. Hence z,(v)z, (v'")x,(v""") € K for all v
of the form 3, t,u, with ¢, e GF(¢®), u, € GF(q™), that is, for all ve
GF(¢*"). Thus (XX, X,)m S K, so Gim S K. The case m = —1
(mod 3) is similar, as is the case A = %o, and m odd.

If G,="°D, and m = 0 (mod 3), we may assume m = 3, and must
prove z,(t) € K for all t € GF(¢®). Now

w(t, u) = ., (U — W)z, (u” — u)t?)
= (%,Eu)2,, (1) )20, ((E1)7)) " (@E) @0, (E) 20, (7)) 0" € K

for all ¢, u e GF(¢®), so for all ¢, u, ve GF(¢®) with w, v¢ GF(q), K
contains (¢, w)'e ' p(g, 0) 7 = w,,(y(u, V)T), where y(u,v) =
®” — w)v* — v)(u? — u)t — (v — o).

Clearly there exist u, ve GF(¢®) — GF(q) such that y(u, v) = 0;
fixing these and letting ¢ vary, we get x,(t)e K for all teGF(¢°),
as desired. The case \ = %0, m even, is similar but simpler:
@, (u?* — u)t?Y) € K for t, w € GF(q®), and » may be chosen so u? — u # 0.

Case 4. X = A%, x =%, For each pelZ, let p, be the image
of o under the twist. If pe X and o + p, €, then ‘G, has a nonabelian
“root subgroup” {@,(t)2,,(t)%,.0,(w) |t, w € GF(G), ¥ + u + u? = 0}, If
peX and p + p,¢ 2, then G, has an abelian root subgroup

{@o(t),,(t7) |t € GF(g")} .

There exists 7e€X* such that 7 + 7, =60. Thus (X)), = {xs(u)|uc
GF(¢®), u + u?* = 0}. Choose 0 == u,€ GF(¢®) such that u, + uf = 0.
Then for any ue€GF(q®), w + u? = 0 if and only if uu;'e GF(q), so
(X0); = {wo(uou,)|u, € GF(q)}. Let K, = KN<X, X 4, so that K,
contains (X;),, (X_,);, and z. Let h = hy(u,) € H. Then K% contains
{z.4(u,)|w, € GF(q)}, canonical generators of A,(g), and also contains
2" = w4(t) for some t¢ GF(q). By Case 0, there exists m > 1 such
that K} contains {z.,(u,)|u,€ GF(q™)}. In particular, K, contains
Zoo(w)? " = woo(uou,) for all u, € GF(q™)-ho(u) € K for all u, e GF(q™),
so hy(u,) = ho(u,)* ‘e K, for all u,€ GF(g™), u, # 0. For any ¢, ue
GF(¢®) satisfying "7 + w + u? = 0 and any u, € GF'(¢™)", we conjugate
w (). (t)ws(u)( € G;) by hy(u,) and get

a(t, w, u,) = w(tu,)x., (Eu)vluni) € K .
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Suppose m is odd. Then t'u, = (tu,)"" and tu,(tu,)™ + uu? +
(wud)™ = tutu, + wul + uul=E""+u+udui=10, so x@ u, u)e
Gn. Now every element of GF(¢*™) is a sum of elements of the
form tu, with t€GF(¢%, w,€ GF(q™)*, so for every teGF(¢™), K
contains an element of the form x.(t). (t")ws(u) with " + u + u®" =
0. Sinee K contains x,(u,u,) for all u, € GF(g™), it contains x,(v) for all
v € GF(¢"™) satisfying v+v"=0. Hence K contains {x,(t)x,,(t"")2s(%)|t,
u € GF(g*™), 7" + u + 4" = 0}, a nonabelian root subgroup of G;m.
Conjugating by N,, we see that K contains all nonabelian root sub-
groups of Gym. If m =1, we are therefore done. If n > 1, there
exists Y€ 2 such that v + 7, ¢ 3 while 7 + 0,7, + 6 € ¥ (for example,
—vell, with —7 at an end of the Dynkin diagram). Then for all
teGF(g"), v, € GF(¢™)*, we have =z,(tu)z, (Ctu)™) = @, (tu,), (t'u,) =
(x,(t)z, ()™ e K. It follows that . (v)x, (v)" € K for all v e GF(¢*™),
so K contains an abelian root subgroup of G,». Hence K 2 Gin,
as required.

Suppose m is even. We may assume m = 2, and shall prove
G2 K. Let 7,7 be as in the previous paragraph. For any ¢¢
GF(¢®) and u, € GF(¢°)*, we have x, = x,(tu)x, (t'u,) = (x,(t)2, (t))™ €
K, and also z, = z,(tu,)x, (tu)’) G, < K. Hence =, (t'(u{ — u,) =
w7 e K. Fix w, such that u{ # u, and let ¢ vary; we get (X,).S
K. Similarly, (X;)2< K, so conjugating by N, we get (X,).S K
for all pe X such that o + p,¢X. Also, we have z,(u,u,) € K for all
u, € GF(¢®). Since w, was chosen in GF(¢®) and w, # 0, (X,),. = K.
Hence (X,):S K for all pe ¥ with p = p,. For any te GF(¢®) there
is weGF(¢®) such that =, = 2. (t)x., (t) 25 (u) €G,. Let u,cGF(¢)".
Let », = @™ = x.(tu,)w. (t"u,)vs( ) € K and choose u' € GF(g’) such
that z, = 2.(tu)o. ((tu,))ws(u') € G;. Then . (t(uf — u,)) = w@'ws( ) €
K. As above, we get (X, ), S K. Conjugating by N, (X,)S K
for all pe 2 such that o + p,€ 2. Thus (X,)p2S K for all pe2, as
required.

Case 5. X =CyN="0d,q>2: Thus ¢=2¢,¢q,=2">1. We
take I = {«a, B}, with B short. Let & be the additive group kP k.
For (¢, t,) € & set x(t, t,) = Tays(t)Turop(ts). For any subgroup J of
G set &4 = {(t, t,)|=(t, t;) € J}, an additive subgroup of .52 Thus
G, = @, )|t € GF(q)}. Since z € Z(U)) — Gy, 5%,C %% S e
Also, let n, = (m(1)ns(1))*€ G, so that z,(t)™ = z_,(t) for all peX,
tek, and also »{ = 1. Finally, for any ¢, t,€k" let h(t,t,) be the
element of H which takes « to t3%;' and 8 to ¢7',. Thus z(t, t,)""v* =
w6,y tou,).

Suppose (¢, t,) € % and tt, = 0. We show that i(t, ¢,) € K. First
Cylz(t,, t,)) & B, for if g e Cy(x(t, t,)), we write g = bnu in canonical
form and get z(t, t,)" € X,, X0, 50 n€ H and ge B. On the other
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hand, Cy(n,) = 1as UN U™ = 1. Hence 2(t, t,) and %, do not centralize
any involution of G in common. If follows that x(¢, t,) and =, are
conjugate in the (dihedral) group <{z(¢, %,), n,>, hence also in K.
Similarly, #(1, 1) and =, are conjugate in K. Thus «(¢, ¢,) = =(1, 1)°
for some ge K. Writing ¢ in canonical form, we see g = uh(t, t,)
for some we U. However, BN K =(UN K)HNK). To see this,
choose teGF(g), t+ 0 or 1, and let h = h(t, t**)eG, S K. Then
Cy(h) =1, so Cyz(h) = H. By the Schur-Zassenhaus theorem, BN K
has a subgroup H, such that BN K=(UNnK)H, UNKNH, =1,
and h € H,. Then H, is abelian, so H, < Cy(h) = H, so H = HN K.
Since ge BN K, h(t,t)e HN K & K, as claimed.

Thus, if (¢, t,) € S%, (4, u,) € %, and uu, = 0, then (¢, u,, t,u,) €
%

Suppose now that no element of % has the form (0, ) or (¢, 0)
with ¢ #0. Let &4 = {t|(, u)c.S% for some wu}, and define the
function @ on &4 by the condition (¢, @(¢)) € $%. Since & is an
additive subgroup of GF(¢"), and GF(q)c.%%, the last paragraph
implies that .54 is a field, so &% = GF(g™) for some m > 1; also, ¢
preserves multiplication, so is an automorphism of GF(g™). Thus for
some d = 2, d < ¢", % = {(t, t9)|t € GF(g™)}. Since 9%, S 5%, t¢ = t'®
for all teGF(g). Let z, = x.(D)z;(1)z.s1)(€G;). For each t,ue
GF(q™)*, K contains [x}®'Y, gt**Y] = m(w, w,) where w, = t* 9y +
wPA w, = 1Py 4 ¢4, By the above w, = w{. In the special
case u = 1 this yields (¢7¢ + ¢t~ ¥+ 3)(t# 4 3) = 0. Fix t. We wish
to show t# + t* = 0. Suppose t** + t**? = 0. For any u € GF(g), u® =
#*; with the equation w, = w¢, this gives (£*7¢ + *7%)(u'"% 4 u**7Y)* =
0 for all w € GF(q)*. Since g > 2, also ¢ — 1 > 3¢, — 2, so for suitable
u, the right hand factor does not vanish. Thus ¢* ¢ = t**%, Hence
2+t = 4 %% = 0 anyway. So & =t% for all te GF(¢g™). Let
d, = 1/2d; then #9% = t, which implies that m is odd and HN K2
{h(t, *) |t € GF(¢™)} = H;n. Conjugating elements of U, by those of
.H;m, we find U;m < K, so K2 <U1m, n0> = Ggm.

Finally, suppose .%% contains an element of the form (¢, 0) or
(0, ¢) for some t == 0. We show that K 2 G,.. This is equivalent
to K* 2 G, so without loss we may assume (0, t) € %, i.e., Zai:(t) €
K. Then K 2 (Za5(t), 1) 50 g = 06(L)Fas26(t) = Ma(1)Tas25(1)T0r25(t) €
K. A 2 x 2 matrix calculation shows that 7a..s(1)%...s5(t) has odd
order e. Since it commutes with 7,(1), n.(1) = n.,(1)° = g°c K. For
any u, v € GF(q), x(u, u*) € K and 2,(v) = 2, (v)2(v?) % s(v'*) € K, s0
(uv, uv) = [w(u, u*)"«®, x(v)]e K. Replacing u by uv and » by 1,
we get a(uv, uv?) € K, 80 @ 5w (v* + v)) € K. Since g > 2, v exists
with ¢* + v # 0; this gives (X,..0):2 S K. It follows easily that
(Xe1p)2 € K. Hence 7n,.51) € ((Xuyp)z noy S K, 80 K 2 {(Xprp)se,
na(l)’ na+ﬁ(1)’ no> = Gﬂ-
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Case 6. 2 = F, A =", Here q=2¢ q,=2". We notate ele-
ments of ¥ as in Lemma 2.1. Then XY* is partitioned into 4 subsets
giving root subgroups of U, of type *C, ({0100, 0010, 0110, 0210}, {0011,
1100, 1111, 2211}, {0211, 1110, 1321, 2431}, and {0111, 2210, 2321, 2432})
and 4 subsets giving root subgroups of type A4, ({1000, 0001}, {1210,
0221}, {1211, 2221}, and {1221, 2421}). Z(U) = X3, Xps. Let & =
k@Ek, for each (t,t,)e.5” set xlt, t;) = Xusu(t)Tus(t,), and for each
subgroup J of G set &5 = {(t,t)e.S|w(t,t)eJ}. Thus 5%, =
{¢, t*) |t € GF(q)}, where ¢ = 2¢;, and %, C 5% & FGm-

We show that if (¢, ¢,), (4., u,) € 5%, then (t,u,, tiu,) € %. Namely,
conjugating x(t, ¢,) and x(u,, u,) by appropriate elements of N, (ZK),
we get ouo(8)%ouo(8a)s 211i(U) o001 (%s) € K, 80 2(Ey%y, Tiy) = [Bonolt)Bonio(ts)s
21U )20, (%), Ti00o(L)Zo0:(1)] € K.  In particular, since (1, 1)€.%%, the
map @: (&, t,)— (., t?) is a permutation of S%. For (¢, t,), (w, u,) € .%,
let (2, 2) = @ (¢, t,). Then (tu,, tu,) = (2%, 2iu,) € %, 80 F% is closed
under multiplication. Since ¢ maps .5% to itself, .4 S GF(q™)PGF(q™)
for some m, and .%% projects onto both summands.

If %% contains no element of the form (0, ¢) or (¢, 0) for ¢ = 0,
then the map +: GF(q™) — GF(q™) defined by (¢, v(t)) € S% is an auto-
morphism of GF(g™), so % = {(t, tY)|t € GF(¢q™)} for some d = 2.
Since 5%, %, m > 1. Since @(t, t9) = (4 t?) € %, we get t¥ = ¢*
for all teGF(¢™). Hence m is odd and K contains (Z(U));». Con-
jugating by N,, we see that K contains(Z (U,));» for any nonabelian
root subgroup U, of U. Hence for all { € GF(¢g™), K contains

Ixouo(t)xozw(td), xllll(l)x2211(1)] ’

which, modulo terms in (Z(U,));» for various nonabelian U,, equals
B1o01()0un(t?). Thus K contains (U,);» for all abelian root subgroups
UP' Hence K ; <(XwooXoom)X"" N1> = {hlooo(t)hoom(td)it € GF(qm)} CO!I-
jugating 2oL Zooe(L)%0(1)( € G;) by these element yields

'(XmooXoomXonoonxo)zm - K .

Hence K 2Um, s0 K 2 Gin.

If &% contains an element of the form (%, 0) or (0, ¢) with ¢ == 0,
then since @ maps %% to 5%, % = GF(q) & GF(q). Hence K contains
(Z(U,));: for all nonabelian root subgroups U, of U. From the com-
mutator [%,.,(f), ,.,(1)] we see that K contains (U,);: for all abelian
root subgroups U, of U. If ¢ > 2, we apply the argument of case
5 to the group generated by a nonabelian root group and its negative,
and conclude that (U,);: & K for all nonabelian root groups U,
whence G: & K. If ¢ =2, a direct examination of C,(2)(=S,, the
symmetric group) shows that *C,(2) and a Sylow 2-center generate
C,(2), whence (U,);: & K for all nonabelian root groups U,, so again
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2 € K. This completes the proof of Lemma 2.5.

(2.4) Proof. Second part. We continue with the assumptions
given in (2.3). As a consequence of Lemma 2.5 we have a unique
¢ =X\ such that G, < M and U,eSyl,(M). Put K=G.NM. In
this sub-section we will show that K = M. Apart from the *G,-case
this will complete the proof of the theorem.

We use induction on the rank of G. The first step is when G
is of type A,. Since p +# 0, 0; we see from [6] that in this case
K = M.

The induction will be applied to the components of semi-simple
groups which occur in parabolic subgroups of G and, when p = 2,
in centralizers of involutions in G. Since such components may have
the same rank as G we perform the same rank as G we perform
the induction among groups of the same rank in the following order,

A<D G<(B E)LF.

This partial ordering insures that the induction procedure is valid
when the above described subgroups hare the same rank as G.

To begin, we review some elementary facts. Let S be a con-
nected, semi-simple, algebraic group and g an endomorphism of S
onto itself with § finite. Since g must permute the components of
S we have a unique decompos1t10n S = FF,.-- where F, NnE; c
Z(S) for ¢ # j and each F' has the form

S = Ap() - - pr(A)

with #*(A) = A and A a component of S.

For X one of S, F, A put X = X/Z(X) and note that y is naturally
defined on S and F and p¢* on A. It is easily seen that F; = A}.
and that the images of S and N;3(S:) in S are, using an obvmus
extension of Lemma 1.2, respectively S: and S..

The purpose of the next lemma is to extend the conclusion of
Theorem 1 to the case where G is replaced by a semi-simple group
S. This lemma is used in the proofs of Lemmas 2.8 and 2.9. In
the situations there the assumption (i) below will hold because of
our induction hypothesis.

LEMMA 2.6. Let S be a connected, semi-simple, algebraic group
and p an endomorphism of S onmto itself with S, finite. For a
component A of S put A = A/Z(A). Assume that

(i) For each component A of S the conclusion of Theorem 1
holds with G replaced by A and N\ replaced by p*, where n 1is the
length of the p-orbit containing A.
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(ii) L is a finite subgroup of S satisfying §;gﬁ and | L: gﬁ[,,zl.
Then L normalizes S:.

Proof. Put S=2S8/Z(8) and L =L2(8)/Z(S) then since
N3(52)2(8)/Z(S) = 8, it suffices to show that L < S,.

Suppose first that the components of S form a single p-orbit.
Thus S= A x B where 4 is a component and B = p(4) X +++ X
pr(A) and p(A) = A. If n =1 then B=1., Now BL N A is finite
and BS;NA = Aj. and hence |BL N A: Aj.|, =1. By assumption
(i) we have BLN A< A,.. Hence L normalizes S; and so L < S,.

~ We now use induction on the number of ft-orbits of components
in S. Suppose S=F x F where E, F are nontrivial products of
p-orbits, Then S, = E, X F, and S; = E, X F;. Again we have
ELNF finite and ES: N F = F; and hence |[ELNF: F:|,=1. By
induction ELNFC F,. Similarly FLNEZ E,.. Hence LC(ELNF)X
(FLNE)S F, x F,=8,.

NoTE. In the two situations where the above lemma is used
assumption (i) fails to hold only if A, ¢* are one of the 8 exceptional
cases described in (2.1). Furthermore n = 1 except in one special
occurrence in Lemma 2.8 with G = 2F,2) and S of type A, X A,.
If § has an orbit E containing a component A such that A, p¢* do
not satisfy assumption (i) we call this an ewceptional orbit (and £ =
A except for one case). From the last step of the above proof we
see that if £ is an exceptional orbit the conclusion of the lemma
still holds provided F'L N E normalizes E;. Now LNE<FLNE
and by inspection of the cases in (2.2) we conclude that if LNE
normalizes E; then F'L N E must also normalize Ei. We may conclude
that if E is an exceptional orbit of S then the conclusion of the
lemma still holds provided I N E normalizes K.

LemMMA 2.7. MNB=Kn B.

Proof. Since U,eSyl, (M) we have MNU = KNU and hence
MnB= Ny/(U,), using Lemma 2.3. Let ge M NB, since B, = H,U,
we may suppose that g = hz where he H, and z€ Z(U). If heM
then ze Z(U)N M C U, and so g€ K.

If h ¢ M we argue as follows. First suppose Z(U) is 2-dimensional.
In such a case it is is always true that G, = G and hence H, & M.
Thus we may suppose that Z(U) is one-dimensional. Thus Z(U) =
(x4(t)|t € k) where 6 is the root of maximal height in 3*. If G is
not of type A, or C,, 1 = 2, then 0 is either a fundamental weight
or for A4, 1 = 2, the sum of two distinct fundamental weights. This
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implies that there exists h, € HN G such that A,() = k(6) and hence
[hi'h, 2] = 1 (here we identify H with Hom (I, k*)). Since HN G, &
H.N\ M, hi*hze M 0 B and since h7'h and z have coprime orders ze
M N B. Hence ze U, and again g€ K.

If G is of type A, we quote L. Dickson [6].

If G is of type C, let z = x4(t) for some fixed tek, where 6 =
a, + 2a, + -+ + 2, We may choose h, € HN G such that if A, =
h.,h then, for some sek*,

hoa) = s hoay) =+ = hz(at) =1.

Let w, e W denote the reflection corresponding to «,€ll. Put n,=
n.,€N and m =m,---n. It is easily checked that nhzn™ =
hoo(£t) e M N B. Now h, (£t)h,as(t) = hiw. (+s7't)vs(t) and since
hie M therefore w,(Ls 't)x,(t)e M. Since MNU =U, we have z =
24(t) € U, and so g K.

Let X be a subgroup of the finite group Y. Recall that X is
said to be strongly p-embedded in Y if | X N X¥|, =1forallye Y — X.
Using Sylow’s theorems we see that X is strongly p-embedded in Y
if and only if Ny(T) < X for all 1 = T < S where SeSyl, (X). The
‘only if’ part is clear. Conversely, take y €Y — X and assume
p||XNXY. Let PeSyl(XnN X¥. Then N,(P)< X, so that Pe
Syl, (X¥). Therefore P, P*"' e Syl, (X) = Syl,(Y) as well. Choose z ¢
X with P = P**. Thus yxe Ny(P) C X, so that y e X, as required.

LEMMA 2.8. K is strongly p-embedded in M.

Proof. Let 1+ T, then a theorem of A. Borel and J. Tits
[4] implies the existence of a parabolic subgroup PC G such that
P is fixed by # and Ny(T) < P. Without restriction we may suppose
B<Z P. If PC B by Lemma 2.7 we have N.(T) S K. If P+ Blet
R = radical of P and put S = P/R. S is a connected, semi-simple,
algebraic group and g acts naturally on it. Put I = (M N P)R/R,
K= (KNP)R/R then S; < K< N3(8:). If S has no exceptional
orbits Lemma 2.6 says that M normalizes K. By Lemma 2.7, since
R< B, we have MNR=KNR. Hence MNP normalizes KNP
and so, again using Lemma 2.7, MNP = (KNP)Ny,,»(U.) = KN P.
Hence K is strongly p-embedded in M.

Suppose next that A is an exceptional orbit in S. By the note
following Lemma 2.6 we must show that M N 4 normalizes K N A.

Let V be the unipotent radical of P and put W =V/V'. Let W,
be the image V, in W. Since V' is closed and connected an argument
similar to that in Lemma 2.3 shows that W, is just the fixed points
of the endomorphism vV’ — p(@)V’,ve V, of W.
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all ke N A, k'p(k) centralizes W,. Our aim is to show that C3(W.) <
Z(A). This will immediately give M N A < N3(4,) and since N3(4,) =
Ni(En A) we are done.

To compute C3(W,) we may suppose P is maximal, subject to
H(P) = P. Let 4be a proper subset of II such that I — 4 contains
no proper u-invariant subset (note that g permutes /7) then

Now V., = KNV =MnNV so MNA normalizes W,. Hence for

P={xt)|veXt or —ved tek)

and the choice of 4 is further restricted by requiring A to be a
component of S = P/R. The possible cases are easily listed: except
when G is *A,(l = odd), *D,, *F,. II — 4 is a single root, say «, and
A is the image modulo R of (%), _s(¢)|t € k) some Sed. In this
case an A-invariant, p-invariant submodule W, of W has basis

{7 =a,a+ B, a+28 ---}modV’ .

It is easily seen that C;((W)).) S Z(A).

When |IT — 4] = 2, A is again of type A, except for the *F, case
when A is either of types 4, X A, or C,. Again a suitable A- and
p-invariant sub-module W, S W is easily found such that Cy((W),) =
Z(A). For example in the *F, case with A the image modulo R of
(zs(t)|B = e, xa, tek) let W, have basis

{z,(D)]Y = @y, a, @, + @, a5 + @}

then (W), has basis {2, (1)%0,(1), Taysa,(1)%aysqa,(1)}.
LeMMA 2.9. K is strongly 2-embedded in M.

Proof. By Lemma 2.8 we may suppose p # 2. If the lemma
is false then there exists a teInv(K N K™) for some meM — K.
Now C,(t) contains a unique, maximal, semi-simple, connected algebraic
S, [18]. Since we may suppose G is not of type A, S # 1. Since
((t) = t, ¢ normalizes S and hence S.cSnK<SnM.

Since all p-elements of Cy(t) lie in § we have (S N K™|, # 1. By
Lemma 2.8 |[KN K™|, =1 and hence 0*(SN M)Z S n K. However
if S contains no exceptional orbits Lemma 2.6 implies 07'(S N M) <
S N K, contradiction.

If A is an exceptional orbit of S then A is of type 4, and p =
8. If AN M does not normalize A N K then from the list of excep-
tional cases in (2.2) we see that AN K is not strongly 3-embedded
in AN M. But then K is not strongly 8-embedded in M, contradicting
Lemma 2.8.
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LemMma 2.10. K = M.

Proof. Suppose K # M, by Lemma 2.9 and a theorem of H.
Bender [2] either the Sylow 2-subgroup of K is cyeclic or quaternion
or K is solvable. Using ref. [8], [12] and a theorem of Burnside
we see that K has no non-abelian simple subgroups. Since K con-
tains [G}, Gi] it follows that G, is 24,(2).

Let ¢ eInv K then K = 0,(K)Cg(t) and O,(C(t)) = 1. By Lemma
2.9 Ck(t) = Cy(t) and so by [12], M = O,(M)Cr(t). Then O,(K) <
0,(M) and C,, i, (t) S 0,(C(t)) = 1 so O,(M) is abelian. Hence M <=
Ny(0,(K)) and now a direct calculation yields Ny(O,(K)) = G.. So
K = M, a contradiction.

(2.5) Proof. *G,-case. In this subsection G is of type G, and
A = %g, where q¢ = 3¢ ¢, = 3/. For this case we give a direct proof
of the theorem by analyzing the structure of C,(j) where j is an
involution in G,.

Proof. We let pt be the highest power of ) such that G, & M,
and show that M = G,. Without loss, we may assume g = \, since
the various powers of \ are %s, and o, and the o¢,-case has
already been done.

We take IT = {a, 8}, with a long and choose notation so the
commutator formulas are as in [15]. Let j be the element of H
such that j(@) = j(8) = —1 and let C = Cyj). Thus kerjnNn3+ =
{e + 8, @ + 88}, so C= L,L, where L, = {Xus, X o, Ly = {Xusss,
X o9y [ Ly, L) =1, LN L, = Z(C) = (4>, and each L, is isomorphic
to SL,k). Clearly je@G,. For any subgroup J of G let G, = C,(9).

Put 23(t) = oy p(8)2arss(t®®) and define x*(t) similarly, and let L =
(@¥(t), #%(¢)|t € GF(gq))>. Then L = PSL,(q) and C;, = L x {j).

Suppose C,, & N¢(C;,). Let Tg,, Ty, and Ty be Sylow 2-subgroups
of Cg, Cy, and N,(C;,), respectively, such that T,, & T, & Ty. An
easy computation shows Ny(Cqy,) = TwCq,, Ty is nonabelian of order 16,
Te, is elementary abelian of order 8, and | Ny ,(T¢,)/Co(Ts,)| = 21. If
Ty = Ty, then |Ny(T;)/C.(Ts,)| = 42, which is absurd since GL(3, 2)
has no subgroups of order 42. Thus T, Ty, so Cy = TyCqy, = Cq,.
By a theorem of Walter [28], | M| = |G,|, so M = G,, as required.
Thus, we may assume C,,  Ny(C,).

Let C = C/{j), and for any A < C write A for A{j)/{j>. Then
C = L, x L, L, isomorphic to PSL,(k). Let m, ¢ = 1,2, be the pro-
jection C on L,.

Suppose 7,(L) < C,. Since L < C,, also n(L) < C,. Since je
Cy, we get z,(t)e M for p = =(a + B), =(a + 38), and all ¢t € GF(q).
In particular, n..,(1) € M. Now U, contains an element
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© = wL)as(1) - -+,

80 M contains [, Zuiss(t)] = Tpersp(=t) for all t € GF(g). Conjugating
by N,, we find z_,,_;(t)e M for all te GF(q). Hence M contains
Nosrap(l).  Since W = (W,pp, Woarssy, M covers N/H., As {(Xuis)z
(Xaisp)2y & M, it follows that G & M. Thus, we may assume
z(L) & C,, and similarly, m,(L) & C,.

Suppose next that 7,(C,) is not solvable. Now =x,(L) = (L.):2,
so either 7,(C,) = (L) for some m, or else ¢ =3 and 7,(C,) =
A;, the alternating group. To see this observe that since 7,(C,) is
finite its inverse image in L, is a finite subgroup of SL,(k) and so
is conjugate in GL.(k) to a subgroup of SL,3") for some f. Hence
for purposes of identifying 7,(C,) up to isomorphism, we may assume
it lies in SL,(8%). If 3°}|n,(C,)!|, the argument of Lemma 2.4 shows
that 7,(Cy) S (L) for some n and Dickson’s results [6] may be
used. While if 32y |x,(C,)|, these results imply =,(C,) =

If n(C,) = A,, then CMNL,{=(C,) and 7 (L) & C, 1mp1y Cun
L,=1. Hencer, (C,)/C, N L,= A,, so m(C,) is nonsolvable. Applying
the above argument to m,(C,) yields 7,(C,) = 4;, hence C, = A4,, so
Cy=2Z,x A,. Since M contains G, = *G,(3), all involutions in C,
are M-conjugate in this case, so by a theorem of Janko [19], 3*} | M|,
which is absurd as G, < M.

Hence, 7,(C,)°* = (L,)%n. Since we are assuming that =,(C,) is
not solvable this group is simple, so as in the A; case we get m,(Cy)° =
(L)2m, CynNL,=CyNL,=1. If m =1, then L < C, implies L =
Cy, so Cy € N4(L), contrary to what was shown above. Hence m >
1. Now C% is defined by an isomorphism between the 7,(C,)°, which
restricts on (L) t0 @uieip(t) = Turaren(®®). From the well-known
classification of automorphisms of PSL, there exists d = 3° such that
Cy = (&X(t)|t € GF(q™)), where we define &*(t) = Furp(t)iarsn(t?) and
z* is defined similarly. (This extends previous notation; ¢* = t* for
t€GF(g).) Hence C;; = (xX(t)|t € GF(g™)). Set h*(t) = Puys(t)harss(t?).
Since [L,, L,] = 1, C% contains A*() for all t e GF(g™).

Let », ¥ and z be elements of G, of the form 2 = £, (V)zs(1) ---, ¥y =
Casp(D@arss(L) *++) 2 = Tar2p(1)2as55(1), then for any t,ueGF(g")", M
contains the following elements:

(1) " = atm(t*) -y 1 = Dars(W)mlu®) -
(2) [wh*(t)’ yh*(u)] — xa+25(td_1u2)x2a+3ﬂ(t3—du2d) .
Since every element of GF(¢q™) is a sum of square, M contains

(3) D282 U) By 55 (T U7)

Replacing w by ut*™* and ¢ by 1 in (8), and multiplying the resulting
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element by the inverse of (3), we get

(4) Loarss((B8 — YN e M .
Also, M contains
(5) [2h o, x] = xa+ﬂ(t3_d _ td—l)ma+3ﬂ(t3d—3 — ) ...,

Suppose t&* # t3 for some t,€ GF(q™). From (4), %susss(t) € M for all
t € GF(g™), and then from (3), z.,,:(t)€ M for all t. By (1),

Ty s(U)Torss(u?) €M,

and by (5), %, s(t*% — t¥ L0y 55 (t% " — t*7%) ¢ M. Substituting £*~¢ — ¢4
for w and multiplying by the inverse of this last element,

wa+3ﬁ(t3d—d2 _ tdZ—d — 33 + ts—d) cM

for all te GF(g™). Since C5 N L, =1, the expression in parentheses
vanishes identically. This yields

(6) (8 — ) 79 = 0

for all ¢ GF(¢™)*. On the other hand, since M contains (X,,.s):m,
(Xoassp)zim, anAd an elment of N (H) taking all roots to their negatives,
M contains A(t, u) = Peros(t)oars(u) for all ¢, uw € GF(q™)", so contains
y_;‘“’”” = Zp s(BU)Torss(tu’) - -+, hence contains .. (t*u)%..ss(tu’). Since
CynNL,=1,i=1,2, it follows that tu® = (tw)* for all ¢, u € GF(q™).
Hence u® = u® (taket¢ = 1) and t** = ¢ (take u = 1). Therefore t* = ¢*
and t°=1¢ for all teGF(@Q™), so ¢ =8 and m = 2. For any te
GF(9) — GF(3), we get t¥ = t*, and so by (6), t**** = —1. But the
left side is t*** = 1, contradiction.

Hence t** = ¢* for all te GF(¢g™). This implies that m is odd,
and Cy = Cpn. Hence M N Gpn 2 {Cpm, G;) D Cpn. It follows from
Walter’s theorem [28] (applied to M N Ggn) that |[M N Genl| =
[Gyem|, i.€., M 2 Gum, as required. Hence we may assume =,(C,)
is solvable, and similarly that z,(C,) is solvable. In particular, ¢ =3.

It follows from Dickson’s results [6] that 7(C,) & Nz(L) = S,,
the symmetric group for ¢ =1,2. If 9||C,|, it follows easily that
(L) x n(L) < C,, contrary to what was shown above. Thus C,
has Sylow 8-subgroups of order 3. Since C, & NE(C—'GX), C, must be
an extension of the central product Q.*Q, by either a group of order
3 or the symmetric group S,. Let by a Sylow 2-subgroup of C,.
It is easily verified that Z(T) = (j). Hence T is a Sylow 2-subgroup
of M. Since {j”) 2 (G;)’, which is perfect, O,(M) =1. Now T, is
elementary of order 8, and all its nonidentity elements are conjugate
in M (indeed in G,). Since je T, and 0,(C,(5)) = 1, it follows that
0,{M) = {0,(C{t)) |1 € T% = 1. Let M, be a minimal normal subgroup



388 N. BURGOYNE, R. GRIESS AND R. LYONS

of M. Thus M, is the direct product of isomorphic nonabelian simple
groups. By [8],[12] and and a theorem of Burnside, each simple
factor has 2-rank at least 2. However, one sees easily that T has
2-rank 3. Hence, M, is simple. From the structure of T, we see
that T, = C(T)), and | N,(T;)/T;| = 4. On the other hand, since {j) =
Z(T), j € M,, and so (G))' = {j*) S M,, so | N,,(T)/T;| is divisible by
7. Since Ny, (T3)/T: <I Nu(T3)/T;, a subgroup of GLy(2), it follows that
Ny (T)/T; = Ny(T))/T; = GLy«(2). In particular, |T'| = 2°, so |T| = 2°,
and also T & M,. Hence M,2 T[T, C,] = C4. By the the Frattini
argument, M = M N,(T) < M,Cy, = M,, so M = M, is simple.

Quoting the classification of finite simple groups in which the
centralizer of an involution (in the centre of Sylow 2-subgroups) is
isomorphic to C,, we find that the only such group which in addition
has a subgroup isomorphic to G, is the alternating group A4, (see,
for example [14]). Hence M = A,.

Let S be a Sylow 3-subgroup of M containg U,. Then |S| = 3,
so U,<8, i.e., SSN4U,). By Lemma 1.1, SCB,s0ScU. LetU =
X3 Xor3Xar28Xonrssp. Now S is the wreath product Z,0 Z,. It follows
easily that S'=U;, N U = Xorp (D Zas35(1)y Zarop (1) Zaniss (1)), and also
that S is generated by U, and an element z € Cy(S’) of order 3. The
only such z lie in U’, so S=U,(SNU’). Hence |S:SNU'| =3. Let
U = Z(U) = Xupy0pXoursp. Then U'JU2 = Z(U/U?), so SNUT/SNU* S
Z(S/ISNnU?, so SISNU*? is abelian. Hence S’ < SN U* < Z(S), con-
tradiction. This completes the proof.

3. Theorem 2.

(8.1) Statement of results. As in previous sections G denotes
a simple algebraic group over an algebraically closed field k& of charac-
teristic p = 0.

We wish to examine certain 7€ Aut (G,) and determine the sub-
groups of G, lying above CG#(77). We cannot restrict ourselves to
induced on G, by an element of the form g-)\, where A" = ¢, 0 < ne
Z,9¢€G, Forexample, let G = A(k), | =2, # = *0,. The “field” (or
“graph”) automorphism 7 of 0?(G,) = 2A,(q) = PSU(l + 1, q) does not
have the above shape. Indeed, it is induced on G, by A€ Aut(G),
X = 0,. Thus, to examine questions of this type, we must consider
pairs of commuting endomorphisms A, # of G with G, and G, finite.
Then some power of )\ centralizes G,.. We may suppose that g, A
are in standard form (see 1.2) and put G,, = G. N G,.

THEOREM 2. Let G be as described above. Let r > 1 be an integer
and N = 0, t = 0gs Wwhere G possesses a graph automorphism of
order se{2, 8} and s divides 7.
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Let M be a group, 0°(G,.) < M < G,.. Then precisely one of
the following holds if r is a prime (i.e., r = s)

(1) G,.=C,2", G, =74,,2"), O"(M) = *A,,_.(2"), M/O"(M) is
cyclic of order dividing 2™ + 1, n = 2.

(2) M=<Gy,

(3) 0"(G)=M

(4) p=2 G, =C2), G, =2Cy2); M lies in a a unique mas-
wmal subgroup M, which is a Frobenius group of order 4(27+27+1/241)
and G, = 2Cy2") for odd r = 5.

(5) p=38,G,,=PGLZ,3), G.=*4,8)=U,8), G1., <M< Gy M=
PSL(2, ),

(6) »=25,G,, = PGL(2, 5), O(G,) = 24,(5) = U,>5), G1,. < M; <
0(G),1=1,2, M, = A,, M, = M,

Furthermore, if r is not assumed to be prime, but | M|, = |Gzulp
then (x) holds, for some 2 < z < 6.

We wish to emphasize the point that we have not fully examined
the question: if G, is a finite group of Lie type and 7 is a noninner
automorphism, what are the subgroups of G, lying above C; (79)?
We have examined only the case where 7 is induced on G, by )\, an
endomorphism of G with v = ¢ or » = g, and ¢t = °04re. For ins-
tance, letting A* be the image of one of the above A\ in Aut (G,),
there may be an 7 in the coset Inn (G.)-\* such that || = |\*]|, yet
7 and \* are not conjugate in Aut (G,) or even (G.), % (G.)x.

In proving the above result we may apply Theorem 1 wherever
{n 18 a cyelic group; for then M may be replaced by a generator

of {, t£).

(8.2) An example. As an illustration of where our results do
not apply we give the following example, for which we thank J. E.
McLaughlin,

Take G to have type A, ¢t = %0, » =0, Then L = O0¥(G,) =
*A,(3) = U,3) satisfies L, = B,(3). However, L has an automorphism
7 of order 2, » =\ (modInn(L)), such that L, =2D,3) = A,. There
is a subgroup M < L containing L, M = PSL(3, 4). The existence
of this M is not easily predicted by a study of the Lie structure.
Indeed, its existence led J. E. McLaughlin to construct a sporadic
simple group [21]. Looking at this example in more detail, we see
that 24,(3) = 2D,(3), so that L may be regarded as K/Z(K), where
K = 27(6, 3), the commutator subgroup of the orthogonal group
0=(6, 3). In terms of matrices, let B be any symmetric 4 X 4 non-
singular matrix of determinant —1 with entries from F; and let ~
be the result of applying the field automorphism z+—2* to a 4 x 4
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matrix with entries from F,. Then SU(4, 38) may be identified with
{A|'ABA = B,det A = 1} and it has a “natural” field automorphism
p: A—+A. However, ¢ is not the “standard field automorphism” of
SU(4, 8), as we have defined the term above. In fact, the fixed
points of @ is the special orthogonal group associated with B. See
Artin [1], p. 210.

A variation of our situation is the following: M is a group lying
between 0°(G,,.) and O?(G.). The problem (still not fully solved)
is to show that 07 (G,,) <| M or identify M.

Of course, any “interesting” exceptions will be ones not already
described by our main theorem. That is, we will be dealing with
a Chevalley or twisted group O*(G,,.) which is not perfect (i.e., is
not equal to its commutator subgroup). The possibilities for 07 (G;,.)
are then the solvable groups A4,(2), 4,(8), 24,(2), and *C,(2), plus the
nonsolvable groups B,(2) = 3, G,(2) = Aut (Ui(8)), *G,(3) = Aut (L.(8))
and *F(2)’. The only exception known to the authors, for 0?(G,.)
nonsolvable, is

G(2) < M < G,(4), M =J, Janko simple group

group of order 604,800; there are two conjugacy classes of such M,
see Wales [27].

We mention that [27] does not determine all maximal subgroups
of G,(4) containing G,(2)'.

Another example we mention is the containment

Fi2) < M <’'Ey2),

where M = M(22), the Fischer group of order 273°%?.7-11-13 [9], [10].
This does not quite fit in the above situation, because ?F(2) cannot
be realized as G,,, where G = E,(k), char k = 2. However, the
questions to be asked here are obvious: find finite groups M (if any)
for which *F,(2) < M < X, where X = *F\(q), F.(q), *E,(q) and Eq),
for ¢ even, and where *F(2) < *F(2) is embedded in the natural
fashion in X. We point out that in the above case where M = M(22),
it is not known for certain that the *F(2)' subgroup of M is conjugate
to the one embedded in the “natural” way in 2E(2).

8.3) Proof of Theorem 2. We proceed by a series of lemmas.
Some important intermediate results are given in Propositions 8.1 and
3.2.

LEMMA 3.1. Suppose G has a root system X having one root
length. Let p =0, s€{2, 3}, and let » = 0,. Suppose M is a sub-
group of G such that G, S M C G5 Then one of the following holds:
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(@) »i|M: Gl
(b) »=2 3 =A4,, and either O¥(M) = *4,,_.(q), or G, = *4,2).

Proof. Let 3 be the twisted “root system” of G, and W the
corresponding Weyl group. Thus N,/H, = N, ./H;.=W. Also, U, =
oc52,. If I+ A,,, then I isa bona fide root system, and X, is pat-
ametrized by GF(q) for long », by GF(¢*) for short po. If ¥ = A4,,,
then s =2, and 3 = {+(a, 2a,), +a,+a,;|1 <1< j=n} is of type
“BC,”, with X.,. .+o; Darametrized by GF(¢®) and Xi(% wp Of type
?4,. The parametrizations by GF(q°) are not quite canonical: if 7 is
the Frobenius automorphism of GF(q°)/GF(q) there are s canonical
parainetrizations of X,, in which the same element is represented as
Z,(t), or Z,(t°) (or X,(¢t**) if s = 3). We shall ignore this ambiguity
since it does not affect the validity of our arguments. Note that
if X, is parametrized by GF(q), then (X,). = X,; while if by GF(¢°),
then (X,), = {x,(t)|t € GF(q)}.

We show first that N, (U,,.) S B.. Let ge N, (U,,), and write
g = bn,u in canonical form (we W). For every fundamental pel,
let U° = 1, X,, so that U, <{U, U=U"X,, and X, NU,=1. (In

case X :Bd: ’ we take {(a, 2a¢,), @, — a, +++, &, — @,_,} as the funda-
mental system.) Now U,,.N X, # 1 for each such p, so (U;,)* con-
tains an element of the form x,u, with 1 »,€ X,, u,€ U?. Since
(xouo) v e (U, ) < U, w(p)62+ Hence w =1, so g € B,.

Now suppose (a) fails. Let U* = anz (U,,.). Since U,, is not
one of N,(U,,) which equals NMﬂBz(Uz ) by the above. Since U, is
the Sylow p-subgroup of B,, U* 2U,,.

Suppose 3 = A,,. Put a partial order <on I refining the order
given by heights. Write each u € U, as u = [[5+ %.(¢,) in order, and
set supp(u) = {0|t, # 0}. Among all elements of U* —U,,, choose
x to have the greatest support, in the lexicographie ordering. Write
& = Do(to,) ITose, To(¢s) With ¢, 5= 0. Then in fact x,,(ts,) € U,y other-
wise o’ = x,(—t,)r e U* — U,,, and supp (') > supp (#), contrary to
choice of x. In particular, ¢, ¢ GF(q), so p, is short. Suppose there
is 6 €3* such that o, and ¢ are fundamentally independent. Let

* = [2,(1), #] = ®opro(E o) -+, (for a complete description of the
ecommutator formula in Steinberg variations, see [15]). Then z(1) €
U, and x € U* imply «* e U,,, so t,, € GF(q), contradiction. Hence
no such ¢ is available. Suppose 3 = G,, with fundamental system
{a, B}, B short, and o, = a + B. Then z;(1), Zurs(L) € Uspy 80 Uy
contains both [2.(1), 2] = Zasus(E(E5, + ¢52)) and

[#aros(1), 2] = xza+sﬂ(i'(tpo + t5, + tﬁﬁ)) .

Hence GF/(g) contains both coefficients, so contains ¢,, contradiction.
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We conclude from (*) (see Lemma 2.1) that p,=6,. In the factorization
of z, all terms w,(t,) after the first are for long p, hence lie in U,,.
Hence z,,(to,) '@ € Uy 80 @,,(t,) € U*. Hence X, N MD(X,),. Now
(X X_p,» = Ai(q°), and ) induces a field automorphism ¢, on this
group, so by Theorem 1 (more precisely Lemma 2.5, which holds even
for ¢ = 2), (X,,, X_,,» S M, as s is prime. Conjugating by N,,, we
get X, & M for all short p; since X, = (X,), & M for long p, M = G,
contrary to hypothesis. Therefore, ¥ = A4,,.

If » =1, then (b) is immediate from work of Mitchell [22] and
Hartley [16]. Suppose then n > 1. For a root p = *+a,*a;, X, =
{z,(t) |t € GF(¢")} and (X,); = {z.(t)|t € GF(q)}. For each 1 =1, ---, =,
there is a root subgroup X, = {x,(¢, w)| ¢t + u + u? = 0, ¢, u € GF(¢?)}
corresponding to the “root” (a,, 2a;). The opposite root subgroup is
denoted by X_,. We separate X, into parts X, and X,., as follows:
let X,,, = Z(X)) = {0, w)|u € GF(¢°), w + u® = 0}, and write ,,(u)
for 2,0, u). Let X, be a transversal to X, in X,. If ¢ is odd,
we may choose X,, to be p-invariant, so that if a coset C of X,
in X, is fixed by A, then the representative of C in X, is fixed by
N. The element of X, representing the coset x,(t, u)X;,, will be
written 2,(£)(t€GF(¢*)). Thus X, is parametrized by GF(q®). We
choose #z,(0) = 1, without loss.

Let 3 = {*a, +2a, *a,+a;|1 <i< <n}. Define a height func-
tion on § by setting ht(a;) = ¢ and extending linearly. Then for
0, 0€3%, [ X, X,] € (X, |ael, ht(a) = ht(o) + ht(s)). Let < be a
partial order on I refining the height order. Since Xiogragy Xoays
and X, = X, X,,, are subgroups of G,., and since a, < 2a,, every
we U, is uniquely expressable as ITx.(t,), the product over pe 3™ in
increasing order, with ¢, in the appropriate field. Set supp (u) =
{olt, = 0}. Again, among all x€ U* — U, choose # maximal in the
lexicographic ordering. Say & = w,,(t,,) [1,>s, o(ts), with t,, # 0. Then
as before, x,,(t,,) & U, ..

Suppose ¢ is odd. Then (X)), = (X,,): = {w.,(t) |t € GF(q)} for each
t. So %,(1)e U, for all i. Suppose o, = ¢; — a; for some j > 1.
Then [x, #,,(1)] = %,,;(%t,,) --- lies in U,, so t, € GF(g), whence
© %,,(t,,) € Usuy contradiction. If o, =a,, then for j=1 or 2, U,,
contains [, %,,(1)] = @u 40,(Ets) -+, 80 to, € GF(q) and z,(t,) € Uy,
contradiction. If o, = @, + a;, § > 4, then U, contains [@, %,;_,,(1)] =
x2aj(i (to, — t3)) ++-. Since (Xzz e =1t —th =0, so t,€GF(g),
again giving a contradiction. Suppose 0, =2a;,1=<1<l. Write
& = @y, (tg) *** Tuyra,(t) -+ . Then

[x7 xa’i“}'l_a‘i(l)] = xﬂ/i+ai+1(itpo) cc x2ai+1(i(t - tq)itpo) ce

lies in U,,., 80 t,,€ GF(q) and ¢t — t* = t,, = 0. Hence ¢t — t’c GF(q).
Since ¢ is odd, this implies ¢ — ¢ = 0. Hence ¢, = 0, contradiction.
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We conclude that o, = 2¢,. Hence M N X, > (X,):(=1). Applying
the case n =1 to (X,, X_,>, we get (X,, X_,> &€ M. Conjugating
by N,., we get X, & M for all . Hence M contains [z, (%), %.,(1)] =
Ta+a(E£EE) for all ¢, t' e GF(¢%), s0 X,.., & M. This easily yields
G:, = M, contradiction. Therefore, ¢ is even, i.e., p = 2.

In this case, we have (X)), = X,,,, and X, is not A-invariant.
Let #, 0,, and t,, be as before. If o, =a; —a, for some j > i,
then U,, contains [2, %, (1)] = %,;44,(ts,) - -+, 80 ¢, € GF(g), contra-
diction. If p, = 2a, then ,(¢,)e X,., EU,, contradiction. If
0y =@, + a; # a,_, + a,, then there exists ¢ = a; — a,, j' > 7/, such
that o, + o is of the form a, + a;,, and so U,, contains [z, z,(1)] =
%o, + 0(to,) + - -, contradiction. If o, = a,, 1 <7 < n, then U, , contains
[z, 2., -0, (V)] = 2,4, (ts,) + - -, contradiction. Suppose p, = a,, and write
& = @y, (tog) =+ * F20, (), %o, (o) = %u(topy w). Then u + u? = ;)7 +# 0, so
u € GF(¢") — GF(q). Letn,=mn,,,, (1), and set &’ =a™ =g, () -
@, _,(t") (with other nontrivial terms coming only from roots of the
form @, + a; or 2a;). Let 2® =[2', %, ., (1)]. Then z® ¢ M, and
P = 2, (to,) ** * Tapwan_(t'7 + U)P,( ), with inside nontrivial terms
coming only from roots of the form a, + «; Let u’ = ¢'* + u? Since
t'eGF(q) and u ¢ GF(q), v’ ¢ GF(q). Now set n, = n,, (1), and ® =
[#, (*)]. Then 2®e M, and z® = =, (t,,u') --+. Since u’' ¢ GF(q),
we may assume that ¢, ¢ GF(q), by replacing # by «® at the outset
if necessary. But then [z, 2™] = 2, .., ,(t},) and ¢} € GF(q), so the
maximality of x is violated. Thus p, # a,, so 0, = @, + @,_,. Hence
Zoy(to,) = XXy, )€ U* — U, .. Applying Theorem 1 (Lemma 2.5) to
(Xopton—y X-gp-an_» We see that X, .. S M. Thus X, & M if
o = *a,xa;. Let G = (X,|p = +a,xa; or 2a,), so that G < M, and
G is (canonically generated) *4,, .(¢). It is easily veNriﬁed that NG#(G')
is the unique maximal subgroup of G, containing G. One considers
the permutation group induced by SU(2n + 1, ¢) on anisotropic vectors
of a given length in the natural 2n + 1-dimensional module over
GF(¢%), and shows that the only sets of imprimitivity have the pro-
perty that every block is a subset of one-dimensional subspace. Hence
G S MZ Ny (G). Since N, (G)/G = Z,,, is of odd order, G = 0*(M),
completing the proof.

We are now entitled to work under the following conditions:
(A) r>1 is an integer
(B) A, ¢ are commuting endomorphisms of G with G, and G,
finite and A induces an automorphism of order » on G,
~ (C) Either (i) A" = ¢ and N = g, or A = ‘0, where 7t s and the
Dynkin diagram for G has period s€{2,8}; or (ii) x=o0, and ¢ =
‘0.5, Where r|s and the Dynkin diagram for G has period se {2, 8}.
D) 0"(Gr) = M = G
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E) M|, =|G.ul, ie., U,ue8yl, (M).

First a few observations. Namely, G,, and G, have the same
rank and consequently, if P is a (), ¢t)-invariant parabolic subgroup
of G, )\ leaves invariant every component of P,/O,(P.) (see 2.4 for a
discussion of components). We do not assume 7 is a prime. Here,
the critical assumption is that M,, = M N G,, contains a Sylow p-
group of M. Also, even though Theorem 1 deals with the above
case (C. i), none of the following arguments, except Lemma 3.9 and
Proposition 8.2 are simplified by quoting Theorem 1.

LEMMA 3.2. Let P, be a proper parabolic subgroup of G, con-
taining B.. Write P, = O,(P.)- L., where L, is generated by H, and
standard root groups from G.. Let X, be a root system for G.. Let
Y, ={rel,| X, £0,P,)}, where X, denotes a root group for G,
(rather than for G). Set P; = (X,, H,|X_, < P.). Then G,={(0,(P,),
O,(P7)>.

Proof. Let S = <O,(P,), O,(Pz)>. Then L, normalizes S, whence
SL, is a group containing B,, i.e., SL, is a standard parabolic sub-
group. If SL, were proper, then O,(SL,) would meet X, nontrivially,
for some ael, But X_,=< S implies that O,((X,, X_,)) =1, con-
tradiction. Thus SL, = G. Since S <] SL,, S = G,, as required.

LEMMA 3.3. Let P be proper parabolic subgroup of G containg
B. Then CG#(O,,(P,,)) =< O,(P,), i.e., 0,(P,) =1 and P, is p-constrained.

Proof. If necessary, we shall replace ¢ by v = ¢/, where j >1
is an integer such that (i) if ¢ involves a graph automorphism of period
s>1,(4,8) =1 (i) in G,, two opposite root groups generate a qua-
sisimple group, i.e., we are avoiding small fields. Note that G, and
G, have the same Weyl group and G, < G,. We claim that this
change affects neither hypothesis nor conclusion. Namely, set C, =
Ce(0,(P.)) ] P. for ze{y, v}. By the fact that if X, isa root group
for G, and X, = (X)), Cs(X,) = Cs(X,) (a straightforward exercise)
and the fact that O, (P.) is a product of root groups in G, 7€ {g, v},
we get C, = C, N G.. Thus, it suffices to prove C, < O,(P,), because
then C, is a normal p-group in P,, whence C. < O,(P,). So, we make
the replacement.

Let r be a root in the root system X, and X, the corresponding
root group in G,. An element of H, centralizes X, if and only if
it centralizes X_,. Therefore, by Lemma 8.2, CNH, < Z(G) = 1.
Letting ~ denote the quotient P,— P, = P,/O,(P,), we claim that
CnH,=1. If not, let H,< H, satisfy H,=Cn H,. Now, Cis a

normal subgroup of p-power index in C-O,(P.), whence H, < C, and
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so CN H,# 1,absurd. Thus C N H,=1. It follows that CN0?*(P,)=
1, because our replacement of 7 guarantees that any normal subgroup
of O*(P,) lies in H,. Therefore, [C, U,] =1. This means C < B,.
Since B, has a normal Sylow p-subgroup and O,(C) =1, it follows
that C is a normal p’-subgroup of B,, whence 1 == C £ H,, in conflict
with above statements. The lemma follows.

LEMMA 8.4. (i) For any p, U is the unique conjugate of U
which contains U, (ii) Also U is the unique conjugate of U which
contains U,,, unless q is even, N = 0, p =0, and G has type
A,,, 1in which case {geG|U,,=U’ = BUBn, BUn,B, where
a, w,, w,} = {welw, w| X*, £ (X,, X,)} where r, s are the nth and
(n + 1)st roots in the Dynkin diagram for G. (iii) However, in all
cases, U, 18 the unique G,conjugate of U, containing U, .

Let P(\, ) be a parabolic subgroup for G,,.. (iv) Then there
18 a umnique parabolic subgroup P(t) of G. which contains P(\, L),
and satisfies P(1t),=P(\, t). (v) Also there is a unique {\, t)-inveriant
parabolic subgroup P of G for which P, .= P(\, ) and P={P(\, ), B,
unless we have the above exceptional q, G, N, ¢t (see (ii)) and the
P(\, ) is the one containing B, , which is associated with the subset
of the Dynkin diagram for G consisting of all short roots. In the
exceptional case, there is a {\, ty-invariant parabolic subgroup of G
for which P,, = P(\, ), e.g., P = (P(\, tt), B°), where g € G,,, satisfies
B, < P.

Proof. (ii) Let U. <V =U%geG. Let XY be a root system
for G. Write g = bn,u, where be B, n, € Ny;(H) represents the ele-
ment w of the Weyl group, and ue Uw) = (X,|ae I, a” ' eI,
Let U™ = (X,|@eX*, a*'3*). Then U’ = U™* and so U, <U™*,
Suppose g ¢ B. Then there is such a g for which w is a fundamental
reflection, w = w, (see the appendix of Steinberg’s notes [24]) so that
U™ <U. Thus to get a contradiction, it suffices to show U, . £ U™,

Write X, =U,,. If O\ ) leave X, invariant, we are done, as
(X,); # 1. Therefore ¢t = °o,, where ¢ is some power of » and s = 2
or 3. But now, we see that R = (X¥’|0 £ ¢ < —1) satisfies R,, £
U™ by checking the possibilities, unless G = A,,(k), » = 1, ¢t = 0,72
and » = g, and 7 is the nth or (n + 1)st node in the Dynkin diagram
for A,,. The verification of the rest of (i) and (ii) is an exercise.

The proof of (iii) is obtained by a similar argument, and (iv)
and (v) are straightforward.

LEMMA 3.5. There does not exist a proper parabolic subgroup
of G, containing G,.
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Proof. Assume false, and take a parabolic subgroup R, G; <
R < G,. Embed U, in a Sylow p-subgroup of R. By Lemma 3.4,
U, <U,< R. Since R is a proper parabolic subgroup, it is p-con-
strained (by Lemma 3.3) whence Z(U) < O,(R). Thus 1= Z(U), =
0,(R) N G;  G,;, whereas O,(G;) = 1, contradiction.

LEMMA 3.6. Let P be a parabolic subgroup of G which is O\, f£)-
wnvariant. Then Oy (P;) = O,(P);, O,(P.) = Oy(P)u, Oy(Ps,) = O,(P)y, 1

Proof. Clearly O,(P), = O,(P;). Suppose the containment is
proper. Let ~ denote the quotient map P— P/O,(P). Then O,(P;) # 1
is a normal p-subgroup of P. However, (), ¢t) leaves invariant a
complement L to O,(P) in P. The structure of L implies that
0,(L) = 1, contradiction. So O,(P;) = O,(P);. The other assertions

are proven similarly.

LEMMA 3.7. Let V< H, be a group of order prime to p for
which [Uyu V1=1. Then V =1 unless p =2, tt =%0,n N = 0y
G = A,(k), n even, and |V|[q + 1 and 0" (Cs(V))/Z(0"(C; (V) =
*4,-.().

Proof. If G, has rank 1, i.e., G,.= A.(9), *4.(q), )Cq) or *Gyq),
the lemma is well-known to be true.

Let G be a counterexample of minimal rank. Letting I7 be the
set of fundamental roots, we may apply induction to P = P/O,(P), P
any parabolic subgroup. Then V < Z(P) unless P/Z(P) has a com-
ponent of type A, !l even. If V < Z(P), the Frattini argument shows
Cy(V) covers P/O,(P). Since V #1,Cy(V) cannot cover all such
P/O,(P), whence G has type A,, n even. On the other hand, letting
P be associated with various subsets of 17, we see that V centralizes
all root groups, for short roots in 3., and on any root group for a
long root in X, V centralizes precisely the center. The remaining
statements now follow.

LEMMA 3.8. Let P be a proper parabolic subgroup of G con-
taining B. Assume P is (\, py-invariant. Then Cp,(0,(P,,) =
0,(P,)-K where K =1 unless G, = *4,(q), », q even and K < H is a
cyclic group of order dividing q + 1 and centralizing G,.. In
particular, CGF(GX_,,) =1 wunless G, ='4,@q), »n,q even, and G,, =
C.x(q), 1n which case Cg (Gyu) = Zgsi.

Proof. The last sentence follows from the first statement of
the lemma whose proof we now begin. We may assume 7 is a prime
and that » = s if there is a graph automorphism involved in pz. Let
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C = Cp(0,(P;,) and let ~ be the quotient map P— P = P/O,(P).
We may assume C # 1. Since C # 1, P+ B, and so G, has rank at
least 2. Let L be the standard {\, #)-invariant complemet to O,(P)
in P (i.e., L = (H, X,|c runs over a subset of X)). Then P =L as
{n, p)-groups. Since L,, normalizes O, (P,,), L;, normalizes D =
CnL=C.

Assume that D, = C,(0*'(L,,) = C,(0*(P,,)) + 1. A Frattini
argument then shows D, centralizes O,(P, N UN L;,) =U,,.. By
Lemma 3.7 G, = *4,(q), n, ¢ even, and 1= D, < K in the notation of
Lemma 3.7. Then, as D, £ D, D < NGF(K) and the lemma is verified
by inspection.

We may now assume D, = 1. This will eventually lead to a
contradiction. Now D, < Cp,(0,(P)) = 0,(P), by Lemma 2. So,
D, =1. We may assume D, = 1. Since » is prime, D, is nilpotent
by Thompson’s theorem [13]. Let 1 +#V < D, be minimal normal
in D,L;,(0\). Then V is an elementary abelian ¢-group, for some
prime ¢ # 7. ’

Assume that ¢ = p. Let L, ---, L, be the components of 0?'(L,)
and let z;: O”(L,)— L, = L,/Z(L,) be the “projections.” Our hypo-
theses on A, ¢ imply that A stabilizes each L,. Since V %1 is a »-
group, and Z(L,) is a p’-group for all 4, V™ %« 1 for some <. Then
V=(L,), lies in a proper parabolic subgroup of L, which is impossible
by Lemma 3.5. Thus ¢t #= p.

Take S £ O,(P,) such that S > O,(P;,.) =S,., S = Cs(V) ] S
and S/C4(V) is an irreducible V{A)-module for which C,(S) <V
(such a choice is possible because O,(P,) > O,(P;.),t # », V < P, and
0,(P,) = C»,(0,(PL)))-

We claim that » = p. If » = p, then (S/Cs(V)), = 1, which implies
SV/Cs(V) is nilpotent, whence [S, V] < C«(V), [S, V] =[S, V,V]=1
and so S < Cy(V), which is false. Therefore » = p.

We next argue that »p = 2. In S, take a minimal V{\)-invariant
subgroup T which covers S/Cy(V). .Then T is special or elementary
abelian, T = [T, V] and Cn(V) = T'. Since V{O0)/{A\*)> is a Frobenius
group, S/Cs(V) = T/C(V) is a free 4 = F,((\y/(\*))-module. Choose
T, < T so that T, = C,(V), T./C-(V) has order »* and is a free 4-
module. Observe that T, cannot be elementary, or else ¢ #+ p implies
that T, = C(V) x T,/JC/(V) as (\)-groups, and freeness of the right
factor over 4 contradicts (T), < C(V). Take any hyperplane 4 of
Cr(V) which is A-invariant. Then T,((A)/{N?)) is a “maximal group
of maximal class,” so by one of [26],[7], [3] we get, for odd p,
Z(T (O] A > C (V) A, So assume p odd. Since T/Cn(V) is
an irreducible V{\)-module, and since Z(T/A) > C(V)/4, it follows
that T/A is abelian, hence T' = [T, V1 x C(4) = [T, V] is elementary,
which is impossible as noted above. Therefore, p =2 and we also
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get O,(P,) nonabelian.

Next consider the action of involutions in L,, on V. Suppose
there is an involution w in L;, with Cy(w)# 1. Then C,, (w) =
Q, a proper parabolic subgroup of L,,. Let @, = 0,Q), Q, = Co (w).
Then we get [Cy(w), Q] £ Q,NCy(w) = 1 (because L, , normalizes V).
So, [Cy(w), @]1=1, by the P x @ lemma. By induction and ¢+ 2, we
get that VN L, < Z(L,) whenever L, is a component of L, such that
we C(Ly).

If [L,, w] =1, we claim that V* = 1. Suppose 4 is an index for
which [L,, w] =1 and V= %= 1. Set Y = L,. Then V% is normalized
by Y,. If, for some involution z in the center of a Sylow group of
Y, C,-(x) # 1, we apply induction to get a contradiction. Therefore,
by easy calculation, one concludes that there is no four-group W in
Y,. Therefore Y, = A,(2), 24.(2), *B,(2).

We eliminate these cases. First assume Y, = A,(2). Then Y =
A,(4) or 24,(2). But Y = A,(4) is out because the only possibility for
V=i is O(Y;), whence V= = [V, Y;] £V. The P x @ lemma applied
to the action of ((A)/\A) x [V, Y;] on O4P,) tells us that [V, Y]
centralizes O,(P,), against Lemma 8.8, Thus Y =24,(2) and Y, = 4,(2).
Also, G, = *A,,(2), and m = 3, since we L centralizes Y;. The only
possiblity is |V™| = 3. Since V is an irreducible (\)-module, V=i =
[V, Y,]. We have Vi =1 because D, = 1. Thus, as [V, Y,] is cyclic
and is normalized by Y, the structure of PSU(3, 2) implies Z(Y) = 1.
Now it is clear that the parabolic subgroup P we are considering
is associated with a subset of the Dynkin diagram

B 8o Bs -1 Bm
O—O0—0 - —0

for G, (type C,, m = 8) which contains the rightmost (long) root,
B, but not 8, _,. Let @ be the parabolic subgroup associated with
{Bay By ***y Bn}. Then 0¥(Q)/0,(Q) = SU2m — 1, 2) and 0,Q) is the
“standard module” for SU@2m — 1,2). In particular, as ¥ is the
group generated by the root groups associated with +2,, ¥ =
SU(8, 2). But this contradicts Z(Y) = 1. Thus, Y, = A,(2) is impos-
sible.

Suppose Y, = 24,(2). Since » = 2 one sees that ) cannot induce
a field automorphism on Y by inspecting the possibilities. Thus \ =
0,8€1{2, 8}. If =2\ were not a field automorphism, s =38 and »
would induce a field automorphism on Y, which is impossible. Thus
s=2and ¢ =\ is a field automorphism; in fact x =20, t =0, Y =
A (4). Then, the structure of A,4) and [V, Y] # 1 implies that
[V,Y,]=Z2(Y)= Z;. But then V =[V, Y,] cannot satisfy V= = 1,
contradiction.

Suppose Y, = *B,(2). Then r = 2 implies that Y is not of type
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’B,. Thus, Y = B,(2). Clearly, V=1 and V, =1 are impossible
in this case.

We conclude that each V™ = 1, i.e., that V N O*(L,) = Z(0*(L,) £
H,. Therefore, [V, LNU,.]<H.NV. Since t#n,[V,LNU,.] =
[V, LnU,, LNU,,] <[H, U, <U. Therefore [V, LNU,, = 1.
Since [Oy(P);,.» V] =1, this gives [V, U,,] =1. We new quote Lemma
3.7 to see that our lemma holds.

It therefore remains to treat the case that C,(w) = 1 for every
involution w in L,,. Assume this. If W < L,, is elementary of
order 4, V = (Cy(x)|x € W*). So, no such W exist, i.e., L, , has cyclic
or quaternion Sylow 2-groups. Thus r = 2 implies that L, = A,4)
or *A,2) if L, > L,, and L, = A(2) or *A,2) if L, = L,,.

At this point we may enlarge P if necessary to assume that P,
is a maximal parabolic subgroup of G,. Thus, G, has rank 2. If
L, = A,(4), then G, = A,(4), By(4), 24,(2), 24,(4) or 2A,(2). If L, = *A4,2),
then G, =°%4,2). If L,= A,(2), then G, =*4,;(2). By inspection,
each of these groups satisfies the conclusion of the lemma, so that
the proof is complete.

PROPOSITION 3.1. Let M be a group such that 0*(G,,) = M < G,,
M<£G,, and U,,eSyl,(M). Then M,, = N,(07(G;,) is strongly
p-embedded in M.

(Note that G, .= N;(G,,) unless G = A,(k), n, ¢ even, /=
20qr/s, A= O'q.)

Proof. Let R=+1 be a p-group in G,, and, as in Lemma 3.4
embed NGM(R) in P(\, ¢t), a parabolic subgroup of G;,. We may
assume that P(\, ¢t) = U, . by replacing RB with a conjugate by an
element of 07 (G,,) if necessary. Using Lemma 3.4(iv), we have that
P(\, 1) lies in a unique parabolic subgroup P(¢) of G, with P(y), =
P(\, ). By Lemma 3.4(v), we may take P, a {\, #)-invariant par-
abolic subgroup of G with P, = P(#) and we may assume U < P,
by Lemma 3.4(i).

It suffices to prove MNP=MNP, < P,,-K, where K is as in
Lemma 3.8. Set C = C5,(0,(P;,)) and take ge M N P,. Then U,,¢
Syl, (M) implies that M N P, normalizes O,(P,,.), whence [g, O,(P;,.), M=
1. Clearly [O,(P;.), N, 9] =1, and so [A, g, 0,(P;,,)] = 1 by the three
subgroups lemma, Thus [\, g]eC. By Lemma 3.8 C < 0,(P,)-K,
where K < H,, |K||q + 1. Letting -~ be the quotient P— P =
P/O,P), we get [PNM,\]=C=K. Thus PNM<P,,orif K1,
PN M < N3 (PN M,\])) = N5 (K) = C3,(K) and P has a component
of type A,(k), n, ¢ even. Also, we may enlarge P, if necessary, to
assume that P, has one component.

Suppose PN M < P;,. Then O¥(P,,) < PNM<0yP,)-L;,., where




400 N. BURGOYNE, R. GRIESS AND R. LYONS

L is a {\, t)-invariant complement to O,(P) in P. Then (| M: G, .|, 2) =
1 implies that PN M = O¥(P,,,), as required. Thus, we may suppose
PNM«£ P,,. Let K, L be as above. We havel = [PN M, \] £ K,
q is even and G = A,(k), n even, pt=2,,, \ =0, From Lemma
3.8, we know that O*(Cs, (K))/Z(O2 Cs, (K ) = 2A,H(q) Thus ¥ =
0%(Cs, (K)) satisfies: PNnMNY contams a Sylow 2-group of PN M.
Since U,L; < 0%(Y) £ 0*(PN M), we may apply induction to P to
get 0°(Y;) = C,,i(q). The structure of P,, implies that N3, () =
K xY, whence PN M=PnNMNK)xY,.

As in the case PN M < P,,, we argue that O¥(P,,) = O¥(P N M).
Write (0y(P.):-K)N M = O,(P,,)-K,, where K, is a cyclic 2-group.
Now, K, is trivial on the Frattini factor group of O,(P,,), because
K is, whence K, centralizes O,(P,;,). But also, [U,, K] < Oy(P;,.).
Since K, then stabilizes the chain U, = O4(P;,) =1, we get K, =
C(U,,). The Frattini argument on Oy P,,.)K, <] PN M implies that
Crou(K,) covers PN M, whence K, < Z(P N M). Since K contains a
Hall 2'-subgroup of Z(P N M), it follows that K, < K, whence K, =
KN M. Therefore, M < P, ,.-K, as required.

COROLLARY. If p=2,|M|, = |U,.|, M = O¥(G,,) and M £ G;,,,
then ey and M lies in a unique maximal subgroup M, of G,
and we are in one of the following situations.

@) G,= A(2), M, = D,..,, and r is odd, r = 3; G, = A,(2")

(b) G, =°By(2) = Sz(2), r 1s odd, r = 5, and M, is a Frobenius
group of order

4(27 + 22 1 1); G, = *By(27) .

Proof. Let L = 0%*(G,,) then M,,= N,(0*(G;,) is strongly
embedded in M and L = O, ,L), which implies L = A,(2), *B.(2)
or 24,2). We claim that L =324,2) is impossible. So, assume
L =2A,2). Then G, must be isomorphic to 2A4,(2") for odd r = 3.
Let ¢t be an involution of L. Then ¢ inverts O(M) because Cg; (t) =
U.. Thus, O(L) = [O(L), t] < O(M). An easy calculation (which we
omit) shows that O(L) = Z, X Z, is self centralizing in G,. This
means O(L) = O(M) and so M < Ng, (O(L)) = G,,. = PGU, 2), i.e.,
we have no exception in this case. Therefore, M has cyclic Sylow
2-groups, whence M = O, ,(M). A survey of the possibilities produces
(a) and (b) as the precise list of exceptions to M £ G;,,.

REMARK. We henceforth assume that p is odd. Thus, M;, =
M,.=MnNG,, (see Lemma 3.8 and use G, = N (07(G,.) if G, 2
*A.(q), n, g even).

LeEmMA 3.9. If t is an involution of M,,, then Cy(t) < M,
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unless either N = ¢ (i.e., Theorem 1 applies to G) or one of (2), (3),
(5), (6) holds.

N Proof. Eet t be an involution of M, ,. Set C = Cyg(t). Then C=
HL, where H is a conjugate of H and L = 0?(C).
We assume that CN M £ M,,.

Case 1. L = 1. Then, letting ¢’ be a conjugate of ¢ in H, have
that ¢’ inverts every X,, acZX. This implies that U is abelian, so
that G = A(k). Thus, ¢ = \" and Theorem 1 applies.

We observe that, if L contains some L <JC with »||L,,| and
LnM=L,,, we are done; for then, letting R e Syl,(LNM) we have
M = (L n M)-N,(R) £ M,,, a contradiction.

Case 2. L # 1 and quasisimple of rank at least 2. Then by
induction, CN M < M, , unless L,/Z(L,) = *A,(p), » = 3 or 5. In the
latter case, L/Z(L) = A,(k). Let ¢’ be a conjugate of ¢ in H and let
X, X5, X,.,s be the root groups centralized by ¢'. The shape of L,
forces G = A, (k),n =4 and ¢ =%, Since » =4, we may choose
roots ¥ and 0 so that {a, B, 7, 6} is a linearly independent set such
that v + ¢ is a root. Then, as ¢’ inverts X, and X, t' centralizes
X5 = [X,, X;]. Since 7 + 6 is not in the span of a and B, this is
a contradiction. Thus, Case 2 does not hold.

Case 3. L # 1 and quasisimple of rank 1, i.e., L/Z(L)= A,(k).
Let ¢’ be a conjugate of ¢t in H. Then ¢ inverts X, for all 8 # a,
a a fixed root in X+ (as in Case 1, we know U is nonabelian). It
follows that C;(X,)/X, has abelian Sylow p-subgroups. Also, if
07 (Cy(X,)/ X, were strictly larger then O,(C.(X,)/X,), a Frattini
argument would show that ¢’ centralize some X;, 8 # a. Since this
is false, 07 (Cy(X,)/X,) = 0,(Cx(X,)/X,). Therefore, if aislong, G =
A,(k) and if a is short, the fact that there are no long roots orthog-
onal to a implies G = B,(k).

Assume G = Byk). Then (O, t£) is a cyclic group and Theorem
1 applies since G, is not an exceptional case,

Thus G = Ay(k). If (\, ) is cyclic, then Theorem 1 applies since
G,,. cannot be an exceptional case. So we may assume (), ) is not
cyclic. We then have g = %0,r/2 and A = 0,. Then G,, = PGL(2, q)
and we quote [22] to get that (2), (3), () or (6) holds.

Case 4. L # 1 is not quasisimple. Let I £ Z(L) be any (), ¢)-
invariant normal subgroup of L. By Lemma 3.2 we have that |, .| =
0 (mod p). Thus, if (A, ¢£) had more than one orbit on the set of
components of L, Lemma 3.8 applied to an L as above, [ # L dan
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to Cy(L) # 1, shows that L N M = M,,, a contradiction. Therefore,
{\, > has one orbit on the set of components of L. So, L has se
{2, 8} components, (x> is transitive on them and )\ normalizes each
one.

Since L N M > L, ,, induction implies that O*(L; ,)/Z(L,,,) = A.(3),
A5), or A(5) and LN M = A, A, or M, respectively. But then
L,/Z(L,) must be isomorphic to, respectively, A,(9), *4,(5) or 24,(5).
No p of the form °o,r/s will give L./Z(L,) isomorphic to any of these
possibilities. This final contradiction proves the lemma.

PropoSITION 3.2. Suppose M,,< M. Then M,, is strongly
embedded in M, or else (6) or an exceptional case listed in (2.2) holds.

Proof. By Lemma 3.9, it suffices to prove that N,(S) < M,,,
for SeSyl(M,,). Supposing this to be false, take an element
g€ N(S) — M,, of odd order such that {(g) causes fusion among
elements of Z < 2,(Z(S)) which are not fused in M. Let z, 2, be
two such elements. Assume that ICMM(zl) |=0 (mod p), t=1, 2. Then,
as O"’(CMM(zl)) and OP’(CMM(zZ)) are fused under g, |M,,.N M.l =
0(mod p). By Proposition 3.1, this forces g € M, ,, contradiction.
Hence we must show that |C,, (2,)| =0 (mod p).

The arguments in the proof of Lemma 3.9 show that if 0?'(Cy(z,))+#
1, then O”’CGZ'#(zi)) # 1, so that we may assume 07 (Cy(2,)) =1. Then,
as in Case 1 in the proof of Lemma 3.9, we get that G = A,(k). But
then (, pt) is cyclic, and Theorem 1 tells us that p =3, G, = 4,(9)
and M = %, as in (2.2).

LEMMA 3.10. G, ¢, and M satisfy one of the conclusions of
Theorem 2.

Proof. If false, Proposition 3.2 tells us that M,, is strongly
embedded in M. By Bender’s theorem [2] and Theorem 1, as (\, ¢£)
is not eyeclic, M, , is a solvable Steinberg variation. The only pos-
sibility is 24,(2), where » = 2 and and the Corollary to Proposition
3.1 tells us that no such M exists, contradiction.

This completes the proof of Theorem 2.
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