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Let $E$ denote a vector space over an algebraically closed field $K$ of characteristic zero. Our object is to investigate the location of null-sets of generalized polars of the product of certain given abstract homogeneous polynomials from $E$ to $K$. Some special aspects of this general problem were studied in the complex plane by Böcher and Walsh and, later, in vector spaces by Marden. Our present treatment furnishes further generalizations of the theorems of Marden, Böcher, and Walsh and offers a systematic, abstract, and unified approach to their completely independent methods. One of our results, in special setting, relates to the polar of a product and reduces essentially to the author's earlier generalization [Trans. Amer. Math. Soc., 218 (1976), 115-131] of Hörmander's theorem on polars of abstract homogeneous polynomials. We show also that our theorems cannot be further generalized in certain natural directions.

1. Introduction. Let $E$ be a vector space over a field $K$ of characteristic zero. A mapping $P$ from $E$ to $K$ is called [4, pp. 760-763], [7, p. 55], [8], [14] an abstract homogeneous polynomial (a.h.p.) of degree $n$ if for every $x, y \in E$,

$$p(sx + ty) = \sum_{k=0}^{n} A_k(x, y)s^k t^{n-k} \quad \forall s, t \in K,$$

where the coefficients $A_k(x, y) \in K$ and are independent of $s$ and $t$ for any given $x, y$ in $E$. We shall denote by $P_n$ the class of all $n$th-degree a.h.p.'s from $E$ to $K$. The $n$th-polar of $P$ is the mapping (see [5, Lemma 1] for its existence and uniqueness) $P(x_1, x_2, \cdots, x_n)$ from $E^n$ to $K$ which is linear in each $x_k$ and symmetric in the set $\{x_k\}$ such that $P(x, x, \cdots, x) = P(x)$ for every $x$ in $E$. The $k$th-polar of $P$ is then defined by

$$P(x_1, \cdots, x_k, x) = P(x_1, \cdots, x_k, x, \cdots, x).$$

The null-set $Z_P(x, y)$ of $P$ (relative to elements $x, y$ in $E$) is defined [9, p. 28], [15] by

$$Z_P(x, y) = \{sx + ty \neq 0 \mid s, t \in K; P(sx + ty) = 0\}.$$

Now we shall assume throughout that $K$ is an algebraically closed field of characteristic zero. It is known [5] (see also [2, pp. 38-40],
that $K = K_0(i)$, where $K_0$ is a maximal ordered subfield of $K$ and $-i^2$ is the unit element of $K$. If $z = a + ib \in K$ (with $a, b$ in $K_0$), we define $\overline{z} = a - ib$, $\text{Re}(z) = (z + \overline{z})/2$ and $|z| = (a^2 + b^2)^{1/2}$. If $A \subseteq K$, we call $A$ to be $K_0$-convex if $\sum_{j=1}^{n} \mu_j a_j \in A$ for every $a_j \in A$ and $\mu_j \in K_{0+}$ (the set of all nonnegative elements of $K_0$) such that $\sum_{j=1}^{n} \mu_j = 1$. Adjoin to $K$ an element $\omega$ (called infinity) and furnish $K \cup \{\omega\} = K_\omega$ with the following structure: (1) the subset $K$ of $K_\omega$ preserves its initial field structure; and (2) $a + \omega = \omega + a = \omega$ for every $a \in K$, $a \cdot \omega = \omega \cdot a = \omega$ for every $a \in K - \{0\}$, and $\omega^{-1} = 0, 0^{-1} = \omega$. A subset $A$ of $K_\omega$ is called [16, pp. 353, 373], [14, p. 116], [13, pp. 25-26] a generalized circular region (g.c.r.) of $K_\omega$ if $A$ is either one of the sets $\emptyset, K, K_\omega$, or $A$ satisfies the following two conditions:

1. $\varphi_\zeta(A)$ is $K_0$-convex for every $\zeta \in K - A$, where $\varphi_\zeta(z) = (z - \zeta)^{-1}$ for every $z \in K_\omega$.

2. $\omega \in A$ if $A$ is not $K_0$-convex.

The empty set $\emptyset, K, K_\omega$, and single-point sets (and their compliments in $K_\omega$) are examples of trivial g.c.r.'s. We shall denote by $D(K_\omega)$ the class of all g.c.r.'s of $K_\omega$. Zervos' characterization [16, pp. 372-387] of this class, when $K$ is the field $C$ of complex numbers, leads to the following result [16, p. 352], [14, p. 116], [15], namely: The nontrivial g.c.r.'s of $C_\omega$ are the open interior (or exterior) of circles or the open half-planes, adjoined with a connected subset (possibly empty) of their boundary. The g.c.r.'s of $C_\omega$, with all or no boundary points included, will be called (classical) circular regions of $C_\omega$.

Remark. Through we have defined the g.c.r.'s for an algebraically closed field of characteristic zero, but the definition remains the same for any maximal ordered field $K_0$ (see [16, pp. 353-373], [13, p. 26] for the definition of the class $D(K_\omega)$ when $K$ is an arbitrary field).

We now give some concepts which were introduced earlier by the author [13, pp. 36-40], [14, p. 117-119], [15] to define circular cones in $E$ and discuss some of their important properties which are found useful in later sections. Define an equivalence relation "~" among elements of $E^2$ by "$(x, y) \sim (x', y')$ if and only if $\mathcal{L}[x, y] = \mathcal{L}[x', y']$," where $\mathcal{L}[x, y]$ denotes the subspace of $E$ generated by the elements $x, y \in E$. The equivalence class $[(x, y)]$, containing the element $(x, y) \in E^2$, is called nontrivial if $x$ and $y$ are linearly independent (it is called trivial, otherwise). The axiom of choice allows us to choose a unique element from each nontrivial equivalence class. The set $N(\subseteq E^2)$ of elements thus chosen would be referred to as a nucleus of $E^2$. Obviously, $N \neq \emptyset$ if $\dim E \geq 2$. Given a nucleus $N$ of $E^2$ and a mapping $G: N \rightarrow D(K_\omega)$ (called circular mapping [14]),
we define (cf. equations (2.1) and (2.2) in [14]) the circular cone \( E_0(N, G) \), relative to \( N \) and \( G \), by

\[
E_0(N, G) = \bigcup T_\sigma(x, y) ,
\]

where

\[
T_\sigma(x, y) = \{sx + ty \neq 0 | s, t \in K; s/t \in G(x, y)\}
\]

and the union in (1.1) ranges over all elements \((x, y) \in N\).

**Remark 1.1.** If \( \dim E = 2 \), then [14, Remark (2.1)] every circular cone \( E_0(N, G) \) is of the form

\[
E_0(N, G) = \{sx_0 + ty_0 \neq 0 | s, t \in K; s/t \in A\}
\]

for some \( A \in D(K_\omega) \), where \( x_0, y_0 \) are any two linearly independent elements of \( E \) and where \( N = \{(x_0, y_0)\} \) and \( G(x_0, y_0) = A \).

We define [13, p. 42], [14, p. 117], [15] *hermitian cones* to be subsets \( E \) of \( E \) of the form \( E_1 = \{x \in E | x \neq 0; H(x, x) \geq 0\} \) (and the ones got by replacing in this expression the inequality \( \geq \) by \( > \), \( \leq \) or \( < \)), where \( H(x, y) \) is a hermitian symmetric form [8, p. 270] from \( E^2 \) to \( K \). For the first time, Hörmander [5] used hermitian cones in his attempt to generalize to vector spaces a theorem due to Laguerre [6], [7, Theorem (13, 2)] on polar derivatives and, later, Marden [8], [9] exploited these cones in generalizing to vector spaces certain classical results due to Bôcher [1], Grace [3], and to Szegö [10]. Recently, the author [13], [14], [15] succeeded in replacing the said role of hermitian cones by circular cones. The relationship between the class of hermitian cones and the class of circular cones is exhibited in the following propositions due to the author [14, pp. 117-119]. In the rest of our work, we assume that \( \dim E \geq 2 \).

**Proposition 1.2.** Let \( E_1 \) be a hermitian cone in \( E \). Given a nucleus \( N \subseteq E_1 \), there exists a circular mapping \( G: N \rightarrow D(K_\omega) \) such that \( E_0(N, G) = E_1 \) and \( E_1 \cap \mathcal{L}[x, y] = T_\sigma(x, y) \) for every \((x, y) \in N\), where \( T_\sigma \) is as defined by (1.2).

**Proposition 1.3.** The class of all circular cones in \( E \) contains properly the class of all hermitian cones.

2. A generalization of Bôcher's theorem. Before taking up our main result of this section, we shall give some definitions and useful properties. First, we establish the following proposition which expresses essentially the fact that any two circular cones can always be expressed relative to a common nucleus.
PROPOSITION 2.1. Given a circular cone $E_0(N, G)$ and an arbitrary nucleus $N' \subseteq E^2$, there exists a circular mapping $G': N' \rightarrow D(K_\omega)$ such that $E_0(N, G) = E_0(N', G')$.

Proof. From the definition of nucleus, we can define a mapping $\eta: N' \rightarrow N$ by assigning to every element $(x', y') \in N'$ a unique element $(x, y) \in N$ such that $(x, y) \sim (x', y')$. Then $\eta$ is a $1-1$ and onto mapping. Consequently, every element $(x', y') \in N'$ determines uniquely an element $(x, y) \in N$, a set of scalars $\alpha, \beta, \gamma, \delta \in K$, and a homographic transformation [16, p. 353], [13, pp. 24-25] $U$ of $K_\omega$ such that

(2.1) \[ \eta(x', y') = (x, y), \]

(2.2) \[ x' = \alpha x + \beta y, \quad y' = \gamma x + \delta y, \quad \alpha \delta - \beta \gamma = \Delta (\text{say}) \neq 0, \]

and

(2.3) \[ U(\rho) = (\delta \rho - \gamma)/(-\beta \rho + \alpha) \forall \rho \in K_\omega. \]

Let us now define $G'(x', y') = U(G(\eta(x', y')))) = U(G(x, y))$ for every $(x', y') \in N'$, where the element $(x, y)$ and the corresponding homographic transformation $U$ satisfies (2.1)-(2.3). Since $G(x, y) \in D(K_\omega)$ and since a homographic transformation permutes the class $D(K_\omega)$ (cf. [16, p. 353], [13, p. 28]), we immediately infer that $G'(x', y') \in D(K_\omega)$ and, hence, $G'$ is indeed a circular mapping from $N'$ into $D(K_\omega)$. First, we claim that

(2.4) \[ E_0(N, G) \subseteq E_0(N', G'). \]

If $z \in E_0(N, G)$, then there exists an element $(x, y) \in N$ and scalars $s, t \in K$ such that $z = sx + ty$ and $s/t = \rho (\text{say}) \in G(x, y)$. Since $\eta$ is $1-1$ and onto, the above element $(x, y)$ of $N$ determines a unique element $(x', y') \in N'$ and the corresponding homographic transformation $U$ satisfying the relations (2.1)-(2.3). This implies that $x = \Delta^{-1}(\delta x' - \beta y')$, $y = \Delta^{-1}(\alpha y' - \gamma x')$, and hence that

\[ z = \Delta^{-1}[(\delta s - \gamma t)x' + (-\beta s + \alpha t)y'] = \Delta^{-1}(s'x' + t'y'), \text{ say}. \]

Since $\rho = s/t \in G(x, y)$, the relations (2.1)-(2.3) and the definition of $G'$ implies that $\rho' = s'/t' = (\delta \rho - \gamma)/(-\beta \rho + \alpha) = U(\rho) \in G'(x', y')$. That is, $z \in T_\sigma(x', y') \subseteq E_0(N', G')$ and (2.4) holds.

Next, we claim that

(2.5) \[ E_0(N', G') \subseteq E_0(N, G). \]

For, if $z' \in E_0(N', G')$, then $z' = s'x' + t'y'$ for some $(x', y') \in N'$ and $s', t' \in K$ such that $s'/t' = \rho' (\text{say}) \in G'(x', y')$. Now, $\eta$ determines uniquely an element $(x, y) \in N$, scalars $\alpha, \beta, \gamma, \delta \in K$, and the corre-
sponding $U$ satisfying (2.1)-(2.3). Therefore,

$$z' = (s'\alpha + t'\gamma)x + (s'\beta + t'\delta)y = sx + ty \quad \text{(say)},$$

and since $s'/t' = \rho' \in U(G(x, y))$, it implies that

$$\rho = \frac{s'\rho' + \gamma}{\beta \rho' + \delta} = U^{-1}(\rho').$$

Obviously, then $\rho' = U(\rho) \in U(G(x, y))$ and, hence, $\rho \in G(x, y)$. That is, $z' \in T_\rho(x, y)$ and (2.5) holds. The containments (2.4) and (2.5) finally establish the desired result.

In view of the above proposition, we shall assume (without loss of generality) that all the circular cones, whenever they appear in a particular theorem, have a common nucleus.

Conventionally speaking, the word "composite (a.h.) polynomial" has been used [7, pp. 65-106], [9], [15] to designate, in general, any (a.h.) polynomial which has been derived from given (a.h.) polynomials via certain kinds of composition. In what follows we define [8, p. 271], [13, pp. 118-119] a special kind of composite a.h.p.'s, derived from certain given a.h.p.'s and their first polars, and study the location of the null-sets of such polynomials.

**DEFINITION 2.2.** Given a.h.p.'s $P_k \in P_{n_k}$ and scalars $m_k \in K$, $k = 1, 2, \ldots, q$, let us set

$$Q(x) = P_1(x) \cdot P_2(x) \cdots P_q(x),$$

$$Q_k(x) = P_1(x) \cdots P_{k-1}(x) \cdot P_{k+1}(x) \cdots P_q(x),$$

and define

$$(2.6) \quad \Phi(x, x) = \sum_{k=1}^{q} m_k Q_k(x) \cdot P_k(x_1, x) \forall x, x_1 \in E.$$  

We shall call $\Phi(x, x)$ as a generalized polar of the product $Q(x)$. If $n = n_1 + n_2 + \cdots + n_q$, let us note that $Q \in P_n$, $Q_k \in P_{n-n_k}$ and $P_k(x_1, x)$ is an a.h.p. of degree $n_k - 1$ in $x$ and of degree 1 in $x_1$, $1 \leq k \leq q$. Therefore, $\Phi(x, x)$ is an a.h.p. of degree $n - 1$ in $x$ and an a.h.p. of degree 1 in $x_1$. The following proposition justifies the terminology for $\Phi(x, x)$ as "a generalized polar of $Q(x)$".

**PROPOSITION 2.3.** In the notations of Definition 2.2, if $m_k = n_k$ for $k = 1, 2, \ldots, q$, then the generalized polar $\Phi(x, x)$ of the product $Q(x)$ is essentially the first polar $Q(x, x)$ of $Q(x)$, except for a nonzero constant factor. More precisely,

$$\Phi(x, x) = n \cdot Q(x, x) \forall x, x_1 \in E,$$
where \( n = n_1 + n_2 + \cdots + n_q \) (\( m_k \) being taken as \( n_k \) for all \( k \)).

**Proof.** For each \( k(1 \leq k \leq q) \), we use the properties of the \( n_k \)th polar of \( P_k \) and the fact that \( K \) is algebraically closed to obtain (for every \( x, x_i \in E \))

\[
P_k(sx + tx_i) = P_k(sx + tx_i, sx + tx_i, \ldots, sx + tx_i)
\]

\[
= \sum_{m=0}^{n_k} C(n_k, m) \cdot P_k(x, \ldots, x, x, \ldots, x) \cdot s^m t^{n_k - m}
\]

(2.7)

\[
= \prod_{j=1}^{n_k} (\delta_{jk} \cdot s - \gamma_{jk} \cdot t), \quad \text{say}
\]

(2.8)

\[
= \sum_{m=0}^{n_k} (-1)^{n_k - m} S(m, k) \cdot s^m t^{n_k - m},
\]

(2.9)

where \( \delta_{jk} \equiv \delta_{jk}(x, x_i), \gamma_{jk} \equiv \gamma_{jk}(x, x_i) \) and where \( S(m, k) \) denotes the sum of all possible products obtained from \([\delta_{1k} \delta_{2k} \cdots \delta_{mk} \gamma_{m+1k} \cdots \gamma_{nk}] \) by permuting the subscripts \( 1, 2, \ldots, n_k \) in all possible ways. The steps (2.7) and (2.9) imply that

\[
P_k(x) = S(n_k, k) = \prod_{j=1}^{n_k} \delta_{jk}
\]

(2.10)

\[
P_k(x, x, x, \ldots, x) = P_k(x_1, x) = -\frac{1}{n_k} \cdot S(n_k - 1, k)
\]

(2.11)

for all \( k = 1, 2, \ldots, q \). If we let \( r_0 = 0, r_k = n_1 + n_2 + \cdots + n_k \) (with \( r_q = n \)) and define

\[
l = \psi(j, k) = r_{k-1} + j \forall j = 1, 2, \cdots, n_k, 1 \leq k \leq q
\]

(2.12)

we easily notice that \( \psi \) determines a 1–1 correspondence between the set \( \{1, 2, \cdots, n\} \) and the set \( \{(j, k) \mid 1 \leq j \leq n_k; 1 \leq k \leq q\} \). We may then write

\[
Q(sx + tx_i) = \prod_{k=1}^{q} \prod_{j=1}^{n_k} (\delta_{jk} s - \gamma_{jk} t) = \prod_{l=1}^{n} (\mu_l s - \nu_l t), \quad \text{say}
\]

(2.13)

where \( \mu_l = \delta_{jk} \) and \( \nu_l = \gamma_{jk} \) if and only if \( l = \psi(j, k) \). Next, (2.10) and (2.11) gives, respectively,

\[
Q_k(x) = \prod_{i=1, i \neq k}^{q} \left( \prod_{j=1}^{n_i} \delta_{ij} \right) = \mu_1 \cdots \mu_{r_{k-1}} \cdot \mu_{r_{k+1}} \cdots \mu_n,
\]

(2.14)

and
\[ n_k \cdot P_k(x_1, x) = -\sum_{m=1}^{n_k} \left( \prod_{j=1, j \neq m}^{n_k} \delta_{jk} \right) \gamma_{mk} \]
(2.15)

Consequently, (2.14) and (2.15) imply that

\[ n_k \cdot Q_k(x) \cdot P_k(x_1, x) = -\sum_{m=1}^{n_k} (\mu_1 \cdots \mu_{r_{k-1}+m-1}) \cdot (\mu_{r_{k-1}+m+1} \cdots \mu_n) \nu_{r_{k-1}+m}. \]

Finally, if \( m_k = n_k \) for all \( k \), we obtain

\[ \Phi(x_1, x) = -\sum_{k=1}^{q} \left[ \sum_{l=r_{k-1}+1}^{r_k} (\mu_1 \cdots \mu_{l-1} \nu_{l} \cdot \mu_{l+1} \cdots \mu_n) \right] \]

\[ = -\sum_{l=1}^{n} (\mu_1 \cdots \mu_{l-1} \nu_{l} \cdot \mu_{l+1} \cdots \mu_n) \]

\[ = n \cdot Q(x_1, x), \]
due to the corresponding formula (2.11) for the polynomial \( Q \).

**Remark 2.4.** If \( q = 1, m_i = n_i \), the above proposition tells us that \( \Phi(x_1, x) = n_1 \cdot P_1(x_1, x) \).

Now we prove the following main result [13, Theorem (18.1)] of this section which generalizes a theorem due to Marden [8, Theorem (3.1)], concerning the generalized polar \( \Phi(x_1, x) \) of the product \( Q(x) \) as defined by (2.6). The complex plane version leads to certain improvements in Böcher's theorem [1], [13, Corollary (19.3)] and in Walsh's theorem [7, Theorem (20.1)]. We prove

**Theorem 2.5.** Let \( E_i^{(i)} = E_0(N, G_i) \), \( i = 1, 2 \), be two disjoint circular cones in \( E \) and let \( P_k \in P_{n_k}(k = 1, 2, \cdots, q) \) such that

\[ Z_{P_k}(x, y) \subseteq \begin{cases} T_{G_1}(x, y), & k = 1, 2, \cdots, p(<q) \\ T_{G_2}(x, y), & k = p + 1, \cdots, q \end{cases} \]

(2.16)

for all \( (x, y) \in N \). If \( \Phi(x_1, x) \) is the generalized polar of the product \( Q(x) \) (cf. Definition 2.2) with \( m_k > 0 \) for \( k = 1, 2, \cdots, p \) and \( m_k < 0 \) for \( k = p + 1, \cdots, q \) such that

\[ \sum_{k=1}^{q} m_k = 0 \]

(2.17)

then \( \Phi(x_1, x) \neq 0 \) for all linearly independent elements \( x, x_i \) of \( E \) such that \( x \in E - E_0^{(1)} \cup E_0^{(2)}. \)
Proof. Let \( P_k(sx + tx_i) \) be as given by the Equation (2.8) in the proof of Proposition 2.3. Let \( x, x_i \) be linearly independent elements of \( E \) such that \( x \in E - E_0^{(1)} \cup E_0^{(2)} \). Then \( x, x_i \) are nonzero elements such that \( x \in E_0^{(1)} \cup E_0^{(2)} \), so that \( P_k(x) \neq 0 \) for \( 1 \leq k \leq q \) and (due to (2.10)) \( \delta_{jk} \neq 0 \) for \( 1 \leq j \leq n_k, 1 \leq k \leq q \). Let \( \rho_{jk} = \gamma_{jk}/\delta_{jk} \). Now, \( x \) and \( x_i \) determine uniquely an element \( (x_0, y_0) \in N \) and a set of scalars \( \alpha, \beta, \gamma, \delta \in K \) (with \( \alpha \delta - \beta \gamma \neq 0 \)) such that \( (x_0, y_0) \sim (x, x_i) \) and such that \( x = \alpha x_0 + \beta y_0, x_i = \gamma x_0 + \delta y_0 \). Since (for each \( k = 1, 2, \ldots, q \)),

\[
P_k(\rho_{jk} x + x_i) = P_k[(\alpha \rho_{jk} + \gamma)x_0 + (\beta \rho_{jk} + \delta)y_0] = 0 \quad \forall 1 \leq j \leq n_k,
\]

we see (due to (2.16)) that

\[
(\rho_{jk} x + x_i) \in \begin{cases} T_{G_i}(x_0, y_0) & 1 \leq j \leq n_k, \quad 1 \leq k \leq p \\ T_{G_2}(x_0, y_0) & 1 \leq j \leq n_k, \quad p + 1 \leq k \leq q \end{cases}
\]

and, hence, that

\[
\begin{cases} \alpha \rho_{jk} + \gamma & 1 \leq j \leq n_k, \quad 1 \leq k \leq p \\ \beta \rho_{jk} + \delta & 1 \leq j \leq n_k, \quad p + 1 \leq k \leq q \end{cases}
\]

Let us put \( \rho_{jk} = (\alpha \rho_{jk} + \gamma)/(\beta \rho_{jk} + \delta) \), so that

\[
\rho_{jk} = (\delta \rho_{jk} - \gamma)/(-\beta \rho_{jk} + \alpha) = U(\rho_{jk})
\]

for all \( j, k \), where \( U \) is the homographic transformation given by \( U(\rho) = (\delta \rho - \gamma)/(-\beta \rho + \alpha) \) for \( \rho \in K_0 \). That is,

\[
\rho_{jk} \in \begin{cases} U(G_i(x_0, y_0)) & 1 \leq j \leq n_k, \quad 1 \leq k \leq p \\ U(G_2(x_0, y_0)) & 1 \leq j \leq n_k, \quad p + 1 \leq k \leq q \end{cases}
\]

where \( U(G_i(x_0, y_0)) \in D(K_0) \) for \( i = 1, 2 \), because \( G_i(x_0, y_0) \in D(K_0) \) and \( U \) preserves the class \( D(K_0) \) (cf. [16, p. 353], [13, p. 28]). But clearly \( \omega \in U(G_i(x_0, y_0)) \) for \( i = 1, 2 \). For, otherwise, \( \alpha/\beta \in G_1(x_0, y_0) \cup G_2(x_0, y_0) \) (since \( U(\rho) = \omega \) if and only if \( \rho = \alpha/\beta \) and, hence, \( x = \alpha x_0 + \beta y_0 \in T_{G_1}(x_0, y_0) \cup T_{G_2}(x_0, y_0) \subseteq E_0^{(1)} \cup E_0^{(2)} \), contradicting the choice of \( x \) already made. Now, the definition of g.c.r. implies that the sets \( U(G_i(x_0, y_0)), i = 1, 2, \) are \( K_0 \)-convex g.c.r.'s of \( K_0 \) and, hence, (2.18) implies that

\[
\sum_{j=1}^{n_k} \frac{1}{n_k} \rho_{jk} \in \begin{cases} U(G_1(x_0, y_0)) & 1 \leq k \leq p \\ U(G_2(x_0, y_0)) & p + 1 \leq k \leq q \end{cases}.
\]

If we let \( A_1 = m_1 + m_2 + \cdots + m_p \) and \( A_2 = m_{p+1} + \cdots + m_q \), we infer from the hypotheses on the \( m_k \) that the scalars \( m_k/A_1 \) (resp. \( m_k/A_2 \)) are positive elements of \( K_0 \) for \( k = 1, 2, \cdots, p \) (resp. \( k = p + 1, \cdots, q \)) with sum as 1. This fact, together with the statements (2.19) and
the $K_i$-convexity of the sets $U(G_i(x_0, y_0))$ for $i = 1, 2$, implies that
\[ \mu_i/A_i \in U(G_i(x_0, y_0)) \] for $i = 1, 2$, where

\[ \mu_1 = \sum_{k=1}^{q} \sum_{j=1}^{n_k} \frac{m_k}{n_k} \rho_{jk}, \quad \mu_2 = \sum_{k=p+1}^{q} \sum_{j=1}^{n_k} \frac{m_k}{n_k} \rho_{jk}. \]

Therefore, there exist elements $\rho_i \in G_i(x_0, y_0)$, $i = 1, 2$, such that $\mu_i/A_i = U(\rho_i)$ for $i = 1, 2$, and we have

\[ \rho_i = [(\mu_i/A_i)\alpha + \gamma]/[(\mu_i/A_i)\beta + \delta] \in G_i(x_0, y_0). \]

That is,

\[ [(\mu_i/A_i)\alpha + \gamma]x_0 + [(\mu_i/A_i)\beta + \delta]y_0 \in T_{G_i}(x_0, y_0) \]

and, hence, $(\mu_i/A_i)x + x_1 \in T_{G_i}(x_0, y_0)$ for $i = 1, 2$. We claim that $\mu_1 + \mu_2 \neq 0$. For, otherwise, since $A_1 + A_2 = m_1 + m_2 + \cdots + m_q = 0$, we observe that $\mu_1/A_1 = \mu_2/A_2$ and that $(\mu_i/A_i)x + x_i$ belongs to $T_{G_1}(x_0, y_0) \cap T_{G_2}(x_0, y_0)$. That is, $x_1 \in E_0^{(1)} \cap E_0^{(2)}$, contradicting the hypothesis that $E_0^{(1)}$ and $E_0^{(2)}$ are disjoint. Hence

(2.20)
\[ \mu_1 + \mu_2 = \sum_{k=1}^{q} \sum_{j=1}^{n_k} \frac{m_k}{n_k} \cdot \rho_{jk} \neq 0. \]

Since $P_k(x) \neq 0$ for all $k$, we obtain (cf. (2.10) and (2.11))

(2.21)
\[ P_k(x_1, x) = -\frac{1}{n_k} \left( \sum_{j=1}^{n_k} \rho_{jk} \right) \cdot P_k(x) \quad \text{for} \quad 1 \leq k \leq q. \]

Finally, since $Q_k(x)\cdot P_k(x) = Q(x) \neq 0$ for all $k$ (cf. Definition 2.2), we get (due to (2.20) and (2.21))

(2.22)
\[ \Phi(x_1, x) = -\left[ \sum_{k=1}^{q} \sum_{j=1}^{n_k} \frac{m_k}{n_k} \cdot \rho_{jk} \right] \cdot \left( \prod_{k=1}^{p} P_k(x) \right) \neq 0 \]

as was to be proved.

The above theorem deduces as corollary the following result due to Marden in terms of hermitian cones (a proper subclass of circular cones).

**Corollary 2.6 (Marden [8, Theorem (3.1)].)** Let

\[ E_i = \{ x \in E \mid x \neq 0; H_i(x, x) > 0 \}, \quad i = 1, 2, \]

be two hermitian cones corresponding to the hermitian symmetric forms $H_i(x, y)$ from $E^2$ to $K$ such that $(E - E_i \cup \{0\}) \cap (E - E_i \cup \{0\}) = \emptyset$ and let $P_k \in P_{n_k}(k = 1, 2, \cdots, q)$ such that $P_k(x) \neq 0$ for $x \in E_i$ when $k = 1, 2, \cdots, p$ and such that $P_k(x) \neq 0$ for $x \in E_2$ when $k = p + 1, p + 2, \cdots, q$. If the scalars $m_k$ satisfy the hypotheses of Theorem
2.5, then $\Phi(x, x) \neq 0$ for all linearly independent elements $x, x_i$ of $E$ such that $x \in E_1 \cap E_2$.

Proof. Starting with the hermitian cones $E_i - E_i \cup \{0\} = E_i'$ (say), $i = 1, 2$, and taking an arbitrary nucleus $N$ of $E^2$, we can always get (due to Proposition 1.2) two circular mappings $G_i: N \to D(K_{\omega})$ for $i = 1, 2$, such that $E_i' = E_0(N, G_i) = E_0^{(i)}$ (say) and such that $E_i' \cap \mathcal{L}[x, y] = T_{\alpha_i}(x, y)$ for every $(x, y) \in N$ and $i = 1, 2$. We easily notice that

$$Z_{P_\alpha}(x, y) \subseteq \begin{cases} T_{\alpha_1}(x, y) & \forall k = 1, 2, \ldots, p \\ T_{\alpha_2}(x, y) & \forall k = p + 1, \ldots, q \end{cases}$$

for all $(x, y) \in N$. Since $E_0^{(1)}$ and $E_0^{(2)}$ are disjoint circular cones, all the hypotheses of Theorem 2.5 are satisfied and we conclude that $\Phi(x, x) \neq 0$ for all linearly independent elements $x, x_i$ of $E$ such that $x \not\in E_0^{(1)} \cup E_0^{(2)}$. Since $x \neq 0$ and since $E_0^{(i)} = E - E_i \cup \{0\}$, we see that $\Phi(x, x) \neq 0$ for all linearly independent elements $x, x_i$ of $E$ such that $x \in E_1 \cap E_2$. This completes the proof.

Our second application of Theorem 2.5 gives the following corollary, which is an improved version of a theorem due to Bôcher [1], [7, Theorem (20.2)], [13, Corollary (19.3)] on the vanishing of the Jacobian of two binary forms in complex variables. The improvement is in the sense that we use g.c.r.'s, whereas Bôcher used the (classical) c.r.'s in his theorem. Our result runs as follows:

**Corollary 2.7.** Let $C_i, C_2$ be two disjoint g.c.r.'s of $C_w$ and let $C_i^* = \{(s, t) \in C^2 | (s, t) \neq 0; s/t \in C_i\}$, $i = 1, 2$. If

$$P_i(s, t) = \sum_{k=0}^{n} a_{k_1} s^k t^{n-k}, \quad i = 1, 2,$$

are two binary forms in the complex variables $s, t$ such that all the nontrivial zeros of $P_i$ lie in $C_i^*$ for $i = 1, 2$, then all the nontrivial zeros of the Jacobian of $P_1$ and $P_2$ lie in $C_i^* \cup C_2^*$. (Note that the origin $(0, 0) \in C^2$ is the trivial zero of every binary form).

Proof. Letting $x_0 = (1, 0), y_0 = (0, 1), N = \{(x_0, y_0)\}$, and $G_i(x_0, y_0) = C_i$, we observe (cf. Remark 1.1) that the sets $C_i^*$ are precisely the disjoint circular cones $E_0^{(i)} = E_0(N, G_i) = T_{\alpha_i}(x_0, y_0)$ for $i = 1, 2$, and that the $P_i$ are basically the a.h.p.'s of degree $n$ (from $C^2$ to $C$), given by

$$P_i(x) = P_i(sx_0 + ty_0) = \sum_{k=0}^{n} a_{k_1} s^k t^{n-k} \forall x = (s, t) \in C^2, \quad i = 1, 2,$$

such that $Z_{P_i}(x_0 y_0) \subseteq T_{\alpha_i}(x_0, y_0)$ for $i = 1, 2$. For all element $x = (s, t)$
and $x_i = (s_i, t_i)$ of $C^*$, we know [8, Equation (2.4)] that

$$P_i(x_i, x) = \frac{1}{n} \left( s_i \frac{\partial P_i}{\partial s} + t_i \frac{\partial P_i}{\partial t} \right), \quad i = 1, 2,$$

and, for $x_i = x$, it gives

$$P_i(x) = \frac{1}{n} \left( s \frac{\partial P_i}{\partial s} + t \frac{\partial P_i}{\partial t} \right), \quad i = 1, 2.$$

If we take $q = 2$, $p = 1$, and $m_1 = -m_2 = 1$, then $\Phi(x_i, x)$ in Theorem 2.5 is given by

$$\Phi(x_i, x) = P_i(x_i, x) \cdot P_2(x) - P_1(x) \cdot P_i(x, x)$$

$$= \frac{1}{n^2} (s, t - st_i) \cdot \left[ \frac{\partial P_1}{\partial s} \cdot \frac{\partial P_2}{\partial t} - \frac{\partial P_1}{\partial t} \cdot \frac{\partial P_2}{\partial s} \right]$$

$$= \frac{1}{n^2} (s, t - st_i) \cdot J(s, t), \quad \text{say,}$$

where $J(s, t)$ denotes the Jacobian of $P_1$ and $P_2$. Since $\Phi(x_i, x)$, the a.h.p.'s $P_i$, and the circular cones $E_0^{(t)} = C_t^*$ satisfy the hypotheses of Theorem 2.5, we conclude that $\Phi(x_i, x) \neq 0$ whenever $x, x_i$ are linearly independent and $x \not\in C_1^* \cup C_2^*$, i.e., given any nonzero element $x = (s, t) \in C_1^* \cup C_2^*$, we can always choose an element $x_i = (s_i, t_i) \in C^*$ which is linearly independent to $x$ (so that $s, t - st_i \neq 0$) and for which $\Phi(x_i, x) \neq 0$. The equality (2.23) then says that $J(s, t) \neq 0$. Therefore, all the nontrivial zeros of the Jacobian $J(s, t)$ lie in $C_1^* \cup C_2^*$, as was to be proved.

If Corollary 2.7 is restated in terms of ordinary polynomials (from $C$ to $C$), it reduces essentially to an improved version of the second part of the two-circle theorem due to walsh [12], [7, Theorem (20, 1)] on the derivative of the quotient of two polynomials. The improvement is in the sense in which Corollary 2.7 improves upon Bôcher's theorem.

**Corollary 2.8.** If all the zeros of the complex valued polynomial $f_i(z)$ of degree $n$ lie in the g.c.r. $C_i$ of $C_n(i = 1, 2)$ and if $C_1 \cap C_2 = \emptyset$, then all the finite zeros of the derivative of the quotient $f(z) = f_1(z)/f_2(z)$ lie in $C_1 \cup C_2$.

**Proof.** Let us take the sets $C_i^*$ in the manner of Corollary 2.7 and, writing $f_i(z) = \sum_{k=0}^{n} a_{ki} z^k$ for $i = 1, 2$, let us define

$$P_i(s, t) = t^n \cdot f_i(s/t) = \sum_{k=0}^{n} a_{ki} s^k t^{n-k} \forall s, t \in C, \quad i = 1, 2.$$

Then the Jacobian of the binary forms $P_1$ and $P_2$ is given by (cf. [7, pp. 93-94]).
Next, we notice from (2.24) that $s/t$ is a zero of $f_t$ if and only if $(s, t)$ is a nontrivial zero of $P_t$ and, from (2.25), that $s/t$ is a finite zero of $f'$ if and only if $(s, t)$ is a nontrivial zero of $J(s, t)$. The proof is now self-evident in view of Corollary 2.7.

**Remark.** Since there do exist [14, pp. 123-125] circular cones (both hermitian and otherwise) and a.h.p.’s satisfying the hypotheses of Theorem 2.5, it follows from Proposition 1.3 that our Theorem 2.5 is a strengthened generalization of Marden’s theorem expressed in Corollary 2.6.

The following example shows that Theorem 2.5 cannot be generalized for vector spaces over nonalgebraically closed fields of characteristic zero.

**Example 2.9.** Let $K_0$ be a maximal ordered field (so that $K_0$ is a nonalgebraically closed field of characteristic zero [11, pp. 233, 250]) and let $C_1 = \{-1\}$ and $C_2 = \{1\}$ be two generalized circular regions of $K_0$ (see Remark in §1 concerning the definition of g.c.r.’s in $K_0$). With $x_0 = (1, 0), y_0 = (0, 1)$ as basis elements of the vector space $E = K_0$, if we define $N = \{(x_0, y_0)\}$ and $G_i(x_0, y_0) = C_i$ for $i = 1, 2$, then the corresponding circular cones $E_0^{(i)} = E_0(N, G_i)$, for $i = 1, 2$, are disjoint. If we take two a.h.p.’s $P_1, P_2 \in P_3$, defined by

$$P_1(x) = P_1(sx_0 + ty_0) = s^3 + 3s^2t + 3st^2 + t^3 = (s + t)^3$$
$$P_2(x) = P_2(sx_0 + ty_0) = s^3 + 5s^2t + 4st^2 - 10t^5 = (s - t)[(s + 3t)^3 + t^2]$$

for all $x = (s, t) \in E$, then $Z_{P_i}(x_0, y_0) \subseteq T_{G_i}(x_0, y_0)$ for $i = 1, 2$ (since $[(s + 3t)^3 + t^2]$ cannot vanish unless $s = t = 0$ (cf. [1, p. 36])). Also, we know [8, Equation 2.4] that

$$P_1(x, x) = \frac{1}{3}[s_i(3s^2 + 6st + 3t^2) + t_i(3s^2 + 6st + 3t^2)]$$
$$P_2(x, x) = \frac{1}{3}[s_i(3s^2 + 10st + 4t^2) + t_i(5s^2 + 8st - 30t^2)]$$

for all elements $x = (s, t)$ and $x_i = (s_i, t_i)$ in $E$. Let us set

$$\Phi(x_i, x) = P_1(x_i, x) \cdot P_2(x) - P_1(x) \cdot P_2(x_i, x).$$

Now, $\Phi(x_i, x)$, the polynomials $P_i$, and the circular cones $E_0^{(i)}$ satisfy the hypotheses of Theorem 2.5, whereas it can be easily verified that $\Phi(x_i, x) = 0$ for the linearly independent elements $x_i = (1, 1)$ and $x = (1 + \sqrt{69}, 2)$ in $E$, violating the conclusion in Theorem 2.5.
Next, we ask ourselves a natural question as to whether or not the g.c.r.'s $G_i(x, y)$ or $C_i$ (employed in the hypotheses of Theorem 2.5 and Corollaries 2.7 and 2.8) can be replaced, in general, by g.c.r.'s adjoined with arbitrary subsets of their boundary, without effecting the conclusion therein. The answer is in the negative in view of the following

**Example 2.10.** With $E = C^2$, $K = C$, $x_0 = (1, 0)$, $y_0 = (0, 1)$, and $N = \{(x_0, y_0)\}$, let us define the g.c.r.'s of $C_\omega$ by

$$G_1(x_0, y_0) = \{z \in C_\omega | \text{Im} (z) > 0\} \quad \text{and} \quad G_2(x_0, y_0) = \{z \in C_\omega | \text{Im} (z) < 0\}$$

so that the corresponding circular cones $E_\omega^{(i)} \equiv E_0(N, G_i) = T_{G_i}(x_0, y_0)$, $i = 1, 2$, are disjoint. If we put $A_1 = G_1(x_0, y_0) \cup \{1, 2\}$, $A_2 = G_2(x_0, y_0) \cup \{-1, -2\}$, and

$$S_i = \{sx_0 + ty_0 \neq 0 | s, t \in C; s/t \in A_i\}, \quad i = 1, 2,$$

then

$$S_1 = E_0^{(1)} \cup \{sx_0 + ty_0 \neq 0 | s/t = 1, 2\},$$

$$S_2 = E_0^{(2)} \cup \{sx_0 + ty_0 \neq 0 | s/t = -1, -2\},$$

so that $S_1, S_2$(resp. $A_1, A_2$) are disjoint subsets of $E$(resp. $C_\omega$) none of which are circular cones (resp. g.c.r.'s). Next, we define

$$P_1(x) \equiv P_1(sx_0 + ty_0) = s^2 - 3st + 2t^2 = (s - t)(s - 2t),$$

$$P_2(x) \equiv P_2(sx_0 + ty_0) = s^2 + 3st + 2t^2 = (s + t)(s + 2t),$$

for all $x = (s, t) \in C^2$. Then $P_1, P_2 \in P_2$ such that $Z_{P_i}(x_0, y_0) \subseteq S_i$ for $i = 1, 2$. Now, the generalized polar $\Phi(x_1, x)$ of $P_1$ and $P_2$, with $q = 2, p = 1, m_1 = -m_2 = +1$, is given by (cf. (2.23))

$$\Phi(x_1, x) = 3(s, t - st_1) \cdot (s^2 - 2t^2)$$

for all elements $x = (s, t)$ and $x_i = (s_i, t_i)$ of $E$. But, we see that $\Phi(x_1, x) = 0$ for the linearly independent elements $x = (\sqrt{2}, 1)$ and $x_i = (1, 1)$, where $x \notin S_i, UA_i$. I.e., *Theorem 2.5 no longer holds when the g.c.r.'s $G_i(x_0, y_0)$ are replaced, in general, by the above sets $A_i$.*

In the language of Corollary 2.7, the above example says the following: The nontrivial zeros of the binary forms $P_i$ (defined above) lie in $A_i^*$ (cf. definition of $C_i^*$ in Corollary 2.7) for $i = 1, 2$, but the Jacobian $J(s, t) = 12(s^2 - 2t^2) = 0$ for the element $(\sqrt{2}, 1) \notin A_i^* U A_i^*$. I.e., *Corollary 2.7 does not hold, in general, when the sets $C_i$ are replaced by the above sets $A_i$.* Similarly, as in passing from Corollary 2.7 to Corollary 2.8, we may express the above result in terms of ordinary
polynomials and infer that Corollary 2.8 does not hold, in general, when the sets $C_i$ are replaced by the type of sets $A_i$ chosen above.

3. A generalization of Marden’s theorem. In the previous section, we have studied the generalized polars $\Phi(x_i, x)$ subject to the condition that the scalar multipliers $m_k$ are nonzero elements of $K_0$ with a vanishing sum. This section primarily deals with a similar study in the case when all the $m_k$’s are taken as positive. Our main theorem generalizes a result of Marden [8, Theorem (4.1)] and it involves essentially the generalization of a theorem each due to the author [14, Theorem (3.1)] and to Hörmander [5, Theorem 1]. We prove

**Theorem 3.1.** Let $E_o = E_o(N, G)$ be a circular cone in $E$ and let $P_k \in P_n(k = 1, 2, \cdots, q)$ such that $Z_{P_k}(x, y) \subseteq T_o(x, y)$ for all $(x, y) \in N$ and $k = 1, 2, \cdots, q$. If $\Phi(x_i, x)$ is a generalized polar of the product $Q(x)$ (cf. Definition 2.2) with $m_k > 0$ for $k = 1, 2, \cdots, q$, then $\Phi(x_i, x) \neq 0$ for all nonzero elements $x, x_i \in E - E_o$.

**Proof.** Take any two nonzero elements $x, x_i \in E - E_o$. If $x, x_i$ are linearly dependent (i.e., if $x_i = \alpha x$ for some nonzero scalar $\alpha$), then $P_k(x_i, x) = P_k(\alpha x, x) = \alpha P_k(x)$ for all $k$ and hence

$$\Phi(x_i, x) = \alpha \left( \sum_{k=0}^q m_k \right) \cdot \prod_{k=1}^q P_k(x) \neq 0$$

due to the fact that $P_k(x) \neq 0$ for all $k$.

Now, we prove the theorem for the case when $x, x_i$ are linearly independent. Let

$$P_k(sx + tx_i) = \prod_{j=1}^{n_k} (\delta_{jk} s - \gamma_{jk} t), \quad k = 1, 2, \cdots, q .$$

Since $P_k(x) = \delta_{1k} \cdot \delta_{2k} \cdots \delta_{nk} \neq 0$ and $P_k(x_i) = (-1)^{n_k} \cdot \gamma_{1k} \cdot \gamma_{2k} \cdots \gamma_{nk} \neq 0$ for all $k$, we see that $\delta_{jk}, \gamma_{jk} \neq 0$ for all $j$ and $k$. Consequently, the elements $\gamma_{jk} \delta_{jk} = \rho_{jk}$ (say) $\neq 0$ for $1 \leq j \leq n_k$ and $1 \leq k \leq q$. Now, proceeding exactly as in the proof of Theorem 2.5, we easily conclude (cf. (2.18)) that $\rho_{jk} \in U(G(x_0, y_0))$ for all $j$ and $k$, where $(x_0, y_0) \in N$ such that $x = \alpha x_0 + \beta y_0$, $x_i = \gamma x_0 + \delta y_0$, and where $U(\rho) = (\delta \rho - \gamma)/(-\rho \beta + \alpha)$ for all $\rho \in K_\omega$. As before, $U(G(x_0, y_0)) \in D(K_\omega)$. Since $x, x_i \notin T_o(x_0, y_0)$, we notice that $\alpha/\beta, \gamma/\delta \notin G(x_0, y_0)$ and (hence) that $0, \omega \notin U(G(x_0, y_0))$. That is, $U(G(x_0, y_0))$ is a $K_\omega$-convex g.c.r. of $K_\omega$ which does not contain the origin. Hence, (2.19) and the succeeding arguments in the proof of Theorem 2.5 imply that $\mu/n \in U(G(x_0, y_0))$, where $n = n_1 + n_2 + \cdots + n_q$ and where
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\[ \mu = \sum_{k=1}^{q} \sum_{j=1}^{n_k} (m_k/n_k) \cdot \rho_{jk} \neq 0 \text{ (since } 0 \notin U(G(x_0, y_0))) \, . \]

Since \( P_k(x) \neq 0 \) for all \( k \), we obtain (cf. (2.22))

\[ \Phi(x, x) = -\mu \cdot \prod_{k=1}^{q} P_k(x) \neq 0 \]

and the proof is complete.

The above theorem deduces as corollary the following result due to Marden and may thus be regarded (cf. Remark following Corollary 2.8) as a strengthened generalization of his theorem.

**Corollary 3.2.** (Marden [8, Theorem (4.1)]). Let

\[ E_i = \{ x \in E \mid x \neq 0; H(x, x) > 0 \} \]

be a hermitian cone in \( E \), when \( H(x, y) \) is a hermitian symmetric form from \( E^2 \) to \( K \), and let \( P_k \in P_{njc}(k = 1, 2, \cdots, q) \) such that \( P_k(x) \neq 0 \) for all \( x \in E_i \) and \( k = 1, 2, \cdots, q \). If \( \Phi(x, x) \) is the generalized polar of the product \( Q(x) \) (cf. Definition 2.2) with \( m_k > 0 \) for \( k = 1, 2, \cdots, q \), then \( \Phi(x, x) \neq 0 \) for all nonzero elements \( x, x_i \in E_i \).

**Proof.** The proof is exactly similar to that of Corollary 2.6.

The following corollary is an immediate consequence of Theorem 3.1. If \( q = 1 \), this corollary reduces essentially to the author's generalization [14, Theorem 3.1] of Laguerre's theorem, and if, in addition, \( E_0 \) is taken as a hermitian cone, it is essentially (due to Remark 2.4) a result due to Hörmander [5, Lemma 2].

**Corollary 3.3.** Let \( E_0 = E_0(N, G) \) be a circular cone in \( E \) and let \( P_k \in P_{njc}(k = 1, 2, \cdots, q) \) such that \( Z_{P_k}(x, y) \subseteq T_0(x, y) \) for all \( (x, y) \in N \) and \( k = 1, 2, \cdots, q \). If \( Q(x) = P_1(x)P_2(x) \cdots P_q(x) \) then the first polar \( Q(x, x) \neq 0 \) for all nonzero elements \( x, x_i \in E - E_0 \).

**Proof.** The proof is obvious in view of Proposition 2.3 and Theorem 3.1.

**Remark.** In view of the examples given earlier by the author [14, p. 122], Corollary 3.3 and hence Theorem 3.1 cannot be further generalized in the two directions already discussed in case of Theorem 2.5.

4. On two-circle theorems of Walsh. In Theorem 2.5, the circular cones \( E_0^{(i)}(i = 1, 2) \) were assumed to be disjoint and the con-
stants $m_k$ were taken as nonzero elements of $K_0$ such that $\sum_{k=1}^n m_k = 0$, whereas Theorem 3.1 uses only positive elements $m_k \in K_0$ (so that $\sum_{k=1}^n m_k \neq 0$) and utilizes only one circular cone. In this section, we study the same problem for the case when the constants $m_k$ are nonzero elements of $K_0$ such that $\sum_{k=1}^n m_k \neq 0$ and the two cones $E_0^{(1)}$ and $E_0^{(2)}$ are not necessarily disjoint. In fact we establish two main results in this section. The first one, which is somewhat like a theorem due to Marden [8, Theorem (4.2)], deduces as corollary the first part of Walsh's two-circle theorem [12], [7, Theorem (20.1)] on the critical points of rational functions. (The second part of Walsh theorem has already been considered as a corollary of Theorem 2.5.) Our second result is essentially a generalization of Walsh's two-circle theorem [7, Theorem (19, 1)] on the critical points of the product of two polynomials. Before we take up these results, we give the following definition and some relevant explanations.

**Definition 4.1.** Given distinct elements $\rho_1, \rho_2, \rho_3 \in K$, we define the cross-ratio mapping (with respect to $\rho_1, \rho_2, \rho_3$) to be the homographic transformation [16, p. 353], [13, pp. 24-25] $h: K_\omega \rightarrow K_\omega$ given by

$$h(\rho) = \frac{\rho - \rho_2}{\rho - \rho_3} \cdot \frac{\rho_1 - \rho_2}{\rho_1 - \rho_3} = (\rho, \rho_1, \rho_2, \rho_3) \quad \forall \rho \in K_\omega.$$  

We call $(\rho, \rho_1, \rho_2, \rho_3)$ as the cross-ratio of $\rho$ with $\rho_1, \rho_2, \rho_3$. In the case when any one of the $\rho_i$'s is taken as $\omega$, we define the corresponding cross-ratio to be the expression got by deleting in (4.1) the factors which thereby involve $\omega$. E.g., $(p, \omega, \rho_2, \rho_3) = (\rho - \rho_2)/(\rho - \rho_3)$, etc.

It is trivial to verify that the homographic transformation in (4.1) maps $\rho_1, \rho_2, \rho_3$ to $1, 0, \omega$, respectively, and that there is no other homographic transformation with this property. Consequently, identity mapping is the only homographic transformation which can map $1, 0, \omega$ to $1, 0, \omega$, respectively. Furthermore, cross-ratios are invariant under every homographic transformation $T$, i.e., $(\rho, \rho_1, \rho_2, \rho_3) = (T\rho, T\rho_1, T\rho_2, T\rho_3)$. This follows from the fact that $T^{-1}$ is also a homographic transformation and that $hT^{-1}$ is a homographic transformation which maps $T\rho_1, T\rho_2, T\rho_3$ to $1, 0, \omega$, respectively. Now we prove

**Theorem 4.2.** *If all the hypotheses of Theorem 2.5 are assumed, except that the circular cones $E_0^{(i)} (i = 1, 2)$ are not necessarily disjoint and that (2.17) is replaced by the condition $\sum_{k=1}^n m_k \neq 0$, and if $A_1 = \sum_{k=1}^n m_k$ and $A_2 = \sum_{k=p+1}^n m_k$, then $\Phi(x_1, x) \neq 0$ for all linearly independent elements $x, x_1$ of $E$ such that $x_1 \in E - E_0^{(1)} \cap E_0^{(2)}$ and $x \in E - E_0^{(1)} \cup E_0^{(2)} \cup T_3(x_0, y_0)$, where $(x_0, y_0) \in N \cap \mathcal{L} [x, x_1], x_1 = \gamma x_0 + \delta y_0$, and where*
ON GENERALIZED POLARS OF THE PRODUCT 551

(4.2) \( S(x_0, y_0) = \{ p \in K_\omega \mid \langle \rho, \gamma/\delta, \rho_1, \rho_2 \rangle = -\frac{A_1}{A_2} \; ; \; \rho_i \in G_i(x_0, y_0), \; i = 1, 2 \} \). 

(Of course, \( \Phi(x, x) \neq 0 \) for any two nonzero and linearly dependent elements \( x, x_1 \) such that \( x \in E - E_0^{(1)} \cap E_0^{(2)} \).

Proof. The statement within parenthesis is self-evident in view of (3.1). In order to prove the other case, we first observe that every linearly independent pair \( (x, x_i) \) of elements \( x, x_i \in E \) determines a unique element \( (x_0, y_0) \in N \cap \mathcal{L}[x, x_i] \), a unique set of scalars \( \alpha, \beta, \gamma, \delta \) (with \( \alpha \delta - \beta \gamma \neq 0 \)) such that \( x = \alpha x_0 + \beta y_0 \) and \( x_i = \gamma x_0 + \delta y_0 \), and, thereby, a unique set \( S(x_0, y_0) \) defined by (4.2). Let us take two linearly independent elements \( x, x_1 \) of \( E \) such that \( x \in E - E_0^{(1)} \cap E_0^{(2)} \) and \( x_i \in E - E_0^{(1)} \cup E_0^{(2)} \cup T_\delta(x_0, y_0) \), where \( S(x_0, y_0) \) is the unique subset of \( K_\omega \) determined in the above manner by the pair \( (x, x_i) \). If \( P_\delta(xs + tx_i) \) is given by (2.8), then proceeding as in the proof of Theorem 2.5 we see that \( \mu_i A_i \in U(G_i(x_0, y_0)) \) for \( i = 1, 2 \), where \( U(\rho) = (\delta \rho - \gamma)/(-\beta \rho + \alpha) \) for \( \rho \in K_\omega \) and where

\[
\mu_1 = \sum_{k=1}^{n_1} \sum_{j=1}^{n_k} \frac{m_{kj}}{n_k} \rho_{kj} \quad \text{and} \quad \mu_2 = \sum_{k=p+1}^{n_1} \sum_{j=1}^{n_k} \frac{m_{kj}}{n_k} \rho_{kj}.
\]

At this point, we note that \( \mu_1 \) and \( \mu_2 \) cannot vanish simultaneously. For, otherwise, \( 0 \in U(G_i(x_0, y_0)) \cap U(G_z(x_0, y_0)) \) and, therefore, \( \gamma/\delta \) would lie in \( G_i(x_0, y_0) \cap G_z(x_0, y_0) \). This would imply that \( x_i = \gamma x_0 + \delta y_0 \in T_\delta(x_0, y_0) \cap T_\delta(x_0, y_0) \), contradicting the fact that \( x_i \in E_0^{(1)} \cap E_0^{(2)} \).

Next, we observe that \( \mu_1 + \mu_2 \neq 0 \) whenever \( \mu_1 = 0 \neq \mu_2 \) or \( \mu_1 \neq 0 = \mu_2 \). In case, however, \( \mu_1, \mu_2 = 0 \), we again show that \( \mu_1 + \mu_2 \neq 0 \) as follows: Since \( \mu_i A_i \) belongs to \( U(G_i(x_0, y_0)) \) for \( i = 1, 2 \), there exist elements \( \rho_i \in G_i(x_0, y_0) \) such that \( \mu_i A_i = U(\rho_i) = (\delta \rho_i - \gamma)/(-\beta \rho_i + \alpha) \) for \( i = 1, 2 \). If (on the contrary) \( \mu_1 + \mu_2 = 0 \), then \( \mu_1/\mu_2 = -1 \) and \( \gamma/\delta, \rho_1, \rho_2 \) are distinct elements (since \( \mu_1, \mu_2 \neq 0 \) and \( A_1/A_2 \neq -1 \)) and hence

\[
\frac{\delta \rho_2 - \gamma}{-\beta \rho_2 + \alpha} \cdot \frac{\gamma/\delta - \rho_2}{\delta \rho_1 - \gamma} = -A_1/A_2.
\]

That is (cf. Definition 4.1),

\[
(\alpha/\beta, \gamma/\delta, \rho_1, \rho_2) = \frac{\alpha/\beta - \rho_1}{\alpha/\beta - \rho_2} \cdot \frac{\gamma/\delta - \rho_2}{\gamma/\delta - \rho_1} = -A_1/A_2
\]

and, hence, \( \alpha/\beta \in S(x_0, y_0) \). This implies at once that \( x = \alpha x_0 + \beta y_0 \in T_\delta(x_0, y_0) \), contradicting the choice of \( x \) already made above. (In the above arguments, let us note that \( \beta \) and \( \delta \) cannot vanish simultaneously (since \( A_1/A_2 \neq -1 \).) We have, therefore, shown that in all cases \( \mu_1 + \mu_2 \neq 0 \). Finally, the proof follows from (2.20) - (2.22).
The above theorem leads to the following corollary, which is the first part of the (so-called) two-circle theorem due to Walsh on the critical points of rational functions. In the following result we shall write $D(c, r) = \{ z \in \mathbb{C} \mid |z - c| \leq r \}$ and call it a disc with center $c$ and radius $r$.

**Corollary 4.3** (Walsh [7, Theorem (20, 1)]). If $f_i$ (resp. $f_2$) is a polynomial from $\mathbb{C}$ to $\mathbb{C}$ of degree $n_1$ (resp. $n_2$) such that all the zeros of $f_i$ (resp. $f_2$) lie in the disc $D(c_i, r_i) = D_i$ (resp. $D(c_2, r_2) = D_2$) and if $n_1 \neq n_2$, then all the finite zeros of the derivative of the quotient $f(z) = f_1(z)/f_2(z)$ lie in $\bigcup_{i=1}^2 D(c_i, r_i)$, where

$$c_3 = \frac{n_2c_1 - n_1c_2}{n_2 - n_1}, \quad r_3 = \frac{n_2r_1 + n_1r_2}{|n_2 - n_1|}.$$  

**Proof.** Letting $x_0 = (1, 0)$, $y_0 = (0, 1)$, $N = \{(x_0, y_0)\}$, $G_i(x_0, y_0) = D_i$, $f_i(z) = \sum_{k=0}^{n_i} a_{ki}z^k$ for $i = 1, 2$, we notice (cf. Remark 1.1) that the sets

$$E_0^{(i)} = E_0(N, G_i) = \{ sx_0 + ty_0 \neq 0 \mid (s, t) \in \mathbb{C}^2, s/t \in D_i \}(i = 1, 2)$$

are circular cones in $\mathbb{C}^2$ and that the mappings $P_i : \mathbb{C}^2 \rightarrow \mathbb{C}$, defined by

$$P_i(x) = P_i(sx_0 + ty_0) = \sum_{k=0}^{n_i} a_{ki}s^kt^{n_i-k} \quad \forall x = (s, t) \in \mathbb{C}^2$$

for $i = 1, 2$, are a.h.p.'s of degree $n_i$ such that $Z_{P_i}(x_0, y_0) \subseteq T_{\theta_i}(x_0, y_0)$ for $i = 1, 2$. Now the generalized polar \( \Phi(x, x) \) of the product $P_1(x)P_2(x)$, given by

$$(4.4) \quad \Phi(x, x) = n_1P_1(x, x)P_2(x) - n_2P_2(x)P_2(x, x)$$

for all elements $x = (s, t)$ and $x_i = (s_i, t_i)$ of $\mathbb{C}^2$, satisfies all the hypotheses of Theorem 4.2 with $m_1 = A_1 = n_1$ and $m_2 = A_2 = -n_2$. For the special choice of $x_i$ as $x_0$ (so that $s_i = 1$ and $t_i = 0$), we proceed as in the proof of Corollary 2.7 and observe that (for nonzero elements $x$ and for $i = 1, 2$) $P_i(x) = t^nf_i(s/t)\partial P_i/\partial s = t^{n_i-1}f_i'(s/t)$, $\partial P_i/\partial t = n_it^{n_i-1}f_i'(s/t) - st^{n_i-2}f_i''(s/t)$ and (hence) that

$$\Phi(x_0, x) = t^{n_1+n_2-1} \left[ f_i'(s/t)f_i'(s/t) - f_i'(s/t)f_i'(s/t) \right] = t^{n_1+n_2-1} \cdot f_i'(s/t) \cdot \left[ f_i'(s/t) \right]^2.$$ 

Since $x_0 \in E_0^{(1)} \cap E_0^{(2)}$, Theorem 4.2 implies that $\Phi(x_0, x) \neq 0$ whenever $x$ is linearly independent to $x_0$ such that $x \in E_0^{(1)} \cup E_0^{(2)} \cup T_s(x_0, y_0)$. That is $\Phi(x_0, x) \neq 0$ for all elements $x = (s, t)$ for which $t \neq 0$ and...
\( s/t \in D_1 \cup D_2 \cup S(x_0, y_0) \), where \( S(x_0, y_0) \) is given by (since \( \gamma = 1 \) and \( \delta = 0 \) in the notations of Theorem 4.2).

\[
S(x_0, y_0) = \left\{ \rho \in C_\omega \mid (\rho, \omega, \rho_1, \rho_2) = \frac{n_1}{n_2}; \rho_i \in G_i(x_0, y_0), i = 1, 2 \right\}
\]

\[
= \left\{ \rho \in C_\omega \mid (\rho - \rho_i)/(\rho - \rho_2) = \frac{n_1}{n_2}; \rho_i \in D_i; i = 1, 2 \right\}
\]

\[
= \{(n_2\rho_i - n_4\rho_3)/(n_2 - n_1) \mid \rho_i \in D_i, \rho_3 \in D_3 \}
\]

\[
= D(c_3, r_3) \quad \text{(due to (4.3)).}
\]

From (4.5) it follows that \( f'(s/t) \neq 0 \) for all \( s, t \in C \) such that \( t \neq 0 \) and \( s/t \not\in D_1 \cup D_2 \cup D(c_3, r_3) \) and, hence, the corollary follows.

In the above theorem, the constants \( m_k \in K_0 \) have been assumed to have a nonvanishing sum, with at least one \( m_k > 0 \) and at least one \( m_k < 0 \). Next, we deal with a case when all the \( m_k \)'s in Theorem 4.2 are taken as positive elements of \( K_0 \) and obtain the following corresponding result.

**Theorem 4.4.** If the a.h.p.'s \( P_k(k = 1, 2, \cdots, q) \) and the circular cones \( E_0^{(1)} \) and \( E_0^{(2)} \) (not necessarily disjoint) satisfy the conditions 2.16 of Theorem 2.5 for some \( 1 \leq p < q \) and if \( m_k > 0 \) for \( k = 1, 2, \cdots, q \), then \( \Phi(x_i, x) \neq 0 \) for all linearly independent elements \( x, x_i \) of \( E \) such that \( x_i \in E - E_0^{(1)} \cap E_0^{(2)} \) and \( x \in E - E_0^{(1)} \cup E_0^{(2)} \cup T_s(x_0, y_0) \), where \( S(x_0, y_0) \) is as defined in Theorem 4.2. \( \Phi(x_i, x) \neq 0 \) whenever \( x, x_i \) are nonzero and linearly dependent such that \( x \in E - E_0^{(1)} \cup E_0^{(2)} \).

**Proof.** The proof is exactly the same as in Theorem 4.2.

An application of this theorem furnishes the following result on the zeros of the formal derivative of the product of two polynomials (from \( K \) to \( K \)). For \( K = C \), this result reduces essentially to the two-circle theorem due to Walsh [7, Theorem (19, 1)]. By the formal derivative [16, p. 360], [14, p. 121] \( f' \) of a polynomial \( f(z) = \sum_{k=0}^{\infty} a_k z^k \) (from \( K \) to \( K \)), we mean the polynomial \( f'(z) = \sum_{k=1}^{\infty} ka_k z^{k-1} \). If, however, \( P(s, t) \) is a polynomial (from \( K^2 \) to \( K \)) in \( s \) and \( t \), we define the formal partial derivative \( \partial P/\partial s \) of \( P \) with respect to \( s \) (say) as the formal derivative of \( P \) when \( P \) is regarded as a polynomial in \( s(t \text{ being held fixed}) \). In the following corollary, we shall write \( D(c, r) = \{ z \in K \mid |z - c| \leq r \} \) and call it a ball with center \( c \) (\( c \) being in \( K \)) and radius \( r \) (\( r \) being in \( K_{0+} \)). The balls are usually called discs when \( K = C \).
COROLLARY 4.5. If \( f_1 \) (resp. \( f_2 \)) is a polynomial from \( K \) to \( K \) of degree \( n_1 \) (resp. \( n_2 \)) such that all the zeros of \( f_1 \) (resp. \( f_2 \)) lie in the ball \( D(c_i, r_i) = D_i \) (resp. \( D(c_2, r_2) = D_2 \)), then all the zeros of the formal derivative of the product \( f(z) = f_1(z) \cdot f_2(z) \) lie in \( \bigcup_{i=1}^{2} D(c_i, r_i) \), where

\[
\begin{align*}
  c_3 &= \frac{n_1 c_2 + n_2 c_1}{n_1 + n_2}, \\
  r_3 &= \frac{n_1 r_2 + n_2 r_1}{n_1 + n_2}. 
\end{align*}
\]

Proof. Proceeding as in the proof of Corollary 4.3, with \( C \) replaced by \( K \) and \( \Phi(x_0, x) \) in (4.4) replaced by

\[
\Phi(x_0, x) = n_1 P_1(x_1, x) \cdot P_2(x) + n_2 P_1(x) \cdot P_2(x_1, x),
\]

we notice that \( \Phi(x_0, x) \) satisfies the hypotheses of Theorem 4.4 with \( m_1 = A_1 = n_1, m_2 = A_2 = n_2 \). Following the computation used for obtaining (4.5), we can easily verify that (for all nonzero elements \( x = (s, t) \in K^2 \))

\[
\Phi(x_0, x) = \frac{t^{n_1} + n_2}{(n_1 + n_2)} \cdot [f_1'(s/t)f_2(s/t) + f_1(s/t)f_2'(s/t)],
\]

where \( x_0 = x_0 \in E_0^{(1)} \cap E_0^{(2)}, \) (since \( \omega \in G(x_0, y_0) = D_i \) for \( i = 1, 2 \)) and \( f_1', f_2', f' \) denote the formal derivatives of \( f_1, f_2, f \) respectively. By Theorem 4.4, \( \Phi(x_0, x) \neq 0 \) whenever the element \( x = (s, t) \) is linearly independent to \( x_0 \) and is such that \( x \in E_0^{(1)} \cup E_0^{(2)} \cup T_s(x_0, y_0) \). That is, \( f'(s/t) \neq 0 \) for all \( s, t \in K \) such that \( t \neq 0 \) and \( s/t \in D_1 \cup D_2 \cup S(x_0, y_0) \), where

\[
S(x_0, y_0) = \{ \rho \in K_{\omega} \mid (\rho, \omega, \rho_1, \rho_2) = -n_1/n_2; \rho_i \in G_i(x_0, y_0), i = 1, 2 \}
= \{ \rho \in K_{\omega} \mid (\rho - \rho_1)(\rho - \rho_2) = -n_1/n_2; \rho_i \in D_i, i = 1, 2 \}
= \{(n_1 \rho_2 + n_2 \rho_1)/(n_1 + n_2); \rho_1 \in D_1, \rho_2 \in D_2 \}
= D(c_3, r_3) \quad (\text{due to (4.6)}).
\]

Hence, all the zeros of \( f \) lie in \( \bigcup_{i=1}^{2} D(c_i, r_i) \), as was to be proved.

If Theorem 4.4 is specialized for the case when \( G(x, y) = G_i(x, y) = G(x, y) \) (say) for all \( (x, y) \in N \) (so that \( E_0^{(1)} = E_0^{(2)} = E_0(N, G) = E_0 \), say) we easily conclude that \( \Phi(x_1, x) \neq 0 \) for all linearly independent elements \( x, x_1 \) such that \( x_1 \in E - E_0 \) and \( x \in E - E_0 \cup T_s(x_0, y_0) \), where \( (x_0, y_0) \in N \cap \mathcal{L}[x, x_1], \ x_1 = \gamma x_0 + \delta y_0 \) and (cf. (4.2))

\[
S(x_0, y_0) = \{ \rho \in K_{\omega} \mid (\rho, \gamma/\delta, \rho_1, \rho_2) = -A_1/A_2; \rho_1, \rho_2 \in G(x_0, y_0) \}.
\]

Since \( \sigma = \gamma/\delta \in G(x_0, y_0) \) and since \( \rho_1, \rho_2 \) can vary over only distinct elements of \( G(x_0, y_0) \), we see that every element \( \rho \) of \( S(x_0, y_0) \) is given by

\[
\rho = (A_1 \rho_2 + A_2 \rho_1)/(A_1 + A_2) \quad \text{if} \quad \sigma = \omega.
\]
or
\[
\varphi_\omega(\rho) = [A_1\varphi_\omega(\rho_1) + A_2\varphi_\omega(\rho_2)]/(A_1 + A_2)
\]
if \( \sigma \neq \omega \)

for some distinct elements \( \rho_1, \rho_2 \) in \( G(x_0, y_0) \), where \( \varphi_\omega(z) = 1/(z - \sigma) \forall z \in K_\omega \). In the first case, \( G(x_0, y_0) \) happens to be \( K_\omega \)-convex (since \( \omega \notin G(x_0, y_0) \)) and \( \rho \in G(x_0, y_0) \). While in the second case, \( \varphi_\omega(G(x_0, y_0)) \) is \( K_\omega \)-convex (cf. definition of g.c.r.) and so \( \varphi_\omega(\rho) \in \varphi_\omega(G(x_0, y_0)) \) and \( \rho \in G(x_0, y_0) \). Consequently, in either case, we discover that \( S(x_0, y_0) \subseteq \Phi(x_1, x) \neq 0 \) for all linearly independent elements \( x, x_1 \in E - E_0 \).

This fact together with the statement of Theorem 4.4 within parenthesis, suggests that in the present set up Theorem 4.4 reduces essentially to Theorem 3.1. In view of this and the remark following Corollary 3.3 we again notice that Theorem 4.4 and Corollary 4.5 cannot be further generalized in the two directions in which Theorem 2.5 could not be extended.

Next, we give an example to show that Theorem 4.2 cannot be generalized to vector spaces over nonalgebraically closed fields of characteristic zero.

**Example 4.6.** In the notations of Example 2.9, take \( E = K_\omega^2 \), \( G_i(x_0, y_0) = C_i = \{0\} \) for \( i = 1, 2 \) (so that the circular cones \( E_0^{(1)} \) and \( E_0^{(2)} \) are identical), and define
\[
\begin{align*}
P_i(x) &= P_i(sx_0 + ty_0) = s^3 + st^2 = s(s^2 + t^2) \\
P_2(x) &= P_2(sx_0 + ty_0) = s^3 \\
\Phi(x_i, x) &= 2P_i(x_1, x) \cdot P_2(x) - P_1(x) \cdot P_2(x_1, x)
\end{align*}
\]
for all elements \( x = (s, t) \) and \( x_1 = (s_i, t_i) \) of \( E \). Proceeding as in Example 2.9, we can easily verify that \( Z_{P_i}(x_0, y_0) \subseteq T_{G_i}(x_0, y_0) \) for \( i = 1, 2 \) and that \( \Phi(x_i, x) = (1/3)s^3(3s^2 - t^2) \) if we take \( x_1 = x_0 = (1, 0) \). In the notations of Theorem 4.2, let us note (since \( \gamma = 1, \delta = 0, A_1 = 2, A_2 = -1 \)) that \( S(x_0, y_0) \) consists of all elements \( \rho \in K_\omega \) such that \( (\rho, \omega, \rho_1, \rho_2) = (\rho - \rho_1)/(\rho - \rho_2) = 2 \). That is, \( S(x_0, y_0) = \emptyset \). Now, the polynomials \( P_i \) and the generalized polar \( \Phi(x_i, x) \) satisfy all the hypotheses of Theorem 4.2, but \( \Phi(x_1, x) = 0 \) for the linearly independent elements \( x_1 = (1, 0) \) and \( x = (1, \sqrt{3}) \), where \( x_1 \notin E_0^{(1)} \cap E_0^{(2)} \) and \( x \notin E_0^{(1)} \cap E_0^{(2)} \cup T_3(x_0, y_0) \), contrary to the conclusion in Theorem 4.2.

**Final Remark.** At the end, let us recall that the condition "\( E_0^{(1)} \cap E_0^{(2)} = \emptyset \)" has been used as hypothesis only in case of Theorem 2.5. In what follows, we show that this hypothesis is necessary in order for the conclusion in Theorem 2.5 to hold. To this effect, we reconsider Example 2.9 with necessary modifications: In fact, we
replace the maximal ordered field $K_o$ by an algebraically closed field $K$ of characteristic zero and take the same polynomials $P_1(x), P_2(x), \phi(x, x)$ and the same g.c.r. $C_i = G_i(x_0, y_0)$ as in Example 2.9, but this time we define

$$C_2 = G_2(x_0, y_0) = \{ z \in K_\omega \mid |8z + 9| \leq 17 \}$$

$$= \{ z \in K_\omega \mid 64zz + 72(z + \bar{z}) - 208 \leq 0 \}.$$  

Indeed, $C_2 \in D(K_\omega)$ [14, p. 116] and the elements $z = \pm 1$ and $z = -3 \pm i$ belong to $C_2$, so that $C_1 \cap C_2 = \{ -1 \}$ and (hence) $E_0^{(1)} \cap E_0^{(3)} \neq \emptyset$. Also $Z_{P_i}(x_0, y_0) \subseteq T_{G_i}(x_0, y_0)$ for $i = 1, 2$. Therefore, all the hypotheses of Theorem 2.5 are satisfied by the polynomials $P_1(x), P_2(x), \phi(x, x)$ and the circular cones $E_0^{(1)}, E_0^{(3)}$ (except that they are disjoint), whereas $\Phi(x, x) = 0$ (see Example 2.9) for the linearly independent elements $x_1 = (1, 1)$ and $x = (1 + \sqrt{69}, 2) \notin E_0^{(1)} \cup E_0^{(3)}$ (since $(1 + \sqrt{69})/2 \notin C_2$). This is contrary to the conclusion in Theorem 2.5.
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