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A unified approach to "Uniqueness of Boundary Value Problems for Linear and Nonlinear Differential Systems" is expounded. New results are obtained and old one's become transparent.

1. Introduction. In this paper we expound a unified approach for determining whether a linear boundary value problem of a non-linear differential system has a unique solution. The advantages of our method are:

(i) It provides a unified approach to linear boundary value problems of a general type.
(ii) It is applicable to linear and non-linear differential systems.
(iii) It provides a tool for investigation of non-linear boundary value problems for non-linear differential systems.
(iv) It makes many old results transparent.

An application of our standpoint to two-point boundary value problems of second order differential systems and equations was demonstrated in Gingold [16].

We will not treat in this paper the uniqueness problem of an n-th order differential equation that includes the De la Vallée-Poussin boundary value problem though our method applies to that problem as well.

We observe from Gingold [16], that many boundary value problems for n-th order differential equations exhibit "some sort of singularity." Besides this, the importance of the uniqueness of a De la Vallée-Poussin problem (e.g. see Bessmertnykh [6] for an existence theorem, Levin [34–38] for uniqueness) justifies a special discussion. This will be carried out in Gingold and Gustafson [17].

In §2 we introduce assumptions and notations.

In §3 we write a necessary and sufficient condition for the boundary value problems of linear differential systems to possess a unique solution. We also point out how the domain of uniqueness of the boundary value problem may be extended.

In §4 we modify the results of §3 to nonlinear differential systems.

In §5 we illuminate Kim's result [28], and show how nonuniqueness on the boundary ∂D of a simply connected domain D, is related to uniqueness of the boundary value problem in D.

In §6 we discuss sufficient conditions for the uniqueness of a special
form of boundary conditions for "triangular" nonlinear systems. In §7
we make use of quadratic forms to obtain other sufficient conditions for
uniqueness of special boundary value problems.
In §8 we characterize "best possible constants" for uniqueness of
boundary value problems, and in §9 we estimate them.
In §10 we conclude with some historical remarks.

2. Preliminaries. Let

\[ \dot{y}' = \bar{f}(t, \bar{y}) \]

be a nonlinear differential system where \( \bar{y}(t) \) is an \( n \)-column vector

\[ \bar{y}(t) = \begin{bmatrix} y_1(t) \\ \vdots \\ y_n(t) \end{bmatrix}, \]

and \( \bar{f}(t, \bar{y}) \) an \( n \) column vector function defined in a domain to be
introduced below.

**Notation 2.1.** Let \( D \) be either the interval \([a, b]\), or an open
simply connected domain in \( \mathbb{C} \) with boundary \( \partial D \) which is a piecewise-
smooth closed Jordan path. We also denote by \( \bar{D} \) the closure of \( D \).

**Assumption 2.1.** The vector function \( \bar{f}(t, \bar{y}) \) is analytic in \( D \times \mathbb{C}^n \),
for \( D \subset \mathbb{C} \).

**Assumption 2.2.** The vector function \( \bar{f}(t, \bar{y}) \) is continuous in
\( (D \cup \partial D) \times \mathbb{C}^n \), for \( D \subset \mathbb{C} \).

**Assumption 2.3.** The vector function \( \bar{f}(t, \bar{y}) \) is a mapping from
\([a, b] \times \mathbb{R}^n \) into \( \mathbb{R}^n \) or from \([a, b] \times \mathbb{C}^n \) into \( \mathbb{C}^n \), such that;

(i) for every fixed \( \bar{y} \), \( \bar{f}(t, \bar{y}) \) is piecewise continuous in \([a, b]\).

(ii) for every fixed \( t \), \( \bar{f}(t, \bar{y}) \) and its Jacobian, \( \bar{f}_t(t, \bar{y}) \) are continuous
in \( \mathbb{R}^n \) or \( \mathbb{C}^n \).

**Notation 2.2.** B.V.P. will be the abbreviation of Boundary Value
Problem.

**Notation 2.3.** A solution of (2.1) will be an analytic \( n \)-column
vector function \( \bar{y}(t) \) on \( D \), continuously differentiable in \( D \cup \partial D \) which
satisfies (2.1) subject to assumptions 2.1, 2.2, or a piecewise smooth
\( n \)-column vector function \( \tilde{y}(t) \) on \([a, b]\) which satisfies (2.1) subject to assumption 2.3.

**Notation 2.4.** Let \( \tilde{y}(t), \hat{y}(t) \) be two solutions of (2.1), we denote by \( B(t, \tilde{y}, \hat{y}) \) the following matrix

\[
B(t, \tilde{y}, \hat{y}) = \int_{0}^{1} \tilde{f}_{y}(t, (\lambda \tilde{y}(t) + (1 - \lambda)\hat{y}(t)))d\lambda
\]

**Notation 2.5.** The nonhomogeneous linear system (2.3) will be

\[
\tilde{y}' = f(t, \tilde{y}) = A(t)\tilde{y} + \tilde{g}(t)
\]

where \( A(t) \) is an \( n \times n \) matrix and \( \tilde{g}(t) \) is an \( n \)-column vector.

**Notation 2.6.** The homogeneous linear system (2.2) will be

\[
\tilde{y}' = \tilde{f}(t, \tilde{y}) = A(t)\tilde{y}
\]

where \( A(t) \) is an \( n \times n \) matrix.

**Notation 2.7.** We denote by \( E \) the \( n \times n \) identity matrix.

**Notation 2.8.** Whenever encountered, for \( t_1, t_2 \) two points belonging to a domain \( D \), then; if \( D = [a, b] \) the integration path is taken along a real segment.

If \( D \) is a domain in the complex plane, \( \int_{t_1}^{t_2} \) will be assumed to be taken along a simple Jordan arc imbedded in \( D \) and which connects \( t_1 \) and \( t_2 \).

In order to bring out that the integration in the complex plane is taken along a specific simple Jordan arc \( \Gamma \), we will use the notation \( \int_{t_1}^{t_2} \).

**Notation 2.9.** We denote by \( C(t, t_0) \) the solution of the matrix integral equation

\[
C(t, t_0) = E + \int_{t_0}^{t} B(s, \tilde{y}, \hat{y})C(s, t_0)ds
\]

where \( t, t_0 \) belong to \([a, b]\) or to \( D \cup \partial D \).

Similarly we denote by \( Q(t, t_0) \) the solution of the integral equation
\begin{align}
Q(t, t_0) &= E + \int_{t_0}^{t} A(s)Q(s, t_0)ds. \\
\end{align}

We recall that $C(t, t_0)$, $Q(t, t_0)$ are given by the infinite series

\begin{align}
C(t, t_0) &= E + \int_{t_0}^{t} B(s, \hat{y}, \hat{y})ds + \int_{t_0}^{t} B(s, \hat{y}, \hat{y}) \int_{t_0}^{s} B(s_1, \hat{y}, \hat{y})ds_1ds + \cdots \\
\end{align}

\begin{align}
Q(t, t_0) &= E + \int_{t_0}^{t} A(s)ds + \int_{t_0}^{t} A(s) \int_{t_0}^{s} A(s_1)ds_1ds + \cdots \\
\end{align}

We define the operator $T^n$, $n = 0, 1, \cdots$ as follows

\begin{align}
T^0 &= E, \quad T^1 = \int_{t_0}^{t} A(s)ds, \\
T^n &= \int_{t_0}^{t} A(s) \int_{t_0}^{s} A(s_1) \cdots \int_{t_0}^{s_{n-1}} A(s_{n-1})ds_{n-1}ds_{n-2} \cdots ds_1ds, \quad n \geq 1.
\end{align}

We observe that

\begin{align}
Q(t, t_0) &= \sum_{n=0}^{\infty} T^n. \\
\end{align}

**NOTATION 2.10.** Let $\hat{y}(t)$ be a solution of (2.1).

Let $t_i \in D$, $i = 1, \cdots, m$ (or $t_i \in D \cup \partial D$), be $m$ points, not necessarily distinct. Let $P_i$, $i = 1, \cdots, m$, be $m$ $n \times n$ matrices. Then the boundary conditions will be given by the equation

\begin{align}
\sum_{i=1}^{m} P_i\hat{y}(t_i) = \bar{C}, \\
\end{align}

where $\bar{C}$ is a given $n$-column vector belonging to $\mathbb{R}^n$ or $\mathbb{C}^n$.

Throughout the paper, it will be assumed that $(\sum_{i=1}^{m} P_i)$ is invertible.

**NOTATION 2.11.** We denote by $\hat{\eta}$ the initial value taken by the solution $\hat{y}(t)$ at the initial point $t_0$. 
3. A uniqueness criteria. We are ready now to formulate a necessary and sufficient condition for linear differential systems to possess a unique solution to B.V.P. (2.1), (2.10).

**Proposition 3.1.** Given B.V.P. (2.1), (2.10) let Assumptions 2.1, 2.2 or Assumption 2.3 be satisfied then:

(i) The B.V.P. (2.1), (2.10) has a unique solution iff

\[
d(t_0, t_1, t_2, \ldots, t_m) \neq 0,
\]

where

\[
d(t_0, t_1, t_2, \ldots, t_m) = \det \left( \sum_{i=1}^{m} P_i + \sum_{i=1}^{m} P_i \int_{t_0}^{t_i} A(s)Q(s, t_0)ds \right)
\]

(ii) Let L and R be \( n \times n \) invertible matrices. Then B.V.P. (2.3), (2.10), has a unique solution iff

\[
\det \left[ L \left( \sum_{i=1}^{m} P_i \right) R + \sum_{i=1}^{m} LP_i \int_{t_0}^{t_i} A(s)Q(s, t_0)Rds \right] \neq 0
\]

(iii) Choose in (3.3) \( L = (\sum_{i=1}^{m} P_i)^{-1} \) and \( R = E \).

We denote by

\[
\hat{P}_i = \left( \sum_{i=1}^{m} P_i \right)^{-1} P_i
\]

Then B.V.P. (2.1), (2.10) has a unique solution iff

\[
\det \left[ E + \sum_{i=1}^{m} \hat{P}_i \int_{t_0}^{t_i} A(s)Q(s, t_0)ds \right] \neq 0.
\]

**Proof.** With the Notation 2.11, let \( \tilde{y}(t) \) and \( \hat{y}(t) \) be two solutions to B.V.P. (2.3), (2.10). Then by

\[
\tilde{y}(t_i) = Q(t_i, t_0)\tilde{\eta} = \tilde{\eta} + \left( \int_{t_0}^{t_i} A(s)Q(s, t_0)ds \right) \tilde{\eta},
\]

\[
\hat{y}(t_i) = Q(t_i, t_0)\hat{\eta} = \hat{\eta} + \left( \int_{t_0}^{t_i} A(s)Q(s, t_0)ds \right) \hat{\eta}.
\]

Utilizing (3.6), (3.7) one obtains from (2.10) by subtraction

\[
\sum_{i=1}^{m} P_i[\tilde{y}(t) - \hat{y}(t)] = \left[ \sum_{i=1}^{m} P_i + \sum_{i=1}^{m} P_i \int_{t_0}^{t_i} A(s)Q(s, t_0)ds \right] (\tilde{\eta} - \hat{\eta}) = \tilde{0}.
\]
Formula (3.8) immediately yields the results (i) to (iii) of our proposition. An inspection of formula (3.2) shows that if \( A = 0 \) on \( D \) then (3.2) is satisfied. This is a first justification to the assumption that \((\Sigma_{i=1}^{n} P_i)\) is invertible. If we let \( t_i = t \) for \( i = 1, 2, \cdots, m \), then

\[
\text{det} \left[ \sum_{i=1}^{m} P_i + \sum_{i=1}^{m} P_i \int_{t_0}^{t_i} A(s)Q(s, t_0)ds \right] \\
= \left[ \text{det} \left( \sum_{i=1}^{m} P_i \right) \right] \left[ \text{det} \left( E + \int_{t_0}^{t} A(s)Q(s, t_0)ds \right) \right].
\]

From formula (3.9) we get

\[
\text{det} \left( E + \int_{t_0}^{t} A(s)Q(s, t_0)ds \right) \neq 0 \quad \text{for} \quad t \in D,
\]

therefore if we would like our uniqueness criteria to include initial value problems then assumption on the invertability of \((\Sigma_{i=1}^{n} P_i)\) is necessary. It is also easily observed from formula (3.2) that if \( A \) is “small” then by (2.6), \( Q(t_1, t_0) \) is also small. Therefore if \( A(t) \) is “small” enough then

\[
\left( \sum_{i=1}^{m} P_i \int_{t_0}^{t_i} A(s)Q(s, t_0)ds \right)
\]

is small enough and this implies that the “perturbation” of the invertible matrix \((\Sigma_{i=1}^{n} P_i)\) will be still invertible to guarantee a unique solution to B.V.P. (2.1), (2.10). The uniqueness criteria for the Nicoletti problem which appears in the literature under the term nonoscillation is a particular case of our formulation.

**Proposition 3.2.** Assume the systems (2.3) and (2.4) to satisfy Assumptions 2.1, 2.2, or 2.3.

Then B.V.P. (2.3), (2.10) has a unique solution for every vector \( \tilde{C} \) and every \( m \) points \( t_i \in D, \quad i = 1, 2, \cdots, m \) iff the only solution to the B.V.P. \( \Sigma_{i=1}^{n} P_i \tilde{y}(t_i) = 0 \) of the system (2.4), for every \( m \) points \( t_i \in D \), is the zero solution.

**Proof.** The difference of two solutions of (2.3) is a solution of the corresponding homogeneous system.

**Proposition 3.3.** Let (2.3), (2.4) satisfy Assumptions 2.1, 2.2, or 2.3.
Denote by $P_{Ni}, i = 1, 2, \ldots, n$ the matrices which have all of their entries zero, except the entry in the $(i, i)$ place is 1.

\[
P_{Ni} = \begin{bmatrix}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1 \\
\end{bmatrix}
\]

Then (2.4) is nonoscillatory on $D$ iff for every $n$ points $t_i \in D, i = 1, 2, \ldots, n$

\[
\text{det} \left[ E + \sum_{i=1}^{n} P_{Ni} \int_{t_0}^{t_i} A(s)Q(s, t_0)ds \right] \neq 0.
\]

**Proof.** This follows from the observation

\[
\sum_{i=1}^{n} P_{Ni} \tilde{y}(t_i) = \begin{bmatrix}
y_1(t_1) \\
y_2(t_2) \\
\vdots \\
y_n(t_n)
\end{bmatrix}
\]

and Proposition 3.1.

We observe from Proposition 3.1 part (ii) that the B.V.P. (2.10), and the B.V.P. with

\[
\sum_{i=1}^{m} LP_{i} \tilde{y}(t_i) = \tilde{C}
\]

are equivalent from the point of view of uniqueness.

We make another observation.

**Proposition 3.4.** Assume 2.1, 2.2 or 2.3 to hold in $D$ and in a larger domain $\hat{D}$ with $D \subset \hat{D}$ and $\hat{D}/D \neq \emptyset$ for the system (2.3). Assume B.V.P. (2.3), (2.10) to possess a unique solution in $D$. Then there exists a domain $\check{D}, D \subset \check{D} \subset \hat{D}$ such that $\check{D}/D \neq \emptyset$, and is such that B.V.P. (2.3), (2.10) has a unique solution in $\check{D}$. 
Proof. Since \( d(t_0, t_1, t_2, \cdots, t_m) \) is a continuous function in all of its variables for \( t_i \in D \) and for \( t_i \in \tilde{D}, \ i = 0, 1, \cdots, n \), it follows by Proposition 3.1 that \( d(t_0, t_1, t_2, \cdots, t_m) \neq 0 \) in a domain \( \tilde{D} \) with the desired properties.

4. Uniqueness and non-linear systems. We point out in this section the modified results of §3 which carry over to nonlinear systems.

PROPOSITION 4.1. Let \( \tilde{y}(t), \hat{y}(t) \), be two solutions of the system (2.1) which satisfies Assumptions 2.1, 2.2 or Assumption 2.3.

Then their difference \( \tilde{z}(t) \),

\( \tilde{z}(t) = \tilde{y}(t) - \hat{y}(t) \),

satisfies the linear differential system

\( \tilde{z}' = B(t, \tilde{y}, \hat{y}) \tilde{z} \),

and the integral equation

\( \tilde{z}(t) = \tilde{z}(t_0) + \int_{t_0}^{t} B(s, \tilde{y}, \hat{y}) \tilde{z}(s) ds. \)

Proof. Since \( \tilde{y}(t), \hat{y}(t) \) are solutions of (2.1) we obtain by subtraction

\( \tilde{y}'(t) - \hat{y}'(t) = B(t, \tilde{y}, \hat{y})(\tilde{y}(t) - \hat{y}(t)) \)

using Notation 2.4. Formula (4.1) yields immediately (4.2) and (4.3).

PROPOSITION 4.2. With the assumptions of Proposition 4.1 we have

(i) The B.V.P. (2.1), (2.10) has a unique solution if

\( d(t_0, t_1, \cdots, t_m, \tilde{y}, \hat{y}) \neq 0 \)

where

\( d(t_0, t_1, \cdots, t_m, \tilde{y}, \hat{y}) = \det \left[ \sum_{i=1}^{m} P_i + \sum_{i=1}^{m} P_i \int_{t_0}^{t} B(s, \tilde{y}, \hat{y}) C(s, t_0) ds \right]. \)

(ii) Let \( L \) and \( R \) be \( n \times n \) invertible matrices, then B.V.P. (2.1), (2.10) has a unique solution if
(4.7) \[ \det \left[ L \left( \sum_{i=1}^{m} P_i \right) R + \sum_{i=1}^{m} LP_i \int_{t_0}^{t} B(s, \hat{y}, \hat{y}) C(s, t_0) Rs \right] \neq 0 \]

(iii) Choose in (4.7) \( L = (\Sigma P_i)^{-1} \) and \( R = E \) using the notation of (3.4), we have that B.V.P. (2.1), (2.10) has a unique solution if

\[ \det \left[ E + \sum_{i=1}^{m} \hat{P}_i \int_{t_0}^{t} B(s, \hat{y}, \hat{y}) C(s, t_0) ds \right] \neq 0. \]

**Proof.** By use of Proposition 4.1 we deduce that if \( \hat{y}(t), \hat{\hat{y}}(t) \), are two solutions which satisfy (2.1), (2.10), then their difference satisfies the linear differential system (4.2). We deduce further that

\[ \left( \sum_{i=1}^{m} P_i + \sum_{i=1}^{m} P_i \int_{t_0}^{t} B(s, \hat{y}, \hat{y}) C(s, t_0) ds \right) (\hat{\eta} - \hat{\hat{\eta}}) = 0. \]

Formula (4.9) implies that if (4.5) holds then \( \hat{\eta} - \hat{\hat{\eta}} = 0 \). Since our system is locally Lipschitzian, \( \hat{\eta} = \hat{\hat{\eta}} \) implies \( \hat{y}(t) = \hat{\hat{y}}(t) \) for every \( t \in D \) and parts (i) to (iii) follow.

We turn now to an analog of Proposition 3.4.

**Proposition 4.3.** Let Assumptions 2.1, 2.2 or 2.3 hold on a domain \( \bar{D} \) and \( \hat{D} \).

Let \( \bar{D} \subset \hat{D} \) and \( \hat{D}/D \neq \emptyset \).

Let \( d(t_0, t_1, \cdots, t_m, \hat{y}, \hat{\hat{y}}) \neq 0 \) for any two solutions of (2.1), for all \( t_i \in \bar{D}, i = 0, 1, \cdots, m \), (including \( \hat{y}(t) = \hat{\hat{y}}(t) \)).

Assume B.V.P. (2.1), (2.10) to possess a unique solution in \( \bar{D} \) for \( t_i \in \bar{D}, i = \bar{D}, 1, \cdots, m \).

Assume that from the family of pairs of distinct solutions of B.V.P. (2.1), (2.10) in \( \bar{D} \) it is always possible to choose a uniformly convergent subsequence of pairs of solutions. Then B.V.P. (2.1), (2.10) has a unique solution for all \( t_i \in \bar{D}, i = 0, 1, \cdots, m \) where \( \bar{D} \) is a domain such that \( \bar{D} \subset \bar{D} \subset \hat{D} \) and \( \hat{D}/\bar{D} \neq \emptyset \).

**Proof.** Assume on the contrary that there does not exist a \( \hat{D} \) with the required properties.

Let \( D_r \) be a sequence of connected domains such that \( \cap r \neq D_r = \bar{D}, \bar{D} \subset \bar{D}, \subset D_n, \cdots, \subset D_2 \subset D_1 \) and \( D_r/D \neq \emptyset \). Then there exist \( m \) tuples \( (t_{1r}, \cdots, t_{mr}) \), \( r = 1, 2, \cdots \), with at least one coordinate in \( D_r/D \), and there exist pairs of distinct solutions \( \langle \hat{y}_r(t), \hat{\hat{y}}_r(t) \rangle \) in \( \bar{D} \), such that

\[ d(t_{1r}, \cdots, t_{mr}, \hat{y}_r, \hat{\hat{y}}_r) = 0 \]
and such that

\[(4.11) \quad \lim_{r \to \infty} \hat{y}(t) = \hat{y}(t) \quad \text{and} \quad \lim_{r \to \infty} \hat{y}_i(t) = \hat{y}_i(t).\]

Choose now in (4.10) a subsequence of \(r = 1, 2, \cdots\) namely \(r_k \to \infty\) with \(k \to \infty\) such that \(t_{ik} \to t_i\) and \(t_i \in \bar{D}\). This yields a contradiction to our assumption.

5. Nonuniqueness.

**Proposition 5.1.** Let Assumptions 2.1, 2.2 hold for the system (2.3).

Assume B.V.P. (2.3), (2.10) has a unique solution for all \(t_i \in D, i = 1, \cdots, m,\) and all \(\vec{C} \in \mathbb{C}^n,\) but does not have a unique solution for all \(t_i \in D \cup \partial D, i = 1, \cdots, m,\) and all \(\vec{C} \in \mathbb{C}^n.\)

Then there exist two distinct solutions to B.V.P. (2.3), (2.10), with \(t_i \in \partial D, i = 1, \cdots, m.\)

**Proof.** This theorem is a corollary of the maximum principle. Consider \(d(t_0, t_1, t_2, \cdots, t_m)\) as a function of \(m\) variables in the closed domain \((D \cup \partial D)^m\) and also as a function of \(m\) variables in the open domain \(D^m.\)

Consider now a sequence of simply connected open domains \(D_r, r = 1, 2, \cdots\)

\[D_1 \subset D_2 \subset D_3, \cdots, \subset D, \subset \bar{D}.\]

Denote their boundaries by \(\partial D_r,\) and let \(\partial D_i \cap \partial D_j = \emptyset\) for \(i \neq j\) and \(\partial D_r \cap \partial D = \emptyset.\) Let also \(\bigcup_{r=1}^\infty D_r = D.\)

By Proposition 3.1, \(d(t_i, t_1, \cdots, t_m) \neq 0\) for \(t_i \in D_r, r = 1, 2, \cdots.\) Therefore by the maximum principle

\[(5.1) \quad \min_{t_i \in \partial D_r} |d(t_0, t_1, \cdots, t_m)| = |d(t_0, t_1, t_2, \cdots, t_m)|, \quad t_i \in D \cup \partial D,

where \(t_i \in \partial D_r, i = 1, 2, \cdots, m.\)

This follows from the fact that our function \(d(t_0, t_1, \cdots, t_m)\) is analytic in \((D \cup \partial D_r)^m.\)

Let \((t_1, \cdots, t_m)\) be an \(m\)-tuple in \((D \cup \partial D)^m\) such that \(d(t_0, t_1, \cdots, t_m) = 0\) and such that at least one of the coordinates \(t_i\) belongs to \(\partial D.\)

Choose a sequence \((t_{ir}, \cdots, t_{mr})\) of \(m\)-tuples which converges to \((t_1, \cdots, t_m)\) for \(r \to +\infty,\) such that \(t_{ir} \in D_r \cup \partial D_r.\)

By (5.1) we have
Choose a subsequence from \( r = 1, 2, \cdots \) such that \( (\hat{t}_{1r}, \cdots, \hat{t}_{mr}) \) tends to some point \( (\hat{t}_1, \cdots, \hat{t}_m) \) for \( k \to \infty \), \( \hat{t}_i \in \partial D \).

Since

\[
\lim_{k \to \infty} \left| d(t_{0r}, t_{1r}, \cdots, t_{mr}) \right| = 0
\]

we obtain \( d(\hat{t}_1, \cdots, \hat{t}_m) = 0 \) and the result follows.

We thus obtain Kim's result [28].

**Proposition 5.2.** Let (2.4) satisfy assumptions of Proposition 5.1. Let (2.4) be oscillatory on \( D \cup \partial D \) but non-oscillatory on \( D \). Then (2.4) is oscillatory on \( \partial D \).

**Proof.** Choose in Proposition 5.1 the matrices \( P_{ni} \) given by (3.11), \( m = n \), and observe by Proposition 3.3 the equivalence of nonoscillation and the uniqueness of B.V.P. (2.4), (2.10).

**6. A sufficient condition for uniqueness.** In this section we show that a special form of the matrices in (2.10) combined with a proper form of the vector function \( \vec{f}(t, \vec{y}) \) leads to uniqueness of B.V.P. (2.1), (2.10).

**Proposition 6.1.** Let Assumptions 2.1, 2.2 or 2.3 be satisfied.
Let \( \vec{f}(t, \vec{y}) \) be such that

\[
\vec{f}_i(t, \vec{y}) = f_i(t, y_1, \cdots, y_i), \quad i = 1, 2, \cdots, m,
\]

namely that \( \vec{f}_i(t, \vec{y}) \) depends on \( y_1, \cdots, y_i \) but not on \( y_{i+1}, \cdots, y_n \).

Let the matrices \( P_i \) which appear in (2.10) be such that:
- \( P_i \) are lower triangular matrices having all elements of the diagonals of \( P_i \) zero except the element in the \((i, i)\) place.

In each \( P_i \) the first \( i - 1 \) rows have zero elements. Also, take \( n = m \) in (2.10).

\[
P_i = (p_{jk})^i = \begin{bmatrix}
0 & & 0 \\
0 & \cdots & 0 \\
0 & \cdots & 0 \\
0 & \cdots & 0 \\
p_{ii}' & \cdots & 0 \\
& \cdots & 0 \\
& & 0 \\
& & 0 \\
& & 0
\end{bmatrix}
\]

\( p_{ii}' \neq 0, \ p_{jk}' = 0 \) for \( k \geq j, \ k \neq j = i \).
Let \( y(t), \hat{y}(t) \) be two solutions of B.V.P. (2.1), (2.10). Then \( \hat{y}(t) = \hat{y}(t) \).

Proof. Because of the structure of \( \bar{f}(t, \hat{y}) \) it is easily verified that \( B(s, \hat{y}, \hat{y}) \) is a lower triangular matrix and therefore \( C(s, t_0) \) is also lower triangular. Inspection of the formula (4.6) reveals that condition (4.5) will be satisfied if the elements on the diagonal of the lower triangular matrix

\[
\left( \sum_{i=1}^{m} P_i + \sum_{i=1}^{m} P_i \int_{t_0}^{t} B(s, \hat{y}, \hat{y})C(s, t_0)ds \right),
\]

are nonzero.

But this is true since the elements of the diagonal of the above matrix have the form

\[
p_i \exp \left( \int_{t_0}^{t} b_{ii}(s, \hat{y}, \hat{y})ds \right)
\]

where \( b_{ii}(s, \hat{y}, \hat{y}) \) are the corresponding elements on the diagonal of \( B(s, \hat{y}, \hat{y}) \).

A more direct proof of this theorem proceeds as follows.

By the structure of the \( P_i, i = 1, 2, \cdots, n \) one obtains that \( y_i(t) \) and \( \hat{y}_i(t) \) satisfy a first order differential equation and \( y_i(t_i) = \hat{y}_i(t_i) \) which implies \( y_i(t) = \hat{y}_i(t) \) on \( D \).

Assume by induction that \( y_j(t) = \hat{y}_j(t) \) on \( D \) for \( j < n \) and proceed to prove \( y_{j+1}(t) = \hat{y}_{j+1}(t) \) on \( D \).

This is true since \( \hat{y}_{j+1}(t) \) and \( y_{j+1}(t) \) are solutions of the same first order differential equation \( y' = f_{j+1}(t, y_1(t), \cdots, y_j(t), y) \) and satisfy the same initial condition at \( t_{j+1} \).

7. A positivity criterion for uniqueness. Let us borrow a definition which is a variant of a common concept in the theory of quadratic forms.

**Definition 7.1.** An \( n \times n \) real matrix \( A \) will be called positive definite (positive semi-definite) if the quadratic form \( x'Ax \) is positive definite (positive semi-definite). By this definition \( A \) need not be a symmetric matrix.

We denote by \( x \), a real \( n \) column vector, and by \( x' \) its transpose.

**Definition 7.2.** An \( n \times n \) complex matrix \( A \) will be called positive definite (positive semi-definite) if for every \( n \)-column vector \( x \), the form \( \bar{x}'Ax \) is "positive definite" ("positive semi-definite"). \( \bar{x} \) is the conjugate of \( x \).
Proposition 7.1. Let $A(t)$ be a real $n \times n$ matrix function piecewise-continuous on $[a, b]$. Let $g(t)$ be an $n$-column vector function piecewise-continuous on $[a, b]$.

Let $A(t)$, $L$, $R$, $P_i$, $i = 1, 2, \ldots, m$ be $n \times n$ real matrices such that:
- $L(\sum_{i=1}^{m} P_i)R$ is positive definite,
- $LP_i(\prod_{j=1}^{i} A(t_j))R$ are positive semi-definite matrices for $i = 1, 2, \ldots, m$,
- $n = 1, 2, \ldots$.

Then B.V.P. (2.3), (2.10) has a unique solution. (We consider only real solutions).

Proof. We use Proposition 3.1, formula (3.2). Multiply the matrix in (3.3) on the right by $x$ and on the left by $x'$.

Then (3.2) holds iff for any nonzero vector $x$ the quadratic form

$$x' L \left( \sum_{i=1}^{m} P_i \right) Rx + \sum_{i=1}^{m} x' L P_i \int_{t_0}^{t_i} A(s) Q(s, t_0) R x ds$$

is positive.

Since by assumption $x' L (\sum_{i=1}^{m} P_i) R x$ is positive it suffices to show that for every $i = 1, 2, \ldots, m$

$$V_i = x' L P_i \int_{t_0}^{t_i} A(s) Q(s, t_0) R x ds,$$

is nonnegative. By use of the infinite series (2.9) we get

$$V_i = x' P_i \int_{t_0}^{t_i} A(s) \sum_{n=0}^{\infty} T^n R x ds.$$ 

Our result will follow if $V_{in}$ given by

$$V_{in} = x' L P_i \int_{t_0}^{t_i} A(s) T^n R x ds, \quad i = 1, \ldots, m, \quad n = 0, 1, \ldots,$$

is nonnegative.

We choose $t_0 = a$ and proceed to prove that $V_{in}$ given by

$$V_{in} = \int_{t_0}^{t_i} \int_{t_0}^{\xi} \ldots \int_{t_0}^{\xi_n} x' L P_i A(s) \left( \prod_{j=1}^{n} A(\xi_j) \right) R x d\xi_m \ldots d\xi_1 ds,$$

is nonnegative. (The formula (7.5) is valid for $n > 1$; its modification for $n = 0, 1$, is obvious). But this is true since $t_i \geq t_0$ and the integrand is a
nonnegative function, and the result follows. A similar result holds for complex-valued systems.

We state the result as a proposition without proof.

**Proposition 7.2.** Assume the $n \times n$ matrix function $A(t)$ and the $n$-column vector function $\tilde{g}(t)$ to be piecewise-continuous on $[a, b]$.

Let $A(t), L, R, P_i, i = 1, 2, \ldots, m$ be $n \times n$ matrices such that:

$L(\sum_{i=1}^{m} P_i) R$ is a positive definite matrix,

$LP_i(\sum_{i=1}^{m} A(t_i)) R$ are positive semi-definite matrices for $i = 1, 2, \ldots, m, r = 1, 2, \ldots$.

Then B.V.P. (2.3), (2.10) has a unique solution.

We turn to a variant of Proposition 7.1 and 7.2.

**Proposition 7.3.** Assume the $n \times n$ function matrix $A(t)$ and the $n$-column vector function $\tilde{g}(t)$ to be piecewise-continuous on $[a, b]$.

Let $A(t), L, R, P_i, i = 1, 2, \ldots, m$ be $n \times n$ matrices such that:

$L(\sum_{i=1}^{m} P_i) R$ is a positive definite matrix,

$L \sum_{i=1}^{m} (\sum_{j=i+1}^{m} P_j) A(\xi_j) R$ for $\nu = 1, 2, \ldots, m - 1, r = 1, 2, \ldots$ are positive semi-definite matrices.

Then B.V.P. (2.3), (2.10) has a unique solution if $t_1 \leq t_2, \ldots, \leq t_m$.

**Proof.** The proof follows by rearranging the terms that appear in the matrix considered in (3.3).

Since

$$\sum_{i=1}^{m} P_i \int_{t_0}^{t_1} A(s)Q(s, t_0) ds = \sum_{\nu=0}^{m-1} \left( \sum_{i=\nu+1}^{m} P_i \right) \int_{t_\nu}^{t_{\nu+1}} A(s)Q(s, t_0) ds,$$

we obtain by Proposition 3.1,

$$\det \left[ \sum_{i=1}^{m} P_i + \sum_{\nu=0}^{m-1} \left( \sum_{i=\nu+1}^{m} P_i \right) \int_{t_\nu}^{t_{\nu+1}} A(s)Q(s, t_0) ds \right] \neq 0$$

implies that B.V.P. (2.3), (2.10) has a unique solution.

We choose in (7.7) $t_0 = t_1$ and repeat the argument of Proposition 7.1 to obtain the desired result.

Our theorem requires that a product of matrices be positive definite. We may expect in some circumstances to use the well known theorems where the signs of minors of a symmetric matrix are used to determine whether it is positive definite. With this in mind, we mention the following lemma.

**Lemma 7.1.** Let $A$ and $B$ be two $n \times n$ totally positive matrices (See Karlin [25] Ch. 1), then $AB$ is a totally positive matrix.
Proof. See Karlin [25] Ch. 1, 2.

We thus have obtained the following proposition.

**Proposition 7.4.** Let $A(t)$ be an $n \times n$ matrix function and $g(t)$ an $n$ vector function both piecewise continuous on $[a, b]$. Let the matrices $L, R, P_i, i = 1, 2, \ldots, m, \sum_{i=1}^{m} P_i, A(t)$ be totally positive.

Let $L(\sum_{i=1}^{m} P_i)R, LP_i(\prod_{i=1}^{m} A(\xi_i))R$ be symmetric matrices. Then B.V.P. (2.3), (2.10) has a unique solution.

**Proof.** By lemma 7.1 all the principal minors of the symmetric matrices that are involved in $V_i$ and $V_{in}$ (7.3), (7.5), are nonnegative. This implies by Gantmacher [15] Ch. X, that $V_i$ are nonnegative definite.

Similarly, $L(\sum_{i=1}^{m} P_i)R$ is symmetric and has all its principal minors positive. Thus, all conditions of Proposition 7.1 are fulfilled; and the result follows.

**An Example.** Let $P_i, i = 1, 2, \ldots, m,$ be totally positive symmetric matrices which commute with the totally positive symmetric matrix $A$. Let $z(t)$ be a nonnegative, piecewise continuous function on $[a, b]$.

Let the eigenvalues of $(\sum_{i=1}^{m} P_i)$ be positive. Then the B.V.P.

$$\ddot{y}' = a(t)Ay,$$
$$\sum_{i=1}^{m} P_i y(t_i) = \bar{C}.$$ 

has a unique solution. This is true by choosing in Proposition 7.4 $L = R = E$.

**8. Characterization of best constants.** We are going to determine the existence of best constants $\rho$ such that

$$(8.1) \quad \int_{a}^{b} \|A(t)\| dt < \rho,$$

will imply that B.V.P. (2.3), (2.10) has a unique solution. First, consider a couple of lemmas borrowed from Schwarz [53].

**Lemma 8.1.** With every simply connected domain $D$ which has at least two boundary points, there exists a family of nonintersecting, smooth, closed Jordan arcs $\partial D_r$, depending continuously on the parameter $r, 0 < r < 1$, such that the interiors of $\partial D_r$ are bounded simply-connected domains $D_r$.

Moreover;
Proof. The lemma is a corollary of Riemann's mapping theorem. If \( \varphi(z) \) is the univalent function in \( |z| < 1 \) which maps the unit circle onto \( D \), then \( \partial D_n \) are the level curves corresponding to \( |z| = r \), and \( D_r \) are the images of \( |z| < r \) under \( \varphi(z) \).

**LEMMA 8.2.** Let \( A(z) \) be an analytic matrix function in \( D \), continuous in \( D \cup \partial D \). Define \( I(r) \) for \( 0 \leq r < 1 \) to be

\[
I(r) = \int_{\partial D_r} \| A(z) \| \, |dz|,
\]

and set

\[
I(1) = \lim_{r \to 1} I(r),
\]

whenever the limit exists.

(If \( I(1) < \infty \), \( A(z) \) is said to belong to \( H_1 \)). Then \( \| A(z) \| \) is a continuous subharmonic function in \( D \); and \( I(r) \) is a nondecreasing function of \( r \). Moreover, if \( I(1) < \infty \), then there exists a constant \( c \) such that

\[
\int_{t_0}^{t} \| A(s) \| \, ds \leq c \int_{\partial D} \| A(z) \| \, |dz| = cI(1),
\]

where \( t_0 = \varphi(0) \), \( t = \varphi(\text{Re}^{i\theta}) \in D \), and \( \Gamma_n \), the path of integration, is the image of the segment \( s = re^{i\theta}, 0 \leq r \leq R \).

**Proof.** This lemma is a restatement of Lemmas 2 and 3 in Schwarz [53].

**DEFINITION 8.1.** Let \( \| \| \) be any norm defined in the set of \( n \times k \) matrices, and such that
where \( A, B \) are \( n \times k \) and \( k \times v \) matrices respectively. The number \( \alpha \) may depend on \( A \) and \( B \) but \( \hat{\alpha} \) given by

\[
\hat{\alpha} = \sup_{\alpha < \infty}
\]

is independent of \( A \) and \( B \). Such a norm will be referred to as an algebra norm.

**Proposition 8.1.** Let \( \| \| \) be an algebra norm.

(i) Let (2.1), (2.3) satisfy Assumptions 2.3. Then there exists a best possible constant \( \rho_i, 0 < \rho_i \leq \infty \) such that

\[
\int_a^b \| B(s, \tilde{y}, \tilde{\gamma}) \| ds < \rho_i
\]

implies B.V.P. (2.1), (2.10) has a unique solution.

\[
\rho_i = \inf_a^b \| A(s) \| ds = \sup r
\]

where the \( \inf \) is taken over all matrices \( A(t) \) piecewise continuous on \([a, b]\) and satisfying

\[
\det \left( \sum_{i=1}^m P_i + \sum_{i=1}^m P_i \int_{t_{i-1}}^{t_i} A(s)Q(s, t_0)ds \right) = 0
\]

\[
t_i \in D, \quad i = 0, 1, \cdots, m.
\]

The \( \sup \) is taken over all \( r \) such that

\[
\int_a^b \| A(s) \| ds < r
\]

implies B.V.P. (2.3), (2.10) has a unique solution.

**Remark.** If \( A(t) \) is a matrix function on \([a, b]\), and \( \tilde{y}(t), \tilde{\gamma}(t) \), of (8.11), are real valued solutions of (2.1), (2.10), we will obtain some \( \rho_i \) which will be denoted by \( \rho_{ir} \).

If \( A(t) \) is a complex valued matrix function on \([a, b]\), and \( \tilde{y}(t), \tilde{\gamma}(t) \), of (8.11) are complex valued vector solutions of (2.1), (2.10), we will obtain some \( \rho_i \) that will be denoted by \( \rho_{ic} \).

Clearly, \( \rho_{ic} \leq \rho_{ir} \).
(ii) Let (2.1) and (2.3) satisfy Assumption 2.1. Then there exists a best possible constant $\rho_D$, $0 < \rho_D \leq \infty$ such that for fixed $t_0 \in D$ and every $t \in D$ connected to $t_0$ by a Jordan path $\Gamma \subset D$, the inequality
\begin{equation}
\int_{t_0}^t \| B(s, y, \dot{y}) \| \, ds < \rho_D
\end{equation}

implies B.V.P. (2.1), (2.10) has a unique solution.

\begin{equation}
\rho_D = \inf \int_{t_0}^t \| A(s) \| \, ds = \sup r
\end{equation}

where the inf is taken over all $A(t)$ which satisfy Assumptions 2.1, and are such that
\begin{equation}
\det \left( \sum_{i=1}^{m} P_i + \sum_{i=1}^{m} P_i \int_{t_{0_i}}^t A(s)Q(s, t_0) \, ds \right) = 0,
\end{equation}

for $t_i \in D$, $i = 0, 1, \cdots, m$ and for every set of paths of integration, $\Gamma_i$ in $D$, such that (8.17) is true.
The sup is taken over all $r$ such that
\begin{equation}
\int_{t_0}^t \| A(s) \| \, ds < r,
\end{equation}

for $t_0$ fixed in $D$, and $t \in D$, (8.18) implies the B.V.P. (2.3), (2.10) has a unique solution. $\Gamma$ is some path of integration imbedded in $D$ which connects $t$ and $t_0$.

(iii) Let (2.1) and (2.3) satisfy Assumptions 2.1, 2.2. Then there exists a best possible constant $\rho_{\partial D}$, $0 < \rho_{\partial D} \leq \infty$ such that
\begin{equation}
\int_{\partial D} \| B(s, y, \dot{y}) \| \, ds < \rho_{\partial D}
\end{equation}

implies B.V.P. (2.1), (2.10) possesses a unique solution for $t \in D \cup \partial D$, $i = 0, 1, \cdots, m$.

\begin{equation}
\rho_{\partial D} = \inf \int_{\partial D} \| A(s) \| \, ds = \sup r
\end{equation}

where the inf is taken over all $A(t)$ such that
\[
\det \left( \sum_{i=1}^{m} P_i + \sum_{i=1}^{m} P_i \int_{t_0}^{t_1} A(s)Q(s, t_0)ds \right) = 0,
\]
(8.21) \hspace{1cm} t_i \in D, \quad i = 0, 1, \cdots, m.

The sup is taken over all \( r \) such that
\[
\int_{t_0}^{t_1} \| A(s) \| \cdot ds < r
\]
implies B.V.P. (2.3), (2.10) has a unique solution.

Proof. In view of Proposition 4.1 it is enough to consider linear homogeneous differential systems.

We observe that a best possible constant may be \(+\infty\) in the case where \( P_i = 0, \ i = 2, 3, \cdots, m \), since then our problem is equivalent to an initial value problem.

From the equation (2.6) one obtains after multiplying it on the left by \( A(t) \) and integrating:
\[
\int_{t_0}^{t_1} A(s)Q(s, t_0)ds = \int_{t_0}^{t_1} A(s) ds + \int_{t_0}^{t_1} A(s) \int_{t_0}^{s} A(\zeta)Q(\zeta, t_0)d\zeta ds.
\]
(8.23) 

By a norm estimation
\[
\left\| \int_{t_0}^{t_1} A(s)Q(s, t_0)ds \right\| 
\leq \int_{t_0}^{t_1} \| A(s) \| \cdot ds + \int_{t_0}^{t_1} \alpha_i \| A(s) \| \left\| \int_{t_0}^{s} A(\zeta)Q(\zeta, t_0)d\zeta \right\| \cdot ds.
\]
(8.24) 

By Gronwall’s inequality (see Hille [23], Ch. 1)
\[
\left\| \int_{t_0}^{t_1} A(s)Q(s, t_0)ds \right\| \leq \int_{t_0}^{t_1} \| A(s) \| \cdot ds
\]
(8.25) 

Applying integration by parts to the right hand side of (8.25) one obtains
\[
\left\| \int_{t_0}^{t_1} A(s)Q(s, t_0)ds \right\| \leq \int_{t_0}^{t_1} \| A(s) \| \left[ \exp \left( \int_{s}^{t_1} \alpha_i \| A(\zeta) \| \cdot d\zeta \right) \right] ds.
\]
\begin{align}
\|A(s)\| ds &= r. \\
&\leq \alpha^{-1} \left\{ -1 + \exp \alpha \int_{t_0}^{t} \|A(s)\| ds \right\}. \\
&\leq \int_{t_0}^{t} \|A(s)\| \left[ \exp \left( \alpha \int_{s}^{t} \|A(\xi)\| d\xi \right) \right] ds \\
\end{align}

Set

(8.27) \quad \max_{t \in D} \int_{t_0}^{t} \|A(s)\| ds = r.

Combining (8.26), formula (3.5), and demanding one obtains that

(8.29) \quad r < \alpha^{-1} \ln \left[ 1 + \left( \sum_{i=1}^{m} \|P_i\| \right)^{-1} \right]

is sufficient to guarantee (3.5).

(i) The inequality (8.14) guarantees the existence of a \( \rho_t < 0 \) such that (8.11) implies uniqueness for B.V.P. (2.1), (2.10). (Choose for instance \( t_0 = a \)). The proof for the inf sup characterization of the best possible \( \rho_t \) follows from its definition. Consider the norm \( \| \| \|_{1,2} \) to be that induced on a matrix \( A \) by two vector norms \( \| \|_1, \| \|_2 \) by defining

(8.30) \quad \|A\|_{1,2} = \sup \frac{\|A\tilde{y}\|_2}{\|\tilde{y}\|_1}.

In the case \( m = n, P_{Ni} = P_n, \| \| = \| \|_{1,2} \) defined above, we see that \( \rho_{IR} \) coincides with

(8.31) \quad \inf_{\tilde{y}} \int_{a}^{b} \frac{\|\tilde{y}'(t)\|_2}{\|\tilde{y}(t)\|_1} dt

where the inf is taken over \( \tilde{y}(t) \neq 0 \) and \( y_i(t_i) = 0 \).

The result (8.31) is due to Friedland [14]. By his definition of the \( \rho_t \), it is not clear that \( \rho_t > 0 \) and that there exists a best possible \( \rho_{IC} \). Our approach yields this information immediately.

(ii) It follows from (8.29) that if for every \( t \in D \), there exists a Jordan path \( \Gamma \subset D \) such that \( \int_{t_0}^{t} \|B(s, \tilde{y}, \tilde{y})\| ds < r \) holds, then B.V.P. (2.1), (2.10) has a unique solution. By definition, \( \rho_D \) is the best possible.
(ii) By Proposition 5.1 we are guaranteed that B.V.P. (2.3), (2.10) has a unique solution for \( t_i \in D \cup \partial D \) iff B.V.P. (2.3), (2.10) with \( t_i \in \partial D \), \( i = 0, 1, \cdots, m \), for every \( r, 0 < r \leq 1 \), has a unique solution. Recall Lemmas 8.1, 8.2. By the inequality (8.29) we are guaranteed that there exists \( \hat{\rho}_{\partial D} \) such that (8.19) implies B.V.P. (2.1), (2.10) has a unique solution, for \( t_i \in \partial D, i = 0, 1, \cdots, m \). By Lemma 8.2 this implies that also

\[
\int_{\partial D_r} \|A(s)\| \, ds \leq \hat{\rho}_{\partial D} \quad \text{for} \quad 0 < r \leq 1,
\]

which implies that B.V.P. has a unique solution for \( t_i \in D \cup \partial D, i = 0, 1, \cdots, m \). This argument shows that \( \rho_{\partial D} \) given by (8.20) is the best possible.

**Proposition 8.2.** With the assumptions of Proposition 8.1, with \( m = 2 \),

\[
2\rho_{IC} \leq \rho_{\partial D}.
\]

**Proof.** Because of the Riemann mapping theorem and Lemma 8.1 it is enough to consider the case \( D = \{ t \mid |t| < 1 \} \). Let \( \exp i\theta_1, \exp i\theta_2, 0 < \theta_1 \leq \theta_2 < 2\pi \), be two points belonging to \( |t| = 1 \).

Then,

\[
2\rho_{IC} > \oint_{|t|=1} \|A(t)\| \, dt = \int_0^{2\pi} \|A(\exp i\theta)\| \, d\theta
\]

\[
= \int_{\theta_1}^{\theta_1 + 2\pi} \|A(e^{i\theta})\| \, d\theta = 2 \int_{\theta_0}^{\theta_0 + 2\pi} \|A(\exp i\theta)\| \, d\theta
\]

\[
= 2 \int_{\theta_0}^{\theta_1 + 2\pi} \|A(\exp i\theta)\| \, d\theta
\]

for some \( \theta_0, \theta_1 < \theta_0 < 2\pi + \theta_1 \).

By (8.11), B.V.P. (2.10) for the system

\[
\frac{d\bar{y}}{d\theta} = [A(\exp i\theta)i \exp i\theta] \bar{y}
\]

must have a unique solution on each of the intervals \( [\theta_1, \theta_0], [\theta_0, \theta_1 + 2\pi] \).

( Remark, the best constants \( \rho_{IR} \) or \( \rho_{IC} \) do not depend on the endpoints \( a, b \), of an interval.)

Since \( \theta_2 \) must be either in \( [\theta_1, \theta_0] \) or in \( [\theta_0, \theta_1 + 2\pi] \) our result follows.

The relationship among \( \rho_r, \rho_{D}, \rho_{\partial D} \) seem to be of a very interesting
nature. However a general theory linking their magnitudes seems to be lacking.

For the Nicoletti problem there are results indicating that $\rho_D = 2\rho_{IR}$ for certain norms.

Compare, for instance, Lasota and Olech [32] and Nehari [45] (who found $\rho_{IR} = \pi/2$, for the norm induced on $A(t)$ by the Euclidean vector norm) with Schwartz [55] and Nehari [47], who found $\rho_{SD} = \pi$.


**Proposition 9.1.** Let assumptions of Proposition 8.1 hold.

(i) If $\| \|$ is an algebra norm, then

\begin{align}
(9.1) \quad \rho_{IR} &\geq \rho_{IC} \geq 2\hat{\alpha}^{-1} \ln \left[ 1 + \left( \sum_{i=1}^{m} \| P_i \| \right)^{-1} \right] \\
(9.2) \quad \rho_{SD} &\geq 2\hat{\alpha}^{-1} \ln \left[ 1 + \left( \sum_{i=1}^{m} \| P_i \| \right)^{-1} \right] \\
(9.3) \quad \rho_D &\geq \hat{\alpha}^{-1} \ln \left[ 1 + \left( \sum_{i=1}^{m} \| P_i \| \right)^{-1} \right].
\end{align}

(ii) Let $L$ be a matrix in a block partitioned form

\[
L = \begin{bmatrix}
L_1 \\
L_2 \\
\vdots \\
L_k
\end{bmatrix}, \quad i = 1, 2, \ldots, k.
\]

\[
(9.4)
\]

then if $\| \|$ is an algebra norm such that

\[
(9.6) \quad \| L \| \leq \max_i \| L_i \|
\]

\[
(9.7) \quad \rho_{IR} \geq \rho_{IC} \geq 2\hat{\alpha}^{-1} \ln \left[ 1 + \| (P_1, \ldots, P_m) \|^{-1} \right]
\]

\[
(9.8) \quad \rho_{SD} \geq 2\hat{\alpha}^{-1} \ln \left[ 1 + \| (P_1, \ldots, P_m) \|^{-1} \right]
\]

\[
(9.9) \quad \rho_D \geq \hat{\alpha}^{-1} \ln \left[ 1 + \| (P_1, \ldots, P_m) \|^{-1} \right].
\]
Proof. (i) We demand that (8.28) will hold, so as to guarantee (3.5). A fortiori, if

\[
\left\| \sum_{i=1}^{m} \hat{P}_i \int_{t_0}^{t_1} A(s)Q(s,t_0)ds \right\| \leq \sum_{i=1}^{m} \| \hat{P}_i \| \left\| \int_{t_0}^{t_1} A(s)Q(s,t_0)ds \right\|
\]

(9.10)

\[
\leq \left( \sum_{i=1}^{m} \| \hat{P}_i \| \right) \max_i \left\| \int_{t_0}^{t_1} A(s)Q(s,t_0)ds \right\|
\]

\[
\leq \left( \sum_{i=1}^{m} \| \hat{P}_i \| \right) \left| -1 + \exp \alpha \int_{t_0}^{t_1} A(s)|ds| < 1 \right.
\]

then (8.28) is satisfied.

If \( D \) is the interval \([a, b]\), choose \( t_0 \) such that

\[
\frac{1}{2} \int_a^b \| A(s) \| |ds| = \int_{t_0}^{t_1} \| A(s) \| |ds| = \int_{t_0}^{t_1} \| A(s) |ds| \geq \int_{t_0}^{t_1} \| A(s) |ds| \cdot \frac{1}{2} \int_a^b A(s) |ds|.
\]

Since (8.26) implies

\[
\int_{t_0}^{t_1} \| A(s) |ds| < \alpha^{-1} \ln \left[ 1 + \sum_{i=1}^{m} \| \hat{P}_i \| \right]
\]

(9.12)

we obtain (9.1) and (9.3).

In order to prove (9.2) we choose on \( \partial D \) a point \( t_0 \) such that

\[
\frac{1}{2} \int_{\partial D} \| A(s) \| |ds| \geq \int_{t_0}^{t_1} \| A(s) |ds| \cdot \frac{1}{2} \int_a^b A(s) |ds|.
\]

(9.13)

and (9.2) follows.

(ii) We proceed as in part (i) and exploit the norm property to obtain

\[
\left\| \sum_{i=1}^{m} \hat{P}_i \int_{t_0}^{t_1} A(s)Q(s,t_0)ds \right\|
\]

(9.14)

\[
\leq \left\| (\hat{P}_1, \hat{P}_2, \cdots, \hat{P}_m) \right\| \max_i \left\| \int_{t_0}^{t_1} A(s)Q(s,t_0)ds \right\|.
\]

We use (9.12) and repeat the same arguments as in part (i) to obtain our result.

In particular, choose \( m = n \) and \( P_{ni} = P_i \) given by (3.11). If we also take our norm to be the maximal row norm, then the condition of our proposition part (ii) holds with \( \hat{a} = 1 \). Then \( \|(P_n, \cdots, P_m)\| = 1 \) and we obtain, Schwartz [53],
It was shown by Friedland [14] that actually $\rho_{IC} = 2 \ln 2$.

By Proposition 3.1 it follows that any hypothesis on $A(t)$ which makes the eigenvalues of

$$
(9.16) \sum_{i=1}^{m} \hat{P}_i \int_{t_0}^{t} A(s)Q(s, t_0)ds
$$

lie in the interior of the unit disk serves our purposes. Let us introduce a few notations for the next proposition.

**Notation 9.1.** Given a matrix $A = (a_{ij})$, $i = 1, \ldots, n$, $j = 1, \ldots, k$, we denote by $|A|$ the matrix $|A| = (|a_{ij}|)$.

**Notation 9.2.** Given the matrices $A$ and $M$ of the same dimensions, $|A| \leq M$ means that for every $i$ and $j$, $|a_{ij}| \leq m_{ij}$.

**Notation 9.3.** We denote by $|\lambda|(A)$ the maximum of the absolute values of the eigenvalues of $A$.

**Proposition 9.2.** Let the assumptions of Proposition 8.1 hold. Then:

(i) If

$$
(9.17) |B(t, \hat{y}, \hat{y})| \leq M \text{ for } t \in [a, b]
$$

and

$$
(9.18) |\lambda| \left( \left( \sum_{i=1}^{m} |\hat{P}_i| \right) \left\{ \exp \left( \frac{1}{2} (b - a) M \right) - E \right\} \right) < 1
$$

or if

$$
(9.19) \int_{a}^{b} |B(s, \hat{y}, \hat{y})| ds \leq M
$$

and

$$
(9.20) \min |\lambda| \left\{ (M), \left( \left( \sum_{i=1}^{m} |\hat{P}_i| \right) M (E - M)^{-1} \right) \right\} < 1
$$

then B.V.P. (2.1), (2.10) has a unique solution.
In particular, if $\sum_{i=1}^m |\hat{p}_i| = E$, condition (9.18) is replaced by

(9.21) \quad |\lambda| (M) < 2(b - a)^{-1} \ln 2

and condition (9.20) is replaced by

(9.22) \quad |\lambda| (M) < \frac{1}{2}.

(ii) Let $D$ be a simply connected domain in the complex plane such that for any $m$ points in $D$, $t_i \in D$, there are $m$ simple Jordan arcs $\Gamma_i$, $i = 1, \cdots, m$, connecting those points to a point $t_0$ in $D$ such that the length of each Jordan arc does not exceed $l$. Then if

(9.23) \quad |B(t_i, \bar{y}, \hat{y})| \leq M \quad \text{for} \quad t_i \in D

and

(9.24) \quad |\lambda| \left( \left( \sum_{i=1}^m |\hat{p}_i| \right) \{\exp lM - E\} \right) < 1

or

(9.25) \quad \int_{t_{i-1}}^{t_i} |B(s, \bar{y}, \hat{y})| \, ds < M,

and

(9.26) \quad \min |\lambda| \left\{ (M), \left( \left( \sum_{i=1}^m |\hat{p}_i| \right) M(E - M^{-1}) \right) \right\} < 1

then B.V.P. (2.1), (2.10) has a unique solution.

Proof. The proof is based on majorizing the infinite series (2.7). By (2.7) it follows that condition (9.17) implies

$$\left| \sum_{i=1}^m \hat{p}_i \int_{t_0}^{t_i} B(s, \bar{y}, \hat{y}) C(s, t_0) \, ds \right| \leq \left( \sum_{i=1}^m |\hat{p}_i| \right) \left( \sum_{k=1}^\infty \frac{(b - a)M^k}{k!} \right)$$

(9.27) \quad = \left( \sum_{i=1}^m |\hat{p}_i| \right) \{\exp(\frac{1}{2}(b - a)M) - E\}.

Conditions (9.19) and (9.20) imply by the use of (2.7), that
\[
\left| \sum_{i=1}^{m} \hat{P}_i \int_{t_0}^{t_i} B(s, \hat{\bar{y}}, \hat{\bar{\hat{y}}}) C(s, t_0) ds \right| \equiv \left( \sum_{i=1}^{m} \hat{P}_i \right) \left( \sum_{k=1}^{\infty} M^k \right) \\
= \left( \sum_{i=1}^{m} \hat{P}_i \right) M (E - M)^{-1}.
\]

(9.28)

We recall from Gantmacher [15] Vol. 2, Ch. 2, that \(|A| \leq M\) implies

\[
|\lambda (A)| \leq |\lambda (M)|.
\]

(9.29)

Since for a function \(f\) and an \(n \times n\) matrix \(A\), we have \(\lambda (f(A)) = f(\lambda (A))\), it follows that (9.21) and (9.22) hold. A similar discussion leads to the results (9.24), (9.26).

10. Some historical remarks. In 1897 Nicoletti [49], considered the existence and uniqueness of the boundary value problem (2.1), (2.10), with \(P_{Ni} = P_n\), \(m = n\) given by (3.11). His main result may be reformulated as follows:

Given the differential system (2.1) subject to the Assumption 2.3 there exists an interval \([a, c]\), \(a < c \leq b\), such that for every \(n\)-tuple \((t_1, t_2, \cdots, t_n)\), \(a \leq t_i \leq c\), \(i = 1, \cdots, n\), there exists a unique continuously differentiable solution which satisfies (2.1), (2.10).

Since then, this B.V.P. has been known as the Nicoletti problem. Various generalizations of this B.V.P. have been considered.

For the existence problem, and for the existence and uniqueness for general B.V.P. the reader may consult Antosiewicz [1, 2], Conti [8, 10], Grandolfi [19], Lasota and Opial [30, 31], Lasota and Olech [32], and their references.

Assuming that a solution to the Nicoletti problem exists, the question of its uniqueness gave rise to a wide literature which uses the key word nonoscillation. If the matrix in (2.4) is the companion matrix of an \(n\)th order differential equation and the Nicoletti problem has a unique solution for every \(a \leq t_i \leq c\), \(i = 1, \cdots, n\), and every \(\tilde{C}\) in (2.10), then the corresponding homogeneous \(n\)th order linear equation is said to be disfocal in \(D\).

For sufficient conditions for a system (2.4) to be nonoscillatory on \([a, b]\), the reader is referred to Lasota and Olech [32], Nehari [45, 46], and Friedland [13, 14]. For sufficient conditions for (2.4) to be nonoscillatory in a complex domain \(D\) when \(A(t)\) is analytic in \(D\) the reader is referred to Nehari [47], Schwartz [52–55], London and Schwarz [39], and their references. It is possible to distinguish three directions in the investigation of nonoscillation of (2.4).

(I) Formulation of necessary and sufficient conditions for (2.4) to
be nonoscillatory in $D$. For example, Proposition 3.1 satisfies such a criterion. In general the necessary and sufficient conditions are formulated on derived functions of the coefficient matrix $A(t)$ rather than directly on the matrix $A(t)$. This is many steps before the criteria are applicable and practical.

(II) Sufficient conditions on functionals defined on $A(t)$, to guarantee the nonoscillation of (2.4) for all systems (2.4) were formulated. The main theme which appears in them is as follows.

Let $\| \|$ be an algebra norm. If $\int_a^b A(s)ds$ is less than $\rho$, where $\rho$ is some positive constant, then (2.4) is nonoscillatory. The subject of finding the appropriate $\rho$ when $\| \|$ is a norm induced on $A(t)$ by vector norms took two courses;

(i) By direct estimation. The main tune in this trend is as follows. If $\tilde{y}(t)$ is a nonzero vector solution of (2.4) which satisfies $y_i(t) = 0$, $i = 1, \cdots, n$, then by direct estimation one shows that

$$\int_a^b \frac{\| \tilde{y}'(t) \|}{\| y(t) \|} dt \geq \rho$$

for some $\rho > 0$. By using an ad-absurdum argument, $\int_a^b \| A(s) \| ds \leq \rho$ is found to guarantee the nonoscillation of (2.4). Lasota and Olech [32], used this geometrical argument to find for $\| \|$ (the norm induced on $A$ by the vector Euclidean norm) that $\rho = \pi/2$ is the best constant. This result was reestablished later by Nehari [45]. Ad-absurdum arguments to derive (8.1) as a sufficient condition for nonoscillation in case $D$ is the interval $[a, b]$ or $D$ a domain in the complex plane, were used by Nehari [47], Kim [28], Schwarz [52–55].

(ii) By direct use of calculus of variations for real systems. See Friedland [13, 14].

(III) Simplification of the problem. Given a specific norm $\| \|$, induced on $A$ by a vector norm it may happen that the best constant $\rho$ in (8.1) which guarantees nonoscillation of (2.4) does not depend on the dimension $n$ of the system (2.4). Indeed, this was hinted by Lasota and Olech's work [32], verified by calculus of variations by Friedland [14] for various norms, and established by Nehari [48], for $\| \|_p$, $1 \leq p$, where $\| \|_p$ are the norms induced on $A$ by the Hölder vector norms. By Friedland [14] it is not true that the best constant $\rho$ is independent of $n$ for every norm.

Another simplification in the search for best constants $\rho$ in (8.1) to imply nonoscillation is due to Nehari [46], who showed that it is enough to consider a "degenerate Nicoletti" B.V.P., namely that $t_i \in [a, b]$,
$i = 1, \cdots, n$, may be chosen such that $t_i$ coincides either with $a$ or with $b$. (A similar phenomenon occurs in the De la Vallée–Poussin problem whose uniqueness is investigated under the name of disconjugacy of $n$th order linear homogeneous differential equations. See Levin [35]. A third type of simplification for nonoscillation problems in a closed domain $D$ in the complex plane was supplied by Kim [28], who made it possible to substitute the question of nonoscillation of a system (2.4) in $D$, by a question of nonoscillation of the system (2.4) on a closed Jordan arc imbedded in $D$.

(IV) Conditions on the form of the matrix $A(t)$ or on special relations among its elements to imply nonoscillation of (2.4). Not much in this direction seems to exist in the literature.

(V) Necessary conditions on $A(t)$ if $A(t)$ is analytic in $D$ and (2.4) is nonoscillatory. In this direction consult Lavie [33].
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