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This paper is concerned with a class of algebraic surfaces of general type constructed from indefinite division quaternion algebras whose centers are totally real number fields. These surfaces are quotients of the product of two upper half planes by Fuchsian groups obtained from the unit groups of maximal orders of such algebras. In the case where the field is real quadratic, we give smoothness conditions for the resulting surfaces and list all smooth surfaces of geometric genus 0. Finally, we give a lower bound for the torsion part of $H^2(Z)$.

0. Introduction. From the unit group of a maximal order in a suitable quaternion algebra $A$ over a totally real number field $k$, one can construct certain Fuchsian groups $\Gamma$ which can be identified with discrete subgroups of $GL_n^+(R)$. $\Gamma$ acts via fractional linear transformation on the product of $n$ copies of the upper half plane to yield a quotient which is known to be a projective algebraic variety. If one takes $A$ to be the total matrix algebra $M_2(k)$, then one obtains the Hilbert modular group of $k$ and the corresponding Hilbert modular variety.

In [4] Hirzebruch studied Hilbert modular surfaces as algebro-geometric and number theoretic objects. The present investigation is primarily geometric, and is concerned with the case where $A$ is division. Unlike Hilbert modular varieties, if $A$ is division the varieties are automatically compact. This avoids the necessity to first compactify and then resolve the resulting cusp singularities.

By a surface we mean a nonsingular, two-dimensional projective algebraic variety. The present surfaces are of general type and have irregularity 0. Those of geometric genus 0 have $c_1^2 = 8$, which distinguishes them topologically from previously known geometric genus 0 general type surfaces which all had $c_1^2 \leq 3$.

In §1 we describe the basic objects, and in §§2 and 3 we determine the numerical invariants of the surfaces. Necessary and sufficient conditions for smoothness are given in §4. In §5 we give a lower bound for the torsion part of $H^2(Z)$, and in the final section we list all examples of geometric genus 0 surfaces of this type arising from real quadratic fields.

This paper is in part based on the author’s doctoral dissertation submitted to the State University of New York at Stony Brook. I
would like to thank my advisor, Professor Michio Kuga, for his constant encouragement and valuable guidance.

1. Preliminaries. Let $A$ be a division quaternion algebra with center a totally real number field $k$ of degree $m$ over $Q$. Fix a maximal order $\mathcal{O}$ of $A$ and let $o$ denote the ring of integers of $k$. For a prime $p$ of $k$, $k_p$ will denote the $p$-adic completion of $k$, and $A_p$ will denote the $k_p$-algebra $A \otimes_k k_p$. $A$ is determined up to isomorphism by its center $k$ and a finite set $S(A)$ of prime divisors of $k$ for which $A_p$ is division. $A$ is said to ramify at these primes. For all other $p$, $A_p$ is isomorphic to $M_2(k_p)$. Denote this algebra by $A(k, S(A))$.

Assume that the first $n$ infinite primes are not in $S(A)$, while the remaining $m - n$ are in $S(A)$. We then have an isomorphism $f$ of $A \otimes_o R$ with $M_2(R)^n \oplus H^{m-n}$ the direct sum of $n$ copies of $M_2(R)$ and $m - n$ copies of the Hamiltonian quaternions $H$. The subgroup $A^+$ of $A$ consisting of those units of $A$ having totally positive reduced norm can be identified via $f$ with a subgroup of $GL^+_2(R)^n \times H^{m-n}$, and projecting to the first $n$ factors gives an injection of $A^+$ into $GL^+_2(R)^n$. Identify $A^+$ with its image in $GL^+_2(R)^n$. Let $U(\mathcal{O})$ denote the units of $\mathcal{O}$ and $\Gamma(1)$ denote those units of $\mathcal{O}_n$ having reduced norm $(nr) 1$. $\Gamma(1)$ is a discrete subgroup of $SL_2(R)$. Let $E = U(\mathcal{O}) \cap A^+$ and let $B$ denote the normalizer of $\mathcal{O}$ in $A^+$. The centers of $\Gamma(1)$, $E$ and $B$ are $\{ \pm 1 \}$, $U_k$ the units of $o$, and $k^*$, respectively. Let $j$ denote the map "modulo center." The $j(\Gamma(1))$, $j(E)$ and $j(B)$ act faithfully on $H^n$ the product of $n$ upper half planes via fractional linear transformation in each component. If $A$ is division, that is, if $S(A)$ is nonempty, the quotient space is compact. Moreover, since $H^n$ is complex analytically homeomorphic to a bounded domain in $C^n$, the quotient is a projective algebraic variety. When there is no danger of confusion we write $\Gamma$ for $j(\Gamma)$.

The following theorem is fundamental.

**Theorem 1.1** (Eichler-Strong Approximation). Let $\mathfrak{a}$ be a two-sided integral $\mathcal{O}$-ideal. Let $b$ be an element of $o$ whose images via all embeddings of $k$ into $R$ corresponding to ramified infinite primes of $A$ are positive. Let $\alpha$ be an element of $\mathcal{O}$ such that $(nr(\alpha) \equiv b (mod^{*} \mathfrak{a}) \cap o)$. Then there exists $\beta$ in $\mathcal{O}$ such that $\beta \equiv \alpha (mod \mathfrak{a})$ and $(nr(\beta) = b$. (Recall that $mod^{*}$ is multiplicative congruence.)

**Proof.** See Eichler [2].

**Corollary 1.2.** For $k$ a real quadratic field and a quaternion algebra over $k$ unramified at both real primes $nr(U(\mathcal{O})) = U_k$. 
Proof. Put $\mathfrak{A} = \mathfrak{O}$ and $\alpha = 1$. Then, for any $b \in U_k$, $1 - b \in \mathfrak{O} = \mathfrak{O} \cap \mathfrak{O}$ and there exists $\beta \in \mathfrak{O}$ such that $nr(\beta) = b$ completing the proof.

For the remainder of this section assume $k$ to be real quadratic and $n = 2$. Let $U_k$ be the units of $k$ and let $U_k^+$ be the totally positive units of $k$. $j(U_k \cdot \Gamma(1)) = j(\Gamma(1))$. Therefore, $j(E)/j(\Gamma(1)) \cong E/U_k \cdot \Gamma(1)$. Consider the following exact sequences in which the first maps are inclusions and the second are reduced norms.

$$1 \longrightarrow \Gamma(1) \longrightarrow E \longrightarrow U_k^+ \longrightarrow 1$$

Thus, $j(E)/j(\Gamma(1)) \cong E/U_k \cdot \Gamma(1) \cong U_k^+/U_k^+$. $U_k$ is isomorphic to the product of $\{\pm 1\}$ and an infinite cyclic group generated by a fundamental unit $\varepsilon_k$ of $U_k$. Thus we have:

PROPOSITION 1.3. Let $k$ be a real quadratic field. If $\varepsilon_k$ can be chosen to be totally positive then $j(\Gamma(1))$ is an index 2 subgroup of $j(E)$. If $\varepsilon_k$ cannot be chosen to be totally positive then $j(\Gamma(1))$ and $j(E)$ coincide.

The elements of $B$ normalize $\mathfrak{O}$ and are therefore generators of two-sided principal ideals of $\mathfrak{O}$. The set of all (two-sided) $\mathfrak{O}$-ideals forms an abelian group generated by the maximal ideals, and the decomposition of an ideal as a product of maximal ideals is unique. Corresponding to each maximal $\mathfrak{O}$-ideal $\mathfrak{p}$ there is a unique maximal $\mathfrak{O}$-ideal such that $nr(\mathfrak{p}) = \mathfrak{p}$. In addition, if $\mathfrak{p} \in S(A)$, $\mathfrak{p}\mathfrak{O} = \mathfrak{p}^2$ and if $\mathfrak{p} \notin S(A)$, $\mathfrak{p}\mathfrak{O} = \mathfrak{p}$. Thus, an $\mathfrak{O}$-ideal has a unique expression of the form $\mathfrak{p}_{i_1}\mathfrak{p}_{i_2} \cdots \mathfrak{p}_{i_r} \alpha$ where $\alpha$ is an ideal of $k$, the $\mathfrak{p}_{i_t}$ correspond to $\mathfrak{p}_t$ in $S(A)$, and $\{i_1, \cdots, i_r\}$ is a subset of $\{1, \cdots, |S(A)|\}$.

Assume that $k$ has class number 1. This implies that the class number of $A$ is also 1. Choose generators $\Pi_t$ for the $\mathfrak{p}_{i_t}$. For $\alpha \in B$, $\alpha \mathfrak{O} = \Pi_{i_{1}} \cdots \Pi_{i_{r}} a \mathfrak{O}$ with some $a \in k^*$. Thus, $\alpha = \Pi_{i_{1}} \cdots \Pi_{i_{r}} \lambda \varepsilon$ where $\varepsilon \in U(\mathfrak{O})$ and $\lambda \in k^*$. Then $B$ has the description:

$$B = \{\Pi_{i_{1}} \cdots \Pi_{i_{r}} \lambda \varepsilon | \lambda \in k^*, \varepsilon \in U(\mathfrak{O}) \text{ and } nr(\Pi_{i_{1}} \cdots \Pi_{i_{r}} \varepsilon) \text{ is totally positive} \}.$$ 

From this it follows that $j(B)/j(E)$ is isomorphic to a finite direct product of groups of order 2.

Choose generators $\pi_t$ of the $\mathfrak{p}_t \in S(A)$ such that $nr(\Pi_t) = \pi_t$. If all of the $\pi_t$ are totally positive, then $j(B)/j(E)$ has order $2^{|S(A)|}$. If $\varepsilon_k$ is totally positive and some $\Pi_t$ is not totally positive, then exactly half of the products of the $\Pi_t$ will be admissible coset representative for $j(B)/j(E)$. Therefore, the order will be $2^{|S(A)| - 1}$. Corollary 1.2
guarantees the existence of $\varepsilon_0$ and $\eta$ in $U(\mathbb{O})$ with $nr(\varepsilon_0) = \varepsilon_k$ and $nr(\eta) = -1$. If $\varepsilon_k$ is not totally positive and some $nr(\Pi_{i_1} \cdots \Pi_{i_r})$ is not totally positive, then either $nr(\Pi_{i_1} \cdots \Pi_{i_r} \varepsilon_0)$ or $nr(\Pi_{i_1} \cdots \Pi_{i_r} \varepsilon_0 \eta)$ will be totally positive. Thus, all possible products of the $\Pi_i$ lead to admissable coset representatives and $j(B)/j(E)$ has order $2^{|S(A)|}$.

Summarizing we have:

**Proposition 1.4.** $j(B)/j(E)$ is isomorphic to the product of $l$ cyclic groups of order 2 where $l$ is given by:

$$
\begin{align*}
    l = \begin{cases} 
        |S(A)| & \text{if } \varepsilon_k \text{ is not totally positive, or if } \varepsilon_k \text{ is totally positive and so are all of the } \pi_i, \\
        |S(A) - 1| & \text{if } \varepsilon_k \text{ is totally positive and some } \pi_i \text{ is not totally positive.}
    \end{cases}
\end{align*}
$$

2. The numerical invariants. Throughout this section, $\Gamma$ will be a discrete subgroup of $GL^+_2(\mathbb{R})$ commensurable with $\Gamma(1)$ acting freely on $H^n$. $U(\Gamma)$ will denote the surface $\Gamma\backslash H^n$.

Let $\mathcal{O}^n$ be the sheaf of germs of holomorphic $p$-forms on $U(\Gamma)$ and let $h^{p,q}$ be the (complex) dimension of $H^q(U, \mathcal{O}^p)$. Since $U(\Gamma)$ is Kähler, by the Hodge theory one has $h^{p,q} = h^{q,p}$ and $b^r = \sum_{p+q=r} h^{p,q}$. As a consequence of the universal coefficient theorem and Poincaré duality $b^i = b^i$. The geometric genus $p_g$, irregularity $q$, and arithmetic genus $p_a$ of $U(\Gamma)$ are $h^{0,2}$, $h^{0,1}$ and $h^{0,2} - h^{0,1} + h^{0,0}$, respectively.

As a transformation group $\Gamma$ can be identified with an irreducible subgroup of $SL_2(\mathbb{R})^n$ (see Shimizu [7]). This allows us to apply the following proposition which is a corollary of a theorem of Matsu-shima and Shimura [6].

**Proposition 2.1.** Let $\Gamma$ be a discrete irreducible subgroup of $SL_2(\mathbb{R})^n$ acting freely on $H^n$ with compact quotient. Then for $\Gamma\backslash H^n$:

(a) $h^{p,q} = 0$ for $p \neq q$ and $p + q \neq n$,

(b) $h^{n-q,q} = \binom{n}{q}(\delta_{n-q,q} + h^{n,0})$

where $\binom{n}{q}$ is the $q$th binomial coefficient and $\delta_{ij}$ is the Kronecker delta symbol.

**Corollary 2.2.** For $U(\Gamma)$, $h^{0,1} = 0$ and $h^{1,1} = 2p_g + 2$.

Thus, $b^4 = 4p_g + 2$ and $b^5 = b^6 = 0$. Since $U(\Gamma)$ is connected and orientable, $b^1 = b^2 = 1$. To summarize:

**Theorem 2.3.** For $U(\Gamma)$, the Euler number $E = 4p_g + 4$, $p_a = p_g + 1$, $b^2 = 4p_g + 2$ and $q = 0$. 
Let $T^*$ be the holomorphic cotangent bundle over $U(\Gamma)$ and $K$ the canonical line bundle over $U(\Gamma)$. Let $F$ be a complex analytic line bundle over a complex manifold $U$. Let $c(F)$ denote its Chern class and let $c_i$ denote the $i$th Chern class of $U$. For simplicity, put $H^p(U, F)$ for the $p$th cohomology group of $U$ with coefficients in the sheaf of germs of local holomorphic sections of $F$. The $m$th plurigenus of $U(\Gamma)$ $P_m$ is the dimension of $H^p(U(\Gamma), mS)$.

**Theorem 2.4.** (Riemann-Roch-Kodaira-Hirzebruch) For an algebraic surface $V$ and a complex analytic line bundle $F$ over $V$

$$h^p(V, F) - h^q(V, F) + h^q(V, F')$$

$$= \frac{1}{2}(c(F)^2 + c(F) \cdot c_i) + \frac{1}{12}(c_i^3 + c_z)$$

where $h^p(V, F)$ is the dimension of $H^p(V, F)$.

**Proof.** See Hirzebruch [3].

For $V = U(\Gamma)$, $c(K) = -c_1$ and $c_z = E(U(\Gamma)) = E$. Putting $F = K$ we have:

$$h^0(U(\Gamma), K) - h^1(U(\Gamma), K) + h^2(U(\Gamma), K)$$

$$= \frac{1}{2}(c(K)^2 + c(K) \cdot c_1) + \frac{1}{12}(c_i^3 + E)$$

$$= \frac{1}{12}(c_i^3 + E).$$

$h^i(U(\Gamma), K) = h^{2-i}$ for $i = 0, 1, 2$. Thus, $p_a + 1 = p_a = 1/12(c_i^3 + E)$ and $c_i^3 = 8p_a$.

To determine the plurigenera, apply the Reimann-Roch theorem to the line bundle $mK$ for $m \geq 2$, and note that for the quotient $V$ of a discontinuous group of automorphisms acting freely on a bounded domain in $C^2$, $h^i(V, mK)$ and $h^i(V, mK)$ both vanish for $m \geq 2$.

$$P_m = h^0(U(\Gamma), mK) = \frac{1}{2}(c(mK)^2 + c(mK) \cdot c_i) + \frac{1}{12}(c_i^3 + c_z)$$

$$= \frac{1}{2}(m^2c_i^2 - mc_i^3) + p_a$$

$$= 4p_a(m^2 - m) + p_a$$

$$= (2m - 1)^2p_a.$$

We summarize:
THEOREM 2.5. For $U(\Gamma)$

(a) $c_i^2 = 8\rho_a$

(b) $P_m = \rho_a(2m - 1)^2$, $m \geq 2$.

COROLLARY 2.6. $U(\Gamma)$ is of general type.

Proof. $c_i^2$ and $P_2$ are both positive. $U(\Gamma)$ has no exceptional curves of the first kind. In fact, $U(\Gamma)$ is a minimal model. To see this, suppose there were a rational curve on $U(\Gamma)$. Such a curve would be given by a nonconstant holomorphic map of $P^2(C)$ into $U$. This would lift to a holomorphic map into $H^2$ which would, by Liouville's theorem, be constant. Thus, there can be no rational curves on $U(\Gamma)$, and by Kodaira's definition $U(\Gamma)$ is of general type.

3. The Euler number. Let $A$ have center $k$ a totally real field of degree $m$ and let $S(A)$ be nonempty. Assume further that $A$ is unramified at the $n$ real primes corresponding to the $n$ embeddings $\psi_{\infty,1} \cdots \psi_{\infty,n}$ of $k$ to $R$, and ramifies at the remaining $m - n$ real primes corresponding to $\psi_{\infty,n+1} \cdots \psi_{\infty,m}$.

The Gauss-Bonnet form on $H^n$ is

$$
\omega = \left(\frac{-1}{2\pi}\right)^n dx_1 \wedge dy_1 \wedge \cdots \wedge dx_n \wedge dy_n
$$

where $z_i = x_i + \sqrt{-1}y_i$.

Under the assumption that $\Gamma(1)$ acts freely on $H^n$, the Euler number of the quotient variety $\Gamma(1) \backslash H^n$ can be computed from the Gauss-Bonnet formula

$$(1) \quad E(\Gamma(1)) = \int_F \omega$$

where $F$ is a fundamental domain for the action of $\Gamma(1)$. It suffices to determine $E(\Gamma(1))$, since the Euler number is multiplicative in finite unramified covers, i.e., if $\Gamma \supset \Gamma(1)$, $\Gamma$ acts freely and $[\Gamma : \Gamma(1)] = l$, then $lE(\Gamma) = E(\Gamma(1))$. The calculation of the integral in (1) is given explicitly by Shimizu [7] in terms of the value of the Dedekind zeta function $\zeta_k(s)$ at 2:

$$(2) \quad E(\Gamma(1)) = \frac{(-1)^n2^{-m+1}d^{3/2}h(k)\zeta_k(2)}{\pi^{2m}[U_k: U'_k]h(A)} \prod_{\nu \in S'(A)} (N\nu - 1)$$

where $h(k)$ is the class number of $k$, $h(A)$ is the class number of a maximal order of $A$, $d$ is the absolute discriminant of $k$, $U'_k$ are the units $\varepsilon$ of $k$ for which $\psi_{\infty,i}(\varepsilon) > 0$, $n + 1 \leq i \leq m$, $S'(A)$ is the subset of $S(A)$ consisting of the finite primes, and $N$ is the norm map from $k$ to $Q$. $h(A)$ is the same for all maximal orders and
coincides with the order $h_0(k)$ of the Ray class group of $k$ modulo $S(A) - S'(A)$. $h_0(k) \cdot [U_k, U'_k] = h(k) \cdot 2^{m-n}$. Using this (2) becomes

$$E(\Gamma(1)) = \frac{(-1)^n 2^{n-2n+1} d^{3/2} \zeta_k(2)}{\pi^{2m} \prod_{\nu \in \mathcal{S}(d)} (Np - 1)}.$$  

For the remainder of this section, let $k$ be the real quadratic field $\mathbb{Q} (\sqrt{d})$ and put $m = n = 2$. $\zeta_k(s) = \zeta(s) \cdot L(s, \chi)$, where $\zeta(s)$ is the Riemann zeta function and $L(s, \chi)$ is the Dirichlet L-series with real numerical character $\chi$ having conductor $d$. For positive integral values of $s$, Leopoldt [5] gives the following formula:

$$L(2n, \chi) = \frac{\tau(\chi)(2\pi)}{d} \frac{2^n B_{2n}}{(2n)!}$$

where $\tau(\chi)$ is the Gauss sum $\sum_{r=1}^{d-1} \chi(r) e^{\pi ir / d}$ and $B_{2n}$ is the generalized Bernoulli number which is given by the MacLaurin expansion

$$\sum_{l=0}^{\infty} B_{2n} l^l = \sum_{l=1}^{d-1} \chi(r) e^{rt} e^{dt}.$$  

Noting that $E(\Gamma(1))$ is a positive integer (see Theorem 2.3), using the fact that $|\tau(\chi)| = \sqrt{d}$ and taking absolute values of both sides of (3) we obtain

**Theorem 3.1.** If $k = (\mathbb{Q} \sqrt{d})$, $d > 0$ and $\Gamma(1) \backslash H^2$ is nonsingular then the Euler number is given by:

$$E(\Gamma(1)) = \frac{|B_{2n}|}{12} \prod_{\nu \in \mathcal{S}(d)} (Np - 1).$$

Expanding the exponentials in (4) we have:

$$\sum_{l=0}^{\infty} B_{2n} l^l = \sum_{r=1}^{d-1} \chi(r) e^{rt} (1 + rt + (rt)^2/2! + \cdots)$$

$$= \sum_{r=1}^{d-1} \chi(r) + t \sum_{r=1}^{d-1} r \chi(r) + t^2 \sum_{r=1}^{d-1} r^2/2! \chi(r) + \cdots$$

Since $\chi$ is nontrivial,

$$\sum_{r=1}^{d-1} \chi(r) = 0$$

and

$$t \sum_{r=1}^{d-1} r \chi(r) = t \sum_{r=1}^{d-1} (d - r) \chi(d - r) = -t \sum_{r=1}^{d-1} r \chi(d - r) = -t \sum_{r=1}^{d-1} r \chi(-r).$$

Noting that $\chi(-1) = 1$ we have:
Putting this in (5) and comparing coefficients yields:

\[ B_{x,2} = \frac{1}{d} \sum_{r=1}^{d-1} r^2 \chi(r). \]

Using this formula and a PDP-10 computer at SUNY-Stony Brook, James Maiorana computed \( B_{x,2} \) for all \( d < 750 \). The following table gives \( B_{x,2} \) and \( d \) for all cases where \( B_{x,2} \) is less than 200.

<table>
<thead>
<tr>
<th>( d )</th>
<th>( B_{x,2} )</th>
<th>( d )</th>
<th>( B_{x,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.8</td>
<td>88</td>
<td>92</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>89</td>
<td>104</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>92</td>
<td>80</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>93</td>
<td>72</td>
</tr>
<tr>
<td>17</td>
<td>8</td>
<td>97</td>
<td>136</td>
</tr>
<tr>
<td>21</td>
<td>8</td>
<td>101</td>
<td>76</td>
</tr>
<tr>
<td>24</td>
<td>12</td>
<td>104</td>
<td>100</td>
</tr>
<tr>
<td>28</td>
<td>16</td>
<td>105</td>
<td>144</td>
</tr>
<tr>
<td>29</td>
<td>12</td>
<td>109</td>
<td>108</td>
</tr>
<tr>
<td>33</td>
<td>24</td>
<td>113</td>
<td>144</td>
</tr>
<tr>
<td>37</td>
<td>20</td>
<td>120</td>
<td>136</td>
</tr>
<tr>
<td>40</td>
<td>28</td>
<td>124</td>
<td>160</td>
</tr>
<tr>
<td>41</td>
<td>32</td>
<td>129</td>
<td>200</td>
</tr>
<tr>
<td>44</td>
<td>28</td>
<td>133</td>
<td>136</td>
</tr>
<tr>
<td>53</td>
<td>28</td>
<td>136</td>
<td>184</td>
</tr>
<tr>
<td>56</td>
<td>40</td>
<td>137</td>
<td>192</td>
</tr>
<tr>
<td>57</td>
<td>56</td>
<td>140</td>
<td>152</td>
</tr>
<tr>
<td>60</td>
<td>48</td>
<td>141</td>
<td>144</td>
</tr>
<tr>
<td>61</td>
<td>44</td>
<td>149</td>
<td>140</td>
</tr>
<tr>
<td>65</td>
<td>64</td>
<td>152</td>
<td>164</td>
</tr>
<tr>
<td>69</td>
<td>48</td>
<td>157</td>
<td>172</td>
</tr>
<tr>
<td>73</td>
<td>88</td>
<td>165</td>
<td>176</td>
</tr>
<tr>
<td>76</td>
<td>76</td>
<td>173</td>
<td>156</td>
</tr>
<tr>
<td>77</td>
<td>48</td>
<td>197</td>
<td>196</td>
</tr>
<tr>
<td>85</td>
<td>72</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The next proposition gives upper and lower bounds for \( |B_{x,2}| \) in terms of \( d \). As a consequence of the lower bound, it is only necessary to look at fields with fairly small discriminants to find all \( \Gamma(1) \)-type surfaces having small geometric genus.

**Proposition 3.2.**

\[
3d^{3/2} < |B_{x,2}| < \frac{d^{3/2}}{6}.
\]
Proof. \( L(2, \chi) = (\tau(\chi)/d^3)\pi^2 B_{x,2} \). Since \( L(2, \chi) < \zeta(2) = \pi^2/6 \), \( |B_{x,2}| < d^{3/2}/6 \). \( \zeta_\mathcal{E}(2) = \zeta(2)L(2, \chi) > 1 \), that is, \( |L(2, \chi)| = d^{-3/2}\pi^2 |B_{x,2}| > 6/\pi^2 \). Thus,

\[
|B_{x,2}| > \frac{6d^{3/2}}{\pi^4} > \frac{3d^{3/2}}{50}.
\]

4. Smoothness. In this section we give necessary and sufficient conditions for subgroups of \( B \) which contain \( \Gamma(1) \) to yield smooth surfaces. We begin by assuming that \( k \) is totally real.

For \( \gamma \in A^* - k^* \), \( k(\gamma) \) is a maximal subfield of \( A \), and is therefore, a quadratic extension of \( k \). Moreover, for an element \( \gamma \in A^+ \), \( j(\gamma) \) is the identity automorphism of \( H^2 \) if and only if \( \gamma \in k^* \).

**Lemma 4.1.** Let \( K \) be a totally imaginary quadratic extension of \( k \), and let \( \phi \) be a \( k \)-linear isomorphism (an embedding) of \( K \) into \( A \). Then, for \( a \in K^* - k^* \), \( \phi(a) = \gamma \) is an element of \( A^+ \), and \( j(\gamma) \) has a unique fixed point on \( H^2 \) which is the same for all \( a \in K^* - k^* \). Conversely, if \( j(\gamma) \in j(A^+) \), \( j(\gamma) \neq 1 \), has a fixed point on \( H^2 \), then \( k(\gamma) \) is isomorphic to a totally imaginary quadratic extension of \( k \).

**Proof.** See Shimura [8].

The next two propositions are well known.

**Proposition 4.2 (Hasse).** \( A \) is isomorphic to \( M_2(k) \) if and only if \( A \) is isomorphic to \( M_2(k_p) \) for all primes \( p \) of \( k \).

**Proposition 4.3.** A quadratic extension \( K \) of \( k \) splits \( A \), that is \( K \otimes_k A \cong M_2(K) \), if and only if \( K \) can be embedded in \( A \).

**Proposition 4.4.** A quadratic extension \( K \) of \( k \) can be embedded in \( A \) if and only if \( K_p = K \otimes_k k_p \) can be embedded in \( A_p \) for all primes \( p \) of \( k \).

**Proof.** If \( K \) can be embedded in \( A \) then it is clear that \( K_p \) can be embedded in \( A_p \) for all \( p \).

Put \( C = A \otimes_k K \). By the last proposition, to demonstrate the other implication it is sufficient to show that \( C_q \cong M_2(K_q) \) for all primes \( q \) of \( K \). The Hasse invariant \( \text{inv}[C] \) of a simple algebra over a local field is an element of \( Q/Z \). For quaternion algebras \( \text{inv}[C] = 0 \text{ (mod} Z) \) if the algebra is nondivision and \( \equiv 1/2 \text{ (mod} Z) \) if the algebra is division. If \( C \) is an algebra over \( L \) and \( L' \) is a finite extension of \( L \) of degree \( l \) then \( \text{inv}[C \otimes_l L'] = l \cdot \text{inv}[C] \). In the
present situation there are three cases to consider:

(a) \( \mathfrak{p} \in S(A) \). \( \text{inv } [A] = 0 \) so for \( q \) lying above \( \mathfrak{p} \), \( \text{inv } [C_q] = 0 \).

(b) \( \mathfrak{p} \in S(A) \) and only one prime of \( K \) lies above. \( [K_q : k_q] = 2 \), so \( \text{inv } [C_q] = 2 \cdot \text{inv } [A_p] = 0 \).

(c) \( \mathfrak{p} \in S(A) \) and only one primes of \( K \) lie above \( \mathfrak{p} \). Then \( K_q \sim k_p \cdot k_q \) and \( \text{inv } [C_q] = 1/2 \). Thus, \( C_q \) is division but by assumption \( K_q \cong k_q \oplus k_q \) can be embedded in \( C \). This is impossible since \( K_q \) has zero divisors.

Thus, only the first two cases are possible and, therefore, for all \( q \), \( C_q \) is isomorphic to \( M_2(K_q) \). By Proposition 4.2 \( C \cong M_2(K) \) and by Proposition 4.3 \( K \) can be embedded in \( A \).

**Proposition 4.5.** A quadratic extension \( K \) of \( k \) can be embedded in \( A \) if and only if only one prime of \( K \) lies above each prime in \( S(A) \).

**Proof.** In the proof of the last proposition, it was shown that if a quadratic extension of \( k \) can be embedded in \( A \), then no prime of \( S(A) \) can have two primes of \( K \) lying above it. Now, suppose there is only one prime of \( K \) lying above each \( \mathfrak{p} \in S(A) \), then \( K_q \) is a quadratic extension \( k_q \). Since \( \text{inv } [A_p] = 1/2 \), any quadratic extension of \( k_q \) splits \( A_q \). Thus, \( K_q \) can be embedded in \( A_q \) for all primes \( \mathfrak{p} \in S(A) \). For \( \mathfrak{p} \in S(A) \), \( A_q \cong M_2(k_q) \). \( K_q \) is either isomorphic to \( k_q \oplus k_q \) or is a quadratic extension of \( k_q \). In the first case \( K_q \) can be embedded in \( M_2(k_q) \) on the diagonal, and in the second case it can be embedded via (left) regular representation. Thus, \( K_q \) can be embedded in \( A_q \) for all \( \mathfrak{p} \) and applying Proposition 4.4 yields the desired result.

**Proposition 4.6.** Assume that \( k \) has class number \( h(k) = 1 \). Then \( \Gamma(1) \) has a fixed point on \( H^2 \) if and only if there is an integer \( N > 2 \) such that \( k(\zeta_N) \) can be embedded in \( A \), where \( \zeta_N \) is a primitive \( N \)th root of unity.

**Proof.** If \( \gamma \neq \pm 1 \) has a fixed point on \( H^2 \), then \( \gamma \) is an element of a finite subgroup of \( \Gamma(1) \) and there is a minimal integer \( N \) such that \( \gamma^N = 1 \). Conversely, let \( \phi \) be an embedding of \( k(\zeta_N) \) into \( A \) and put \( \gamma = \psi(\zeta_N) \). \( \gamma \) is in some maximal order \( \mathcal{O}' \) of \( A \). \( h(k) = 1 \) implies that all maximal orders in \( A \) are conjugate, i.e., there is an \( x \in A^+ \) such that \( x^{-1}\mathcal{O}'x = \mathcal{O} \). \( x\gamma x^{-1} \) also has order \( N \), so we may as well assume that \( \gamma \) is in \( \mathcal{O} \). \( nr(\gamma^N) = nr(\gamma)^N = 1 \). Thus, \( nr(\gamma) = \pm 1 \) and either \( \gamma \) or \( \gamma^2 \) is in \( \Gamma(1) \). This completes the proof.

For the remainder of this section \( k \) will be a real quadratic field.
If \( Q(\zeta_N) \) can be embedded in \( A \) then \([Q(\zeta_N): Q] \) divides 4 and so \( N \in \{3, 4, 5, 6, 8, 10, 12\} \). Putting \( \zeta_N = e^{2\pi i/N} \) we have:

- \( N = 3 \) or \( 6 \), \( Q(\zeta_N) = Q(\sqrt{-3}) \)
- \( N = 4 \), \( Q(\zeta_N) = Q(\sqrt{-4}) \)
- \( N = 5 \) or \( 10 \), \( Q(\zeta_N) \supset Q(\sqrt{5}) \)
- \( N = 8 \), \( Q(\zeta_N) = Q(\sqrt{2}, i) \supset Q(\sqrt{8}) \)
- \( N = 12 \), \( Q(\zeta_N) = Q(\sqrt{3}, i) \supset Q(\sqrt{12}) \).

\( k(\zeta_N) \) is not a subfield of \( R \). Thus, if \( Q(\zeta_N) \) can be embedded in \( A \), \([k(\zeta_N): k] = 2 \). For \( N = 5 \) or \( 10 \) \( d \) must be 5, and for \( N = 8 \) or \( 12 \) \( k \) coincides with \( Q(\sqrt{8}) \) or \( Q(\sqrt{12}) \), respectively. Therefore, for \( d \neq 5 \), the only possibilities for \( N \) are 3, 4, and 6, and elements of order 8 or 12 can only occur for \( d = 8 \) or \( d = 12 \), respectively.

**Proposition 4.7.** Assume \( k \) has class number 1. Then \( \Gamma(1) \) acts freely on \( H^2 \) if and only if all of the following hold:

1. Some prime in \( S(A) \) splits in \( k(\sqrt{-3})/k \).
2. Some prime in \( S(A) \) splits in \( k(\sqrt{-1})/k \).
3. If \( d = 5 \), some prime in \( S(A) \) splits in \( k(\zeta_d)/k \).

**Proof.** \( \Gamma(1) \) has an element of order 3 if and only if it has an element of order 6, and this is the case if and only if \( Q(\zeta_6) \) can be embedded in \( A \). \( Q(\zeta_6) \) can be embedded in \( A \) if and only if \( k(\sqrt{-3}) \) can be and by Proposition 4.5 this is equivalent to none of the primes in \( S(A) \) splitting in \( k(\sqrt{-3})/k \).

\( \Gamma(1) \) contains an element of order 4 (resp. order 8) if and only if \( Q(\zeta_4) \) (resp. \( Q(\zeta_8) \)) can be embedded in \( A \), which is the same as \( k(\sqrt{-1}) \) admitting an embedding into \( A \). This is equivalent to none of the primes in \( S(A) \) splitting in \( k(\sqrt{-1})/k \).

If \( \Gamma(1) \) contains an element of order 12 then it also contains elements of orders 3 and 4, and \( k(\sqrt{-3}) \) and \( k(\sqrt{-1}) \) can both be embedded in \( A \). Conversely, if \( k(\sqrt{-3}) \) and \( k(\sqrt{-1}) \) can both be embedded in \( A \), then \( \Gamma(1) \) contains elements of orders 3 and 4 and hence an element of order 12.

Finally, if \( d = 5 \) there exists an element of order 5 or 10 if and only if \( k(\zeta_d) \) can be embedded in \( A \).

\( K = k(\sqrt{-3}) \) (resp. \( k(\sqrt{-1}) \)) is a biquadratic extension of \( Q \) and has the three quadratic subfields \( k, k_1 = Q(\sqrt{-3}) \) (resp. \( Q(\sqrt{-4}) \)) and \( k_2 = Q(\sqrt{D}) \) where \( D \) is the discriminant of \( Q(\sqrt{-3d}) \) (resp. \( Q(\sqrt{-d}) \)).
In view of the last proposition, we would like to determine how primes split in $K/k$ in terms of the three quadratic extensions of $Q$. Let $G = \text{Gal}(K/Q)$, $q$ be a finite prime of $K$ lying above $p$ of $k$ and $p\mathcal{O}$ of $Q$, $G_z$ be the decomposition group of $q$ and $G_\tau$ be the inertia group of $q$. Put $K_z$ = the decomposition field of $q$ and $K_\tau$ = the inertia field of $q$. $K_z$ is the largest field contained in $K$ in which $p\mathcal{O}$ splits completely, and $K$ is the largest field contained in $K$ in which $p\mathcal{O}$ is unramified. Moreover, $K_z$ is contained in $K_\tau$. In a relative quadratic extension a prime either ramifies ($e$), splits ($g$) or remains prime ($f$).

The possibilities for diagram (1) are:

(I) $K_\tau = K_z = Q$.

(II) $K_\tau = \text{some intermediate field (say } k_i)\text{ and } K_z = Q$.

(III) $K_\tau = K_z = \text{some intermediate field}$.

(IV) $K_\tau = K$, $K_z$ is an intermediate field.
(V) $K_T = K_Z = K$.
$K_T = K_Z$
\[ \text{g} \quad \text{g} \quad \text{g} \]

(VI) $K_T = K, K_Z = \mathbb{Q}$. This situation does not occur because $G_Z/G_T$ must be cyclic.

Examining these diagrams we conclude that $p$ splits in $K/k$ if and only if $p \mathbb{Z}$ splits in $k_1$ or $k_2$.

In the case $d = 5$ we have the diagram

$Q(\zeta_5)$
\[ \text{g} \quad \text{g} \quad \text{g} \]

$p$ splits in $Q(\zeta_5)/k$ if and only if $p \mathbb{Z}$ splits completely in $Q(\zeta_5)/\mathbb{Q}$ and this is the case if and only if $p \equiv 1 \pmod{5}$.

Combining these results with Proposition 4.7 yields:

**Theorem 4.8.** Assume that $k$ is a real quadratic field and $h(k) = 1$. Then $\Gamma(1)$ acts freely on $H^2$ if and only if all of the following hold:

1. $(-3/p) = 1$ or $(D/p) = 1$ for some $p \in S(A)$, where $p \mathbb{Z} = p \cap \mathbb{Z}$ and $D$ is the discriminant of $Q(\sqrt{-3d})$.
2. $(-1/p) = 1$ or $(\Delta/p) = 1$ for some $p \in S(A)$ where $p \mathbb{Z} = p \cap \mathbb{Z}$ and $\Delta$ is the discriminant of the field $Q(\sqrt{-d})$.
3. If $d = 5$, there exists $p \in S(A)$ such that $p \mathbb{Z} = p \cap \mathbb{Z}$ and $p \equiv 1 \pmod{5}$.

**Theorem 4.9.** Assume $k$ has class number 1 and assume further that a fundamental unit $\varepsilon_k$ of $k$ greater than 0 is totally positive. Then $E$ acts freely on $H^2$ if and only if both of the following hold:

1. $\Gamma(1)$ acts freely.
2. Some $p \in S(A)$ splits in $k(\sqrt{-\varepsilon_k})/k$.

**Proof.** Suppose $j(\gamma) \in j(E)$, $j(\gamma) \neq 1$, has a fixed point on $H^2$. By Lemma 4.1 $k(\gamma)$ is totally imaginary quadratic extension of $k$. $nr(\gamma) = \varepsilon_k^m$, and we may assume $m$ is nonnegative. We can find
\(\gamma_i \in E\) with \(j(\gamma_i) = j(\gamma)\) and \(nr(\gamma_i) = \varepsilon_k\) or 1. To see this suppose \(m = 2l\) (resp. \(2l + 1\)) and let \(\gamma_i = \gamma\varepsilon_k^{-l}\). Then \(nr(\gamma_i) = nr(\gamma) \cdot nr(\varepsilon_k^{-l}) = 1\) (resp. \(\varepsilon_k\)). If \(m\) is even \(j(\gamma)\) is in \(\Gamma(1)\) and has a fixed point on \(H^2\). If \(m\) is odd then \(\gamma'_i = \pm \varepsilon_k^s\) for some \(s\) since \(\gamma\) has a fixed point. Choose \(s\) to be minimal. \(nr(\gamma'_i) = \varepsilon_k^s = nr(\gamma)' = \varepsilon_k\). Put \(\gamma_i = \gamma'_i\). \(j(\gamma_i) = j(\gamma_i)\) and \(k(\gamma_i) = k(\gamma)\). By the minimality of \(s\), \(\gamma'_i \in k^*\) but \(\gamma'_i = \pm \varepsilon_k^s \in k^*\). Since this must be a totally imaginary extension of \(k\), \(k(\gamma_i) = k(\sqrt{-\varepsilon_k})\). If \(t\) is odd then \(k(\gamma_i) = k(\sqrt{-\varepsilon_k})\) can be embedded in \(A\) and by Proposition 4.5 this is equivalent to none of the primes in \(S(A)\) splitting in \(k(\sqrt{-\varepsilon_k})/k\). If \(t\) is even then \(k(\gamma) = k(\sqrt{-1})\) can be embedded in \(A\) and \(\Gamma(1)\) has a fixed point.

Conversely, suppose \(\phi\) is an embedding of \(k(\sqrt{-\varepsilon_k})\) in \(A\). Put \(\gamma = \phi(\sqrt{-\varepsilon_k})\). \(\gamma\) is in some maximal order of \(A\) which, because \(k\) has class number 1, may be assumed to be \(\mathcal{O}\). Moreover, \(\gamma\) is a unit of \(\mathcal{O}\), and by Lemma 4.1 it has totally positive reduced norm. Thus, \(\gamma\) is in \(E\) and has a fixed point. This completes the proof.

**Lemma 4.10.** \(k(\sqrt{-\varepsilon_k})\) is an extension of \(Q\) with Galois group \(Z/2Z \times Z/2Z\). Moreover, we have the following diagram of subfields:

\[
\begin{array}{ccc}
\k(\sqrt{-\varepsilon_k}) & \mathop{\longrightarrow}^{j} & \k(\sqrt{d}) \\
\mathop{\longrightarrow}_{\mathfrak{o}} & & \mathop{\longrightarrow}_{\mathfrak{f}} \\
Q(\sqrt{-\varepsilon_k + 2}) & k = Q(\sqrt{d}) & Q(\sqrt{-\varepsilon_k - 2}) \\
\mathop{\longrightarrow}_{\mathfrak{d}} & & \mathop{\longrightarrow}_{\mathfrak{f}} \\
Q & & \mathop{\longrightarrow}_{\mathfrak{d}} \end{array}
\]

where \(\mathfrak{t}\) is the trace map from \(k\) to \(Q\).

**Proof.** Let \(\alpha\) denote \(\sqrt{-\varepsilon_k}\) and \(\beta\) denote \(\sqrt{-\varepsilon_k'}\) where prime denotes Galois conjugation in \(k\) and the square roots are chosen such that \(\text{Im}(\alpha) > 0\) and \(\text{Im}(\beta) > 0\). \((\alpha\beta)^2 = 1\), therefore \(\alpha\beta = \pm 1\), but \(\alpha\) and \(\beta\) are purely imaginary, and \(\text{Im}(\alpha)\) and \(\text{Im}(\beta)\) are both positive. Therefore \(\alpha\beta = -1\) and \(\alpha = (-1/\beta)\). Put \(\xi = \alpha + \beta\) and \(\eta = \alpha - \beta\). Then

1. \(\xi^2 = (\alpha + \beta)^2 = -\varepsilon_k - \varepsilon_k' + 2\alpha\beta = -\text{tr} \varepsilon_k - 2 \in k(\sqrt{-\varepsilon_k})\).
2. \(\eta^2 = (\alpha - \beta)^2 = -\varepsilon_k - \varepsilon_k' - 2\alpha\beta = -\text{tr} \varepsilon_k + 2 \in k(\sqrt{-\varepsilon_k})\).

Adjoining \(\xi\) and \(\eta\) to \(Q\) give two distinct intermediate quadratic extensions of \(Q\) neither of which is \(k\), whose compositum coincides with \(k(\sqrt{-\varepsilon_k})\). Therefore, \(k(\sqrt{-\varepsilon_k})\) is a biquadratic extension of \(Q\) and the lemma follows.
THEOREM 4.11. Assume $k$ has class number 1, and let $\varepsilon_k$ be a fundamental unit of $k$ greater than 0. Then $B$ acts freely on $H^2$ if and only if all of the following hold:

1. $E$ acts freely on $H^2$.
2. For all totally positive $\pi_i\pi_{i_1}\cdots\pi_{i_t}$, there exists $p \in S(A)$ such that $p$ splits in the extension $k(\sqrt{-\pi_i\cdots\pi_{i_t}})/k$, where $\{i_i, \cdots, i_t\} \subset \{1, \cdots, |S(A)|\}$.
3. For all totally positive $\pi_i\pi_{i_1}\cdots\pi_{i_t}\varepsilon_k$, there exists $p \in S(A)$ such that $p$ splits in the extension $k(\sqrt{-\pi_i\cdots\pi_{i_t}\varepsilon_k})/k$, where $\{i_i, \cdots, i_t\} \subset \{1, \cdots, |S(A)|\}$.

Proof. Fix a set of generators for the maximal $\mathcal{O}$-ideals $\mathfrak{p}_i$ which correspond to the $\mathfrak{p}_i$ in $S(A)$, and choose a set of generators $\pi_i$ for the $\mathfrak{p}_i$ in $S(A)$ such that $\pi_i > 0$ and $nr(\Pi_i) = \pi_i$. Suppose $\gamma \in B$ has a fixed point on $H^2$. Recall that $\gamma$ is of the form $\Pi_i\varepsilon_k$, where $\mathfrak{p}_i \in \mathcal{O}$ and $nr(\Pi_i\varepsilon_k)$ is totally positive. For simplicity, denote the product $\Pi_i\varepsilon_k$ by $\gamma$. By Lemma 4.1, $k(\gamma)$ is a totally imaginary quadratic extension of $k$. Let $r$ be the least positive integer for which $\gamma^r \in \mathcal{O}$. Form the two-sided $\mathcal{O}$-ideals $\mathfrak{p}_i\mathcal{O} = \mathfrak{p}_1\cdots\mathfrak{p}_t\mathcal{O}$ and $\mathfrak{p}_i\mathcal{O} = \mathfrak{p}_1\cdots\mathfrak{p}_t\mathcal{O}^\alpha$ where $\alpha$ is an ideal of $k$. Since $\gamma^r \in k^*$, $r$ must be even. Put $r = 2s$ and $\gamma_1 = \gamma_s$. Let $k(\gamma_1) \subset k(\gamma_1)$ and $[k(\gamma_1)] = 2$. Thus, $k(\gamma_1) = k(\gamma_s)$ and $j(\gamma_1)$ and $j(\gamma_s)$ have the same fixed point.

If $s$ is even then $\gamma_1 = a\varepsilon_s$ where $a \in k^*$ and $nr(\varepsilon)$ is totally positive. Therefore, $E$ has a fixed point. If $s$ is odd, say $s = 2t + 1$, then $\gamma_1 = \Pi_i^{s+1} \cdots \Pi_i^{s+1} a = \Pi_i \cdots \Pi_i \varepsilon_2^{s+1} b$ where $a$ and $b \in k^*$. $nr(\gamma_1^2) = nr(\gamma_s^2) = \gamma_1^2$ since $\gamma_1^2 \in k^*$. Thus,

$$\gamma_1^2 = \pm nr(\gamma_1) = \pm nr(\Pi_i) \cdots nr(\Pi_i) nr(\varepsilon_2^{s+1}) b^2 = \pm \pi_1 \cdots \pi_t \varepsilon_0 b^2$$

where $\varepsilon_0 \in \mathbb{U}_k$, $\varepsilon_0 = \varepsilon_1^t$. Therefore, $k(\gamma^2) = k(\sqrt{-\pi_1 \cdots \pi_t(\varepsilon_0)})$ where $\varepsilon_0$ appears only if $q$ is odd, and the minus-sign is chosen because the extension must be totally imaginary. Thus, if $j(\gamma)$ has a fixed point on $H^2$, $k(\sqrt{-\pi_1 \cdots \pi_t(\varepsilon_0)})$ can be embedded in $A$ which is equivalent to none of the $\mathfrak{p}_i$ in $S(A)$ splitting in $k(\sqrt{-\pi_1 \cdots \pi_t(\varepsilon_0)})/k$.

Conversely, suppose $\phi$ is an embedding of $k(\sqrt{-\pi_1 \cdots \pi_t(\varepsilon_0)})$ in $A$. Put $\gamma = \phi(\sqrt{-\pi_1 \cdots \pi_t(\varepsilon_0)})$. By Lemma 4.1, $\gamma$ has totally positive reduced norm. Consider the ideals $\gamma\mathcal{O}$ and $\gamma^2\mathcal{O}$. Noting that $\phi(\gamma^2) = \gamma^2$ we have $\gamma^2\mathcal{O} = \pi_1 \cdots \pi_t\mathcal{O} = \mathfrak{p}_1^2 \cdots \mathfrak{p}_t^2$. Thus, $\gamma\mathcal{O}$ is a two-sided $\mathcal{O}$-ideal and $\gamma$ normalizes $\mathcal{O}$. Therefore, $\gamma$ is in $B$ and has a fixed point on $H^2$. 
5. The torsion part of $H^3(Z)$. Let $\Gamma$ be a subgroup of $B$ acting freely on $H^2$ and put $U = \Gamma \backslash H^2$. $\pi_1(U)$ is isomorphic to $j(\Gamma)$ and, therefore, $H^1(U, Z)$ is isomorphic to $j(\Gamma)/j(\Gamma)'$ where $j(\Gamma)'$ is the commutator subgroup of $j(\Gamma)$. The exact sequence

$$0 \longrightarrow \mathbb{Z} \longrightarrow R \longrightarrow R/Z \longrightarrow 0$$

induces a long exact cohomology sequence. Consider the following fragment of that sequence:

$$\cdots \longrightarrow H^1(U, R) \longrightarrow H^1(U, R/Z) \longrightarrow \delta H^3(U, Z) \longrightarrow H^3(U, R) \longrightarrow \cdots \tag{1}$$

By the universal coefficient theorem

$$H^3(U, R/Z) \cong \text{Ext}(H^4(U, Z), R/Z) \oplus \text{Hom}(H^3(U, Z), R/Z). \tag{2}$$

Since $H^4(U, Z)$ is free, the Ext term vanishes, and the right hand side of (2) is just the Pontryagin dual of $H^3(U, Z)$ which, since $b^3 = 0$, is isomorphic to itself. Applying Poincaré duality to both sides of (2) then yields:

$$H^1(U, R/Z) \cong H_1(U, Z).$$

In (1) $\delta$ is injective because $b^1 = 0$, and since $H^3(U, R) \cong R^{4g+2}$, the image of $\delta$ is precisely the torsion subgroup of $H^3(U, Z)$. Thus, $H^3(U, Z)_{\text{tor}} \cong H_1(U, Z)$.

We now specialize to the case where $\Gamma = \Gamma(1)$ and $k$ is real quadratic. The strategy is to build a normal subgroup $M$ of $\Gamma(1)$ which contains $\Gamma(1)'$ for which $\Gamma(1)/M$ is known.

For a maximal ideal $p$ of $\mathcal{O}$ and the corresponding $\mathfrak{p}$ of $\mathcal{O}$, let $\Phi_p$ and $\Phi_\mathfrak{p}$ denote the maps reduction mod $p$ and $\mathfrak{p}$, respectively. When the context makes it clear which map we mean, we will simply write $\Phi$.

**Lemma 5.1.** Let $Np = q = p'$ and $F_q = \text{the field having } q \text{ elements. Then}

(a) For $p \in S(A)$ the following diagram commutes:

$$\begin{array}{ccc}
\mathbb{Q} & \xrightarrow{\Phi} & M_q(F_q) \\
\downarrow \text{nr} & & \downarrow \det \\
\mathfrak{p} & \xrightarrow{\Phi} & F_q
\end{array}$$

(b) For $p \in S(A)$ the following diagram commutes:
Proof. (a) \( \mathcal{O} \) can be taken to be \( M_2(o) \). By definition, the reduced norm coincides with determinant and the diagram commutes.

(b) Take \( x \in \mathcal{O} \). \( k(x) = K \) is either a quadratic extension of \( k \) or coincides with \( k \). Since \( x \) is integral over \( o \), \( x \in o_K \) the ring of integers of \( K \). If \( K = k \), \( \Phi_o(x) = \Phi_o(x) \in F_q \) and \( nr(x) = x^2 \). Then \( N(\Phi_o(x)) = \Phi_o(x)^2 \) and \( \Phi_o(nr(x)) = \Phi_o(x^3) \), and the diagram commutes. Suppose \( K \neq k \). The canonical involution \( \iota \) of \( A \) induces Galois conjugation on \( K \) and \( nr(x) = xx' = N_{K/k}(x) \). Put \( q = o_K \cap \mathfrak{P} \). Then \( \Phi_o \) restricted to \( o_K \) is \( \Phi_o \) and the following diagram commutes:

\[
\begin{array}{c}
o_K \xrightarrow{\Phi} o_K/\mathfrak{p} \\
\downarrow N_{K/k} \quad \downarrow N \\
o \xrightarrow{\Phi} o/\mathfrak{p}
\end{array}
\]

This completes the proof.

**Lemma 5.2.** (a) For \( p \in S(A) \), \( \Phi(\Gamma(1)) = SL_2(F_q) \).

(b) For \( p \in S(A) \), \( \Phi(\Gamma(1)) = \{x \in F_q^2 | N(x) = 1\} = U(q) \) where \( N \) is the norm map from \( F_q^2 \) to \( F_q \).

Proof. \( \Phi(\Gamma(1)) \subset SL_2(F_q) \) (resp. \( U(q) \)). To shown the equality take \( x \in SL_2(F_q) \) (resp. \( U(q) \)). By Lemma 5.1 \( nr(\Phi^{-1}(x)) \equiv 1 \pmod{p} \). Since \( A \) is totally indefinite and \( nr(\Phi^{-1}(x)) \) is integral, we can apply Theorem 1.1 to obtain \( \alpha \in \mathcal{O} \) such that \( \Phi^{-1}(x) \equiv \alpha \pmod{\mathfrak{P}} \) and \( nr(\alpha) = 1 \). Moreover, since \( nr(\alpha) \) is a unit of \( k \), \( \alpha \) is a unit of \( \mathcal{O} \). This completes the proof.

Let \( \Gamma(\mathfrak{P}) \) denote the kernel of the restriction of \( \Phi \) to \( \Gamma(1) \). For \( p \) in \( S(A) \)

\[
1 \longrightarrow U(q) \longrightarrow F_q^* \xrightarrow{N} F_q^* \longrightarrow 1
\]

is an exact sequence of abelian groups, and \( F_q^* \) and \( F_q^* \) are cyclic of orders \( q^2 - 1 \) and \( q - 1 \), respectively. Thus, \( U(q) \) is cyclic of order \( q + 1 \).

Put \( M_0 = \bigcap_{p \in S(A)} \Gamma(\mathfrak{P}) \). Since the \( \mathfrak{P}_i \) are pairwise relatively prime, \( M_0 = \Gamma(\mathfrak{P}_1 \cdots \mathfrak{P}_r) \) and \( \mathcal{O}/\mathfrak{P}_1 \cdots \mathfrak{P}_r = \mathcal{O}/\mathfrak{P}_1 \times \mathcal{O}/\mathfrak{P}_2 \times \cdots \times \mathcal{O}/\mathfrak{P}_r \).

The following lemma is an easy extension of Lemma 5.1.
Lemma 5.3. For \( p_i \in S(A) \)

\[
\begin{array}{ccc}
\mathcal{O} & \overset{\phi_{\gamma_1} \cdots \gamma_r}{\longrightarrow} & \mathcal{O}/\mathfrak{P}_1 \times \cdots \times \mathcal{O}/\mathfrak{P}_r \\
\downarrow \text{nr} & & \downarrow N \\
\mathcal{O} & \overset{\phi_{\gamma_1} \cdots \gamma_r}{\longrightarrow} & \mathcal{O}/\mathfrak{p}_1 \times \cdots \times \mathcal{O}/\mathfrak{p}_r
\end{array}
\]

commutes where \( N = \) the product of the norm maps from \( F_{q_i} \) to \( F_{q_i} \).

Since \( \Gamma(1)/\Gamma(\mathfrak{P}_1) \cong U(q_i) \) for \( p_i \in S(A) \), \( \phi_{\gamma_1} \cdots \gamma_r(\Gamma(1)) \cong U(q_i) \times \cdots \times U(q_r) \). Thus, \( \Gamma(1)/M_0 \cong U(q_i) \times \cdots \times U(q_r) \) is abelian and \( \Gamma(1) \supset M_0 \supset \Gamma(1)' \).

For \( p \notin S(A) \)

\[
1 \longrightarrow \Gamma(\mathfrak{P}_2) \longrightarrow \Gamma(1) \overset{\phi}{\longrightarrow} SL_2(F_q) \longrightarrow 1
\]

is exact. \( SL_2(F_q) \) is isomorphic to \( S_3 \) and has a normal subgroup \( A_3 \) of index 2. For simplicity, let \( A_3 \) also denote the copy of \( A_3 \) in \( SL_2(F_q) \). For a prime \( p \) lying above \( 2Z \) with \( Np = 2 \), put \( M(p) = \phi^{-1}(A_3) \). The sequence

\[
1 \longrightarrow \Gamma(\mathfrak{P}_2) \longrightarrow M(p) \overset{\phi}{\longrightarrow} A_3 \longrightarrow 1
\]

is exact. Thus \( M(p)/\Gamma(\mathfrak{P}_2) \cong A_3 \). Since \( \Gamma(1)/\Gamma(\mathfrak{P}_2) \cong S_2 \), \( \Gamma(1)/M(p) \) is of order 2.

\( PSL_2(F_q) \) is isomorphic to \( A_4 \) and \( A_4 \) contains the Klein 4-group \( V \) as a normal subgroup of index 3.

\[
1 \longrightarrow \{\pm 1\} \longrightarrow SL_2(F_q) \overset{J}{\longrightarrow} PSL_2(F_q) \longrightarrow 1
\]

is exact where \( J \) is the map "modulo \( \{\pm 1\} \)." Let \( V \) also denote the copy of \( V \) in \( PSL_2(F_q) \). \( J^{-1}(V) \) is a normal subgroup of \( SL_2(F_q) \) of index 3. Put \( M(p) = \phi^{-1}(J^{-1}(V)) \). The sequence

\[
1 \longrightarrow \Gamma(\mathfrak{P}_2) \longrightarrow M(p) \overset{\phi}{\longrightarrow} J^{-1}(V) \longrightarrow 1
\]

is exact. Thus, \( \Gamma(1)/M(p) \cong SL_2(F_q)/J^{-1}(V) \) is of order 3.

For \( l = 2 \) and 3 we make the definition:

\[
M(l) = \begin{cases} 
M(p) & \text{if there is only one prime } p \text{ lying above } lZ \text{ having norm } l \text{ which is not in } S(A) \\
M(p) \cap M(p') & \text{if there are two distinct primes lying above } lZ \text{ neither of which is in } S(A) \\
\Gamma(1) & \text{otherwise}
\end{cases}
\]

for \( \Gamma(1) \).
Finally, define $M$ to be $M_0 \cap M(2) \cap M(3)$.

For $\mathfrak{p}$ and $\mathfrak{p}'$ two distinct primes lying above $2\mathbb{Z}$ (resp. $3\mathbb{Z}$) and having norms 2 (resp. 3), the quotient of $\Gamma(1)/(M(\mathfrak{p}) \cap M(\mathfrak{p}'))$ by $M(\mathfrak{p})/(M(\mathfrak{p}) \cap M(\mathfrak{p}'))$ is isomorphic to $\Gamma(1)/M(\mathfrak{p})$ which has order 2 (resp. 3). The order of $M(\mathfrak{p})/(M(\mathfrak{p}) \cap M(\mathfrak{p}'))$ is 2 or 1 (resp. 3 or 1). It is of order 2 (resp. order 3) if and only if $M(\mathfrak{p}) \cdot M(\mathfrak{p}')$ properly contains $M(\mathfrak{p})$ which is the case if and only if $M(\mathfrak{p}) \neq M(\mathfrak{p}')$. Since $\mathfrak{p}$ and $\mathfrak{p}'$ are distinct ideals, $M(\mathfrak{p})/(M(\mathfrak{p}) \cap M(\mathfrak{p}'))$ has order 2 (resp. 3) and $\Gamma(1)/(M(\mathfrak{p}) \cap M(\mathfrak{p}'))$ has order 4 (resp. 9).

We have calculated the order of $\Gamma(1)/M$, but we are interested in the order of $j(\Gamma(1))/j(M)$. If $M$ contains $-1$ then $j(\Gamma(1))/j(M)$ is isomorphic to $\Gamma(1)/M$. If $M$ does not contain $-1$ then $j(\Gamma(1))/j(M)$ is isomorphic to $\Gamma(1)/\{\pm 1\}M$, and $|j(\Gamma(1))/j(M)| = 1/2|\Gamma(1)/M|$. $-1 \in M$ if and only if $-1 \in$ some $\Gamma(\mathfrak{P}_i)$. This is equivalent to some $U(q_i)$ containing $-1$ and this is the case if and only if some $q_i$ is odd.

We summarize this discussion as:

**Theorem 5.4.** Suppose $k$ is a real quadratic field and $\Gamma(1)$ acts freely on $H^2$. Put $U = \Gamma(1)\backslash H^2$. Then the order of $H^2(U, Z)_{tor}$ is divisible by $a \cdot b \cdot c \cdot \prod_{\mathfrak{p}\in S(A)} (N\mathfrak{p} - 1)$ where

\[ a = \begin{cases} 1/2 & \text{if for some } \mathfrak{p} \in S(A) \text{ } N\mathfrak{p} \text{ is odd.} \\ 1 & \text{otherwise.} \end{cases} \]

\[ b = \begin{cases} 4 & \text{if there are two distinct primes lying above } 2\mathbb{Z} \text{ neither of which is in } S(A). \\ 2 & \text{if there is only one prime lying above } 2\mathbb{Z} \text{ having norm 2 which is not in } S(A). \\ 1 & \text{otherwise.} \end{cases} \]

\[ c = \begin{cases} 9 & \text{if there are two distinct primes lying above } 3\mathbb{Z} \text{ neither of which is in } S(A). \\ 3 & \text{if there is only one prime lying above } 3\mathbb{Z} \text{ having norm 3 which is not in } S(A). \\ 1 & \text{otherwise.} \end{cases} \]

6. **Examples.** In this section we will determine all $p_s = 0$ (non-singular) surfaces arising from groups lying between $\Gamma(1)$ and $B$ and algebras over real quadratic fields of class number 1.

In practice it is a simple matter to apply the conditions of Theorems 4.8 and 4.9, but the conditions of Theorem 4.10 are considerably more difficult to verify partly because the extensions are not always Galois. The following lemmas are helpful in this regard.
Lemma 6.1. The primes $p_i = \pi_i^x$, $1 \leq x \leq l$, all ramify in $k(\sqrt{-\pi_1 \cdots \pi_l(\varepsilon_k)})/k$.

Proof. For any $p = \pi_0$ among the $p_1, \ldots, p_l$ consider the $p$-adic valuation $| \cdot |_p$ of $k$ and the corresponding value group $V_p$. The $p$-adic completion $k_p$ of $k$ also has value group $V_p$. Let $q$ be the extension of $p$ to $k(\sqrt{-\pi_1 \cdots \pi_l(\varepsilon_k)})$. Put $\alpha = \sqrt{-\pi_1 \cdots \pi_l(\varepsilon_k)}$. The $q$-adic valuation of $\alpha$ is $\sqrt{|Na\beta|_p} = \sqrt{|\pi|_p}$. Thus $|V_p/V_q| = 2$ and $p$ ramifies in $k(\alpha)/k$.

Lemma 6.2. Let $K$ be an algebraic number field with minimal polynomial $f(x) \in \mathbb{Z}[x]$. Then the discriminant $d(f)$ of $f(x)$ divides the absolute discriminant $d(K)$ of $K$ and the quotient is the square of an integer, i.e., $d(f) = m^2 d(K)$. Moreover, if $p$ does not divide $m$ then the number of distinct irreducible factors of $f(x)$ in $\mathbb{Z}[x]/p\mathbb{Z}[x]$ is the same as the number of primes of $K$ lying above $(p\mathbb{Z})$.

Proof. See Borevich and Shafarevich [1].

In cases where Lemma 6.2 is not applicable one can either factor the polynomial $p$-adically or use the following lemma.

Lemma 6.3. Let $F$ be a local field with prime element $\pi$ and let $f(x)$ be a monic polynomial in $F[x]$ with integral coefficients. Put $r = \text{ord}_\pi(d(f))$. Then, if $f(x)$ factors modulo $\pi^{r+1}$ as a product of $t$ irreducible polynomials then $f$ factors in $F[x]$ as a product of $t$ irreducible polynomials.

Proof. See Borevich and Shafarevich [1].

The integer $r$ in Lemma 6.3 is sometimes fairly large. In these cases the following observation is useful.

Lemma 6.4. The minimal of $k(\sqrt{-\pi_1 \cdots \pi_l(\varepsilon_k)})/\mathbb{Q}$ is of the form $f(x) = x^4 + ax^2 + b$. $f(x)$ can factor as a product of quadratic polynomials in only the following three distinct ways:

\[
\left(\frac{x^2 - a + \sqrt{a^2 - 4b}}{2}\right)\left(\frac{x^2 - a - \sqrt{a^2 - 4b}}{2}\right),
\]

\[
\left(x^2 + \sqrt{2b - ax + \sqrt{b}}\right)\left(x^2 - \sqrt{2b - ax + \sqrt{b}}\right),
\]

\[
\left(x^2 + \sqrt{-2b - ax - \sqrt{b}}\right)\left(x^2 - \sqrt{-2b - ax - \sqrt{b}}\right).
\]

Moreover, if it factors in any two of these ways then it must factor completely.
As was remarked earlier, the lower bound for $|J_3 \chi_{2}|$ given in Proposition 3.2 provides an upper bound for the possible discriminants that can lead to surfaces of any given geometric genus. For example, if we are interested in $p_g = 0$ surfaces $\Gamma(1)\backslash H^2$, then $|B_{x,2}| \leq 24$ since the Euler number is $4$. In this case $d < 55$.

For simplicity we write $A(d; p_v, p_s, \ldots, p_i)$ for the algebra having center $k = Q(\sqrt{d})$ and $S(A) = \{p_t, p_s, \ldots, p_i\}$. We denote a prime of $k$ lying above $pZ$ by $p_v$. If there are two distinct primes lying above $pZ$ we denote these $p_v$ and $p_v'$. Finally, put $\tilde{U}(\Gamma) = \Gamma \backslash H^2$. We identify a group $\Gamma$ lying between $E$ and $B$ with the primes of $k$ corresponding to a complete set of coset representatives for $j(\Gamma)/j(E)$. For example, if the representatives are $\Pi$ and 1 with $\Pi^2 = p\mathcal{O}_k$, then we denote this group by $\Gamma_\Pi$ or more compactly by $\Gamma_v$ and $\Gamma_{v'}$ by $\Gamma_{v'}$.

**Example 1.** $A(12; p_v, p_s)$.  
$2Z$ ramifies and $5Z$ remains prime in $Q(\sqrt{12})$. Thus, $E(\tilde{U}(\Gamma(1))) = (4/12)(25 - 1)(2 - 1) = 8$. $(-1/5) = 1$. Therefore, by Theorem 4.8 $\tilde{U}(\Gamma(1))$ is smooth.

$\varepsilon_k = 2 + \sqrt{3}$ which is totally positive has trace 4. Since $5Z$ splits in $Q(\sqrt{-6})$, $p_s$ splits in $k(\sqrt{-\varepsilon_k})$ (see Lemma 4.10). Thus, $k(\sqrt{-\varepsilon_k})$ cannot be embedded in $A$ and by Theorem 4.9 $U(E)$ is a smooth $p_g = 0$ surface.

**Example 2.** $A(13; p_v, p_s)$ and $A(13; p_s, p_{13})$. $13Z$ ramifies and $3Z$ splits in $Q(\sqrt{13})$. $E(\tilde{U}(\Gamma(1))) = 4/12(13 - 1)(3 - 1) = 8$. Thus, $U(\Gamma(1))$ is a candidate for a smooth $p_s = 1$ surface. To check for smoothness, note that $(-1/13) = 1$ and $(-3/13) = 1$. Then, by Theorem 4.8, $U(\Gamma(1))$ is smooth.

$\varepsilon_k = 3/2 + \sqrt{13}/2$ and is not totally positive. Therefore, $j(\Gamma(1))$ and $j(E)$ coincide.

To find $p_g = 0$ surfaces we must look for index 2 subgroups of $j(B)$. The possible sets of coset representatives are $\{\Pi_{13}, 1\}$, $\{\Pi'_s, 1\}$ and $\{\Pi'_s, \Pi_{13}, 1\}$. In view of Lemma 6.1, the last group cannot lead to a smooth surface.

Let us begin by considering $\Gamma_3$ and the algebra $A(13; p_v, p_{13})$ where $\pi_3 = 1/2 + \sqrt{13}/2$. $\pi_3$ is not totally positive. By Theorem 4.11 we must check whether $k(\sqrt{-\pi_3 \varepsilon_k}) = Q(\sqrt{-4 + \sqrt{13}}) = K$ can be embedded in $A$. The minimal polynomial of $K/Q$ is $f(x) = x^4 + 8x^3 + 3$ and $d(f) = 2^8 \cdot 13^2 \cdot 3$. $13^2$ divides $d(K)$ because $13Z$ ramifies in $k/Q$. $f(x) \equiv (x + 3)^3(x - 3)^3$ (mod 13) and by Lemma 6.2 there are two primes of $K$ lying above $13Z$. Since $p_{13}$ is the only prime of $k$ lying above $13Z$, $p_{13}$ must split in $K$. Therefore $U(\Gamma_3)$ is smooth.
Now consider \( A(13; p, p_3) \) and \( \Gamma_3 \). \( \pi_{13} = -1/2 + \sqrt{13}/2 \). \( K = k(\sqrt{-\pi_{13} \varepsilon_k}) = Q(\sqrt{(-5 - \sqrt{13})/2}) \). \( f(x) = x^4 + 5x^3 + 3 \) and \( d(f) = 2^3 \cdot 3 \cdot 13^2 \). \( f(x) \equiv (x - 2)^3(x + 2)^3(\text{mod } 13) \) and \( U(\Gamma'_3) \) is smooth.

Consider \( \Gamma_{13} \). \( \pi_{13} = \sqrt{13} \). We must check whether \( K = k(\sqrt{-\pi_{13} \varepsilon_k}) = Q(\sqrt{(-13 - 3\sqrt{13})/2}) \) can be embedded in \( A \). \( f(x) = x^4 + 13x^3 + 13 \) and \( d(f) = 2^3 \cdot 3^2 \cdot 17^2 \). In this case we cannot use Lemma 6.2. Instead we will factor \( f(x) \) 3-adically. 13 is a 3-adic square because \((13/3) = 1 \). In fact \( \sqrt{13} = (1, 7, 16, \ldots) \). 2\sqrt{13} = (1, 1, 19, \ldots) which is again a 3-adic square and thus, \( f(x) \) factors in the second way listed in Lemma 6.4. \( a^2 - 4b = 117 = 3 \cdot 13^2 \). Again, this is a 3-adic square and by the lemma \( f(x) \) factors completely. Thus, there are four distinct primes of \( K \) lying above 3\( \mathbb{Z} \) and \( K \) cannot be embedded in \( A \) for either choice of \( A \). This leads to two more smooth \( p_g = 0 \) surfaces \( U(\Gamma_{13}) \).

**Example 3.** \( A(17; p, p_3), A(17; p'_2, p_3), A(17; p, p'_3) \) and \( A(17; p'_2, p'_3) \). Both \( 2\mathbb{Z} \) and \( 13\mathbb{Z} \) split in \( Q(\sqrt{17}) \). \( E(U(\Gamma(1))) = 8/12 \cdot (13 - 1)(2 - 1) = 8 \). \((-1/13) = 1 \) and \((-3/13) = 1 \). Thus, \( U(\Gamma(1)) \) is a smooth \( p_g = 1 \) surface.

\( \varepsilon_k = 4 + \sqrt{17} \) and is not totally positive. The possible coset representatives for index 2 subgroups of \( B \) are \( \{III, 1\}, \{III', 1\} \) and \( \{III, III', 1\} \). As before we can immediately eliminate the last case.

Let \( \pi_2 = ((3 + \sqrt{17})/2), \pi'_2 = ((-3 + \sqrt{17})/2), \pi_{13} = 2 + \sqrt{17} \) and \( \pi'_{13} = -2 + \sqrt{17} \). None of these are totally positive.

Consider \( \Gamma_2 \) and the appropriate algebras. \( K = k(\sqrt{-\pi_2 \varepsilon_k}) = Q(\sqrt{(-29 - 7\sqrt{17})/2}) \). \( f(x) = x^4 + 29x^2 + 2 \) and \( d(f) = 2^3 \cdot 7 \cdot 17^2 \). \( f(x) \equiv (x^2 + 2)(x - 5)(x + 5)(\text{mod } 13) \). Thus, three primes of \( K \) lie above \( 13\mathbb{Z} \) and either \( p_{13} \) or \( p'_{13} \) splits in \( K/k \). We would like to factor \( g(x) = x^3 - (29 + 7\sqrt{17})/2 \) \( p_{13} \)-adically and \( p'_{13} \)-adically. By Lemma 6.3 it suffices to factor \( g(x) \) mod \( \pi_{13} \) and mod \( \pi'_{13} \).

\[-(29 + 7\sqrt{17})/2 \equiv -(29 + 7\sqrt{17})/2 + (2 + \sqrt{17})(1 + 3\sqrt{17})/2 \pmod{\pi_{13}} \]

\[\equiv 12 \pmod{13}\]

12 is a square modulo 13 and thus, \( g(x) \) factors. Therefore, there are two primes of \( K \) lying above \( p_{13} \) and \( U(\Gamma'_2) \) is smooth if the algebra is chosen to be \( A(17; p, p_3) \).

\[-(29 + 7\sqrt{17})/2 \equiv -(29 + 7\sqrt{17})/2 + (2 - \sqrt{17})(-1 + 3\sqrt{17})/2 \pmod{\pi'_{13}} \]

\[\equiv 11 \pmod{13}\]

11 is not a square modulo 13. We conclude that \( U(\Gamma'_2) \) is not smooth if the algebra is chosen to be \( A(17; p, p'_3) \).

Consider \( \Gamma'_2 \). \( K = k(\sqrt{-\pi'_2 \varepsilon_k}) = Q(\sqrt{(-5 - \sqrt{17})/2}) \). \( f(x) = x^4 + \sqrt{13}/2 \) and \( d(f) = 2^3 \cdot 3 \cdot 13 \). \( f(x) \equiv (x - 2)^3(x + 2)^3(\text{mod } 13) \) and \( U(\Gamma'_2) \) is smooth.
5x^2 + 2 \text{ and } d(f) = 2^5 \cdot 17^2. f(x) \equiv (x^2 - 5)(x + 4)(x - 4) \quad (\text{mod } 13). \quad \text{Thus, there are three primes of } K \text{ lying above } 13\mathcal{O}. \quad \text{Again to factor } g(x) = x^3 - (-5 - \sqrt{17})/2 \text{ it suffices to factor } g(x) \text{ modulo } \pi'_{13}.

\begin{align*}
(-5 - \sqrt{17})/2 & \equiv (-5 - \sqrt{17})/2 + (2 + \sqrt{17})(-1 + \sqrt{17})/2 \quad (\text{mod } \pi'_{13}) \\
& \equiv 5 \quad (\text{mod } 13)
\end{align*}

Thus, \( g(x) \) does not factor \( \pi'_{13} \)-adically. We conclude that \( \Gamma'_{13} \) and \( A(17; \pi'_2, \pi'_{13}) \) do not lead to a smooth surface.

\begin{align*}
(-5 - \sqrt{17})/2 & \equiv (-5 - \sqrt{17})/2 + (2 - \sqrt{17})(1 + \sqrt{17})/2 \quad (\text{mod } \pi'_{13}) \\
& \equiv 3 \quad (\text{mod } 13)
\end{align*}

Thus, \( g(x) \) factors modulo \( \pi'_{13} \) and \( U(\Gamma'_{13}) \) is smooth if the algebra is chosen to be \( A(17; \pi'_2, \pi'_{13}) \).

Consider \( \Gamma'_{13} \). \( K = k(\sqrt{-\pi_{13}\mathcal{O}_k}) = Q(\sqrt{-25 - 6\sqrt{17}}) \), \( f(x) = x^4 + 50x^2 + 13 \) and \( d(f) = 2^2 \cdot 13 \cdot 17^2 \). \( f(x) \) factors 2-adically as a product of three irreducible polynomials. Thus, one of \( \pi_2 \) or \( \pi'_2 \) splits in \( K/k \), but this provides no information about which of these primes splits. Instead we factor \( g(x) = x^2 - (25 + 6\sqrt{17}) \text{ } \pi_2 \)-adically and \( \pi'_2 \)-adically. \( d(g) = 4(25 + 6\sqrt{17}) \). By Lemma 6.3 it is sufficient to factor \( g(x) \) modulo \( \pi_2^3 \) and modulo \( \pi'_{13}^3 \). \( \pi_2^3 = (45 + 11\sqrt{17})/2 \) and

\begin{align*}
-25 - 6\sqrt{17} & \equiv -25 - 6\sqrt{17} + (-3 + \sqrt{17})(45 + 11\sqrt{17})/2 \quad (\text{mod } \pi_2^3) \\
& \equiv 1 \quad (\text{mod } 8)
\end{align*}

Thus, \( g(x) \) factors \( \pi_2 \)-adically. We conclude that \( U(\Gamma'_{13}) \) is smooth if the algebra is chosen to be \( A(17; \pi_2, \pi'_{13}) \). \( \pi'_{13}^3 = (45 - 11\sqrt{17})/2 \) and

\begin{align*}
-25 - 6\sqrt{17} & \equiv -25 - 6\sqrt{17} + (3 + \sqrt{17})(45 - 11\sqrt{17})/2 \quad (\text{mod } \pi'_{13}^3) \\
& \equiv 5 \quad (\text{mod } 8)
\end{align*}

Thus, \( g(x) \) does not factor \( \pi'_2 \)-adically. We conclude that \( U(\Gamma'_{13}) \) is not smooth if the algebra is chosen to be \( A(17; \pi'_2, \pi'_{13}) \).

Finally, consider \( \Gamma'_{13} \). \( K = k(\sqrt{-\pi'_{13}\mathcal{O}_k}) = Q(\sqrt{-9 - 2\sqrt{17}}) \) and \( d(f) = 2^2 \cdot 13 \cdot 17^2 \). Let \( g(x) = x^2 - (-9 - 2\sqrt{17}) \). Again, we factor \( g(x) \) modulo \( \pi'_2^3 \) and modulo \( \pi'_{13}^3 \).

\begin{align*}
-9 - 2\sqrt{17} & \equiv -9 - 2\sqrt{17} + (-16 + 4\sqrt{17})(45 + 11\sqrt{17})/2 \quad (\text{mod } \pi'_2^3) \\
& \equiv 5 \quad (\text{mod } 8)
\end{align*}

\begin{align*}
-9 - 2\sqrt{17} & \equiv -9 - 2\sqrt{17} + (-29 - 7\sqrt{17})(45 - 11\sqrt{17})/2 \quad (\text{mod } \pi'_{13}^3) \\
& \equiv 1 \quad (\text{mod } 8)
\end{align*}

Thus, \( U(\Gamma'_{13}) \) is smooth if \( A = (17; \pi'_2, \pi'_{13}) \) and is not smooth if \( A = A(17; \pi_2, \pi'_{13}) \).
The following are all \( p_g = 0 \) (nonsingular) surfaces arising from \( \Gamma \) lying between \( \Gamma(1) \) and \( B \).

(I) Smooth \( \Gamma(1) \)-surfaces having geometric genus 0.

(1) \( A(8; p_s, p_5) \)
(2) \( A(12; p_3, p_{13}) \)
(3) \( A(12; p_s, p_{13}) \)

(II) Smooth \( E \)-surfaces \( (E \subseteq \Gamma(1)) \) having geometric genus 0.

(1) \( A(12; p_3, p_5) \)
(2) \( A(12; p_3, p_{13}) \)
(3) \( A(12; p_3, p_{13}) \)
(4) \( A(21; p_3, p_5) \)
(5) \( A(21; p_3, p_5) \)
(6) \( A(24; p_3, p_5) \)
(7) \( A(24; p_3, p_5) \)

(III) Smooth geometric genus 0 surfaces from \( \Gamma, E \subseteq \Gamma \subset B \).

<table>
<thead>
<tr>
<th>Algebra</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A(5; p_3, p_{31}) )</td>
<td>( \Gamma_5 )</td>
</tr>
<tr>
<td>( A(5; p_3, p_{31}) )</td>
<td>( \Gamma_{31} )</td>
</tr>
<tr>
<td>( A(5; p_3, p_{31}) )</td>
<td>( \Gamma_5 )</td>
</tr>
<tr>
<td>( A(5; p_3, p_{31}) )</td>
<td>( \Gamma'_{31} )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_2 )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_{41} )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_2 )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_{41} )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_2 )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_{41} )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_3 )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_{3} )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_{41} )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_{41} )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_3 )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_{3} )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_{41} )</td>
</tr>
<tr>
<td>( A(5; p_2, p_{41}) )</td>
<td>( \Gamma_{41} )</td>
</tr>
<tr>
<td>( A(13; p_3, p_{13}) )</td>
<td>( \Gamma_{13} )</td>
</tr>
<tr>
<td>( A(13; p_3, p_{13}) )</td>
<td>( \Gamma_{13} )</td>
</tr>
<tr>
<td>( A(13; p_3, p_{13}) )</td>
<td>( \Gamma_{13} )</td>
</tr>
<tr>
<td>( A(13; p_3, p_{13}) )</td>
<td>( \Gamma_{13} )</td>
</tr>
</tbody>
</table>

For the next 4 examples it is necessary to specify the particular primes. In \( Q(\sqrt{17}) \) both \( 13Z \) and \( 2Z \) split. Let \( p_3 \) be the ideal generated by \( (3+\sqrt{17})/2 \) and \( p'_3 \) be the ideal generated by \( (-3+\sqrt{17})/2 \). Similarly, \( p_{13} \) is generated by \( 2+\sqrt{17} \) and \( p'_{13} \) is generated by \( -2+\sqrt{17} \).

(15) \( A(17; p_3, p_{13}) \) | \( \Gamma_{13} \)
(16) \( A(17; p_3, p_{13}) \) | \( \Gamma_{2} \)
(17) \( A(17; p'_3, p'_{13}) \) | \( \Gamma_{2} \)
(18) \( A(17; p'_3, p'_{13}) \) | \( \Gamma_{13} \)
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