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It is known that if $F$ is a superpythagorean field or a nonformally real field with (finite) $u$-invariant equal to the number of square classes then the Witt ring of quadratic forms over $F$ is isomorphic to a group ring $\mathbb{Z}/n\mathbb{Z}[G]$ with $n = 0, 2, \text{ or } 4$ and $G$ a subgroup of the group of square classes of $F$. In this paper, we investigate those fields with Witt ring isomorphic to a group ring $\mathbb{Z}/n\mathbb{Z}[G]$ for some $n \geq 0$ and some group $G$. It is shown that $G$ is necessarily of exponent 2 and such a field is either superpythagorean or is not formally real with level (Stufe) $s(F) = 1$ or 2 (so $n = 0, 2, \text{ or } 4$). Characterizations of these fields will be given both in terms of the behavior of their quadratic forms and the structure of their Galois 2-extensions.

1. Fields whose Witt rings are group rings. In notations and terminology we primarily follow [11]. All fields $F$ will have characteristic different from two, $\hat{F}$ denotes the multiplicative group of $F$, $\hat{F}^2$ the subgroup of nonzero squares, and for $a$ in $\hat{F}$, $[a]$ will denote the image of $a$ in the group of square classes $Q(F) = \hat{F}/\hat{F}^2$. If $\phi$ is a quadratic form over $F$ then the value set of $\phi$ is $D_F(\phi) = \{[a] \in Q(F) | a \text{ is represented by } \phi \}$. Isometries of quadratic forms will be written $\cong$ and $\phi \perp \psi$, $\phi \otimes \psi$ will denote, respectively, the orthogonal sum and tensor product of two forms $\phi$ and $\psi$. We will write $\phi = \langle a_1, a_2, \cdots, a_n \rangle$ to mean that $\phi$ has an orthogonal basis $e_1, e_2, \cdots, e_n$ with $\phi(e_i) = a_i \in \hat{F}$. In this case the determinant of $\phi$ is $\det \phi = [a_1a_2\cdots a_n] \in Q(F)$. The Witt ring of quadratic forms over $F$ is denoted by $W(F)$.

The mapping $[a] \rightarrow \langle a \rangle$ identifies $Q(F)$ with a subgroup of units of $W(F)$ and induces a surjective ring homomorphism $\Psi$ from the integral group ring $\mathbb{Z}[Q(F)]$ onto $W(F)$. Then $\Psi(\mathbb{Z}) = \mathbb{Z}/n\mathbb{Z}$ for some integer $n$ and by a theorem of Pfister, $F$ is not formally real if and only if $n > 0$. When this happens, $n = 2s$ where $s = s(F)$ is the least positive integer such that $-1$ is a sum of $s$ squares in $F$. The integer $s(F)$ is called the level (Stufe) of $F$ and is a power of 2. We will adopt the convention that $s(F) = 0$ for a formally real field $F$. Thus for any field $F$ with level $s$, $W(F)$ is a $\mathbb{Z}/2s\mathbb{Z}$-algebra.

PROPOSITION 1.1 (Compare [11, Exercise 8, p. 335]). Let $F$ be a field and $n$ a natural number. If $W(F)$ is a free $\mathbb{Z}/n\mathbb{Z}$-module then $n = 2s(F)$ and $s(F) = 0, 1, \text{ or } 2$. 
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Proof. Let $s = s(F)$. The equality $n = 2s$ follows immediately from the freeness assumption together with the fact that if $s > 0$ then the additive order of 1 in $W(F)$ is $2s$. Now assume $s > 0$. Then every odd dimensional form is a unit in $W(F)$. But any $\mathbb{Z}/n\mathbb{Z}$-basis for $W(F)$ necessarily contains an odd dimensional form so by multiplying the basis elements by its inverse we can find a basis $\{\phi_i\}_{i \in I}$ containing the form $\langle 1 \rangle$. If $D_F(\langle 1, 1 \rangle) \subset \{[1], [-1]\}$ then $s \leq 2$ so we may suppose there exists $[a]$ in $D_F(\langle 1, 1 \rangle)$ with $[a] \neq 1, [-1]$. There exist basis elements $\phi_1, \ldots, \phi_k$ and integers $n_1, \ldots, n_k$ such that $\langle -a \rangle = \sum_{i=1}^{k} n_i \phi_i$ in $W(F)$. By comparing determinants, we see that there exists an index $j$ such that $n_j$ is odd and det $\phi_j \neq 1, [-1]$. Since $[a] \in D_F(\langle 1, 1 \rangle)$, $2\langle 1 \rangle + 2\langle -a \rangle = 0$ in $W(F)$ and hence $2\langle 1 \rangle + \sum_{i=1}^{k} 2n_i \phi_i = 0$. Then the linear independence of the $\phi_i$'s forces $2n_j \equiv 0 \pmod{2s}$ which implies that the level $s$ of $F$ divides the odd integer $n_j$. Thus $s = 1$.

As a consequence of the foregoing proof we have

**Corollary 1.2.** Let $F$ be a field such that $W(F)$ is a free $\mathbb{Z}/n\mathbb{Z}$-module with $n \neq 2$. Then $D_F(\langle 1, 1 \rangle) \subset \{1, [-1]\}$ with equality if and only if $n = 4$.

**Proposition 1.3.** Let $F$ be a field, $G$ a group, and $n \geq 0$. If $W(F) \cong \mathbb{Z}/n\mathbb{Z}[G]$ then $G$ is a group of exponent 2.

**Proof.** We may assume $G$ is a subgroup of units of $W(F)$ which is also a $\mathbb{Z}/n\mathbb{Z}$-basis for $W(F)$. If $n = 0$ then for any $g \in G$ and any homomorphism $\sigma: W(F) \to \mathbb{Z}$, $\sigma(g^s) = 1$ so since $W(F) = \mathbb{Z}[G]$ is torsion free, $g^s = 1$. If $n > 0$ then $n = 2s$ with $s = s(F') = 1$ or 2 and any element $g$ in $G$ can be written $g = 1 + \phi$ with dim $\phi$ even. Then $g^s = 1 + 2\phi + \phi^s$ and $\phi^s = 2\phi'$ for some form $\phi'$. Now 1 and $g^s$ are in the basis $G$, $s \neq 0$ in $\mathbb{Z}/n\mathbb{Z}$, and $s \cdot 1 + s \cdot g^s = s \cdot 1 + s(1 + 2\phi + 2\phi') = 2s + 2s(\phi + \phi') = 0$ forcing $g^s = 1$.

We now record a result which will be used several times throughout the paper.

**Exact Sequence 1.4 [11, Th. 3.4, p. 202].** For a quadratic extension $K = F(\sqrt{d})$, the following sequence is exact

$$1 \longrightarrow \{1, \lbrack d \rbrack \} \longrightarrow Q(F) \xrightarrow{\varepsilon} Q(K) \xrightarrow{N} Q(F).$$

Here, $\varepsilon$ is the map induced by inclusion, and $N$ is the homomorphism induced by the norm $N_{K/F}$. 
**Theorem 1.5.** For a field \(F\) the following statements are equivalent.

1. \(W(F) \cong \mathbb{Z}/n\mathbb{Z}[G]\) for some integer \(n > 0\) and some group \(G\).
2. \(W(F) = \mathbb{Z}/n\mathbb{Z}[H]\) where either \(n = 2\) and \(H = Q(F)\) or \(n = 4\) and \(H\) is a subgroup of index 2 in \(Q(F)\) with \([-1] \in H\).
3. For every binary anisotropic form \(\beta\), \(|D_F(\beta)| = 2\).
4. For every quadratic extension \(K\) of \(F\), the image of \(s: Q(F) \to Q(K)\) has index 2 in \(Q(K)\).
5. \(F\) is not formally real and \(|D_F(\phi)| \leq \dim \phi\) for all anisotropic forms \(\phi\).
6. \(|D_F(\phi)| = \dim \phi\) for all anisotropic forms \(\phi\).
7. For every finite subset \(S\) of \(Q(F)\) there exists an anisotropic form \(\phi\) such that \(D_F(\phi) = S\).
8. For every finite subgroup \(H\) of \(Q(F)\) there exists an anisotropic form \(\phi\) such that \(D_F(\phi) = H\).
9. \(F\) is not formally real and \(D_F(1, a) = \{1, [a]\}\) for all \([a] \neq 1, [-1]\).
10. The Kernel of the mapping \(\Psi: \mathbb{Z}[Q(F)] \to W(F)\) is the ideal generated by \(1 + [-1]\) and \(2(1 - [-1])\). Moreover, \(1 + [-1]\) generates \(\text{Ker} \Psi\) if and only if \(s(F) = 1\).

**Remarks.** 1. If \(Q(F)\) is finite then we recover the \(\overline{C}\) fields introduced in [5] and also studied in [16].
2. If \(F\) is a field satisfying statement (6), and hence statement (3), of Theorem 1.5 then \(s(F) = 1\) or 2. In particular, \(F\) is not formally real. Moreover, if \(s(F) \neq 1\) then \(D_F(1, a) = \{[a], [-a]\}\) for all \(a\) in \(F\). Indeed, if \(\langle a, a \rangle\) is isotropic then \(s(F) = 1\) and if \(\langle a, a \rangle\) is anisotropic and \([b] \in D_F(\langle a, a \rangle)\) with \([b] \neq [a]\) then \(\langle a, -b \rangle \equiv \langle b, -a \rangle\) is anisotropic. If \([b] \neq [-a]\) then \(|D_F(\langle b, -a \rangle)| = 2\) implies that \([a], [-b]\) = \([b, [-a]]\) which is impossible. Thus \(D_F(\langle a, a \rangle) = \{[a], [-a]\}\) and \(s(F) = 2\).

**Proof.** We will prove the equivalence of the statements (2) through (10) and then, with the help of two lemmata, show that these are equivalent to (1).

(2) \(\Rightarrow\) (3). If \(n = 2\) and \(H = Q(F)\), this is obvious. Thus suppose \(n = 4\), \((Q(F): H) = 2\), \([-1] \in H\), and let \(\beta = \langle a, b \rangle\) be anisotropic over \(F\). If \([c] \in D_F(\langle a, b \rangle)\) then \(\langle a \rangle + \langle b \rangle = \langle c \rangle + \langle cab \rangle\) in \(W(F)\). If \(\langle a \rangle = \langle b \rangle\) then \(2\langle -a \rangle = 2\langle a \rangle = 2\langle c \rangle = 2\langle -c \rangle\) so \([c] \in [[a], [-a]]\) and \(|D_F(\langle a, b \rangle)| = 2\). Next suppose \(2\langle a, b \rangle = 0\) in \(W(F)\). Then \(2\langle \pm a \rangle + 2\langle \pm b \rangle = 0\) so, since \(\langle a, b \rangle\) is anisotropic, \(\langle a \rangle = \langle b \rangle\). Finally, using the relation \(\langle x \rangle = -\langle -x \rangle\), we can rewrite \(\langle a \rangle + \langle b \rangle = \langle c \rangle + \langle cab \rangle\).
as \(n_x x + n_y y = n_u u + n_v v\) with \(x = \langle \pm a \rangle\), \(y = \langle \pm b \rangle\), \(u = \langle \pm c \rangle\), \(v = \langle \mp cab \rangle\), \(n_i = \pm 1\), and \(x, y, u, v \in H\). If \(u = \pm v\) then \(\langle c \rangle = \langle \pm cab \rangle\) so \(\langle ab \rangle = \langle 1 \rangle\) and \(\langle a \rangle = \langle b \rangle\). If \(u = x\) or \(u = y\) then \(\langle c \rangle \in \{\langle a \rangle, \langle -a \rangle, \langle b \rangle, \langle -b \rangle\}\). If \(\langle c \rangle = \langle -a \rangle\) or \(\langle -b \rangle\) then \(\langle a, b \rangle \cong \langle -a, -b \rangle\) whence \(2\langle a, b \rangle = 0\) and \(\langle a \rangle = \langle b \rangle\) as before. Thus, either \([a] = [b]\) and \(D_F(\langle a, a \rangle) = \{[a], [-a]\}\) or \([a] \neq [b]\) and \(D_F(\langle a, b \rangle) = \{[a], [b]\}\), proving (3).

The equivalence of (3) and (4) is a consequence of the exact sequence 1.4.

(3) \(\implies\) (5). By Remark 2 above, \(F\) is not formally real and the proof that \(|D_F(\phi)| \leq \dim \phi\) is contained in the proof of Theorem 3.3 (iii) in [5].

(5) \(\implies\) (6). If \(F\) is not formally real, a well known theorem of Kneser implies that \(D_F(\phi) = \{[a], [-a]\}\) for any anisotropic form \(\phi\).

(6) \(\implies\) (7). Let \(S = \{[a], \ldots, [a_n]\}\) with \([a_1], \ldots, [a_n]\) distinct elements of \(Q(F)\). Inductively, we can find an anisotropic form \(\psi\) with \(D_F(\psi) = \{[a_1], \ldots, [a_{n-1}]\}\). By (6), \(\dim \psi = n - 1\). Let \(\rho = \psi \perp \langle a_n \rangle\). If \(\rho\) is anisotropic then (6) implies that \(D_F(\rho) = S\) so we can take \(\phi = \rho\). If \(\rho\) is isotropic then \([a_n] = [-a_i]\) for some \(i \leq n - 1\). Then \(s(F) > 1\) and \(\phi = \psi \perp \langle -a_n \rangle\) is anisotropic. Now \([a_1], \ldots, [a_{n-1}]\) are in \(D_F(\phi)\) so by (6) we need only show \([a_n] \in D_F(\phi)\). But \([-a_n] = [a_i]\) is in \(D_F(\psi)\) so \(\phi\) contains the subform \(\langle -a_n, -a_n \rangle\) and Remark 2 above implies that \(D_F(\langle -a_n, -a_n \rangle) = \{[-a_n], [a_n]\}\), proving (7).

The implication (7) \(\implies\) (8) is obvious, and the proof of (8) \(\implies\) (9) can be found in the proof of Proposition 5.10 of [5].

(9) \(\implies\) (10). As is well known, the Kernel of \(\Psi\) is the ideal generated by \(1 + [-1]\) and all elements of the form \(g(a, x, y) = (1 + [a])(1 - [x^2 + ay^2])\) with \(x, y \in F\) and \(a, x^2 + ay^2 \in \bar{F}\). If \(a \neq 1, [-1]\) then \([x^2 + ay^2] \in \{1, [a]\}\) which implies \(g(a, x, y) = 0\). If \([a] = 1\) then \([x^2 + ay^2] \in D_F(\langle 1, 1 \rangle)\) so that \(\langle 1, -(x^2 + ay^2) \rangle \cong \langle -1, x^2 + ay^2 \rangle\). Now if \([x^2 + ay^2] \neq 1, [-1]\) then \(D_F(\langle 1, -(x^2 + ay^2) \rangle) = \{1, [-(x^2 + ay^2)]\}\) which forces \([-1] = 1\). Thus either \([1] = [-1]\) and \(1 + [-1]\) is the only generator of \(\ker \Psi\) or \(1 \neq [-1]\) and \(D_F(\langle 1, 1 \rangle) \subset \{1, [-1]\}\). Since \(F\) is not formally real we cannot have \(D_F(\langle 1, 1 \rangle) = \{1\}\). Hence if \(1 \neq [-1]\) then there exist \(x, y\) in \(F\) such that \(g(1, x, y) = (1 + 1)(1 - [-1]) = 2(1 - [-1])\).

To prove the last statement of (10), suppose \(1 + [-1]\) is the only generator of \(\ker \Psi\). Then there exists \(x\) in \(Z[Q(F)]\) such that \(2(1 - [-1]) = (1 + [-1])x\). If \(1 \neq [-1]\) then there exists a group homomorphism \(\sigma: Q(F) \rightarrow \{1, -1\} \subset Z\) such that \(\sigma([-1]) = -1\). Then \(\sigma\) extends to a ring homomorphism \(\tilde{\sigma}: Z[Q(F)] \rightarrow Z\) and \(\tilde{\sigma}(2(1 - [-1])) = 4\), \(\tilde{\sigma}((1 + [-1])x) = 0\). Thus \(1 = [-1]\), i.e., \(s(F) = 1\).

(10) \(\implies\) (2). If \(1 + [-1]\) is the only generator, this is proved in [16, Proposition]. Thus assume \(1 \neq [-1]\) and \(1 + [-1]\) and \(2(1 - [-1])\)
generate the ideal \( \text{Ker } \Psi \). Let \( \Psi(Z) = \mathbb{Z}/n\mathbb{Z} \), \( n \geq 0 \), and let \( H \) be any subgroup of \( \mathbb{Q}(F) \) with \( \{ -1 \} \in H \). Now \( 4 = 2(1 + \{ -1 \}) + 2(1 - \{ -1 \}) \) so \( 4 = 0 \) in \( \mathbb{W}(F) \). Since \( 1 \not\equiv \{ -1 \} \) it follows that \( n = 4 \). Moreover, in \( \mathbb{Z}/4\mathbb{Z}[\mathbb{Q}(F)] \), \( 2(1 - \{ -1 \}) = 2(1 + \{ -1 \}) \) so the Kernel of the induced map \( \tilde{\Psi}: \mathbb{Z}/4\mathbb{Z}[\mathbb{Q}(F)] \to \mathbb{W}(F) \) is generated by \( 1 + \{ -1 \} \). The remainder of the proof is the same (with \( Z \) replaced by \( \mathbb{Z}/n\mathbb{Z} \)) as the proof of the implication \((v) \Rightarrow (vi)\) in Theorem 1 of [15].

To complete the proof of Theorem 1.5 we need the following

**Lemma 1.6.** Let \( G \) be a group of exponent 2 and \( F_0 \) a field. Then there exists a field \( F \) containing \( F_0 \) and a \( \mathbb{W}(F_0)[G] \)-algebra isomorphism \( \mathbb{W}(F_0)[G] \to \mathbb{W}(F) \) sending \( G \) onto a subgroup of \( \mathbb{Q}(F) \).

**Proof.** Let \( I \) be a basis for \( G \). Well order \( I \) with ordering \( \prec \) and for each finite subset \( J = \{ i_1, \ldots, i_r \} \) of \( I \) with \( i_1 < \cdots < i_r \), let \( F_J \) be the iterated formal power series field \( F_0((t_{i_1}))(t_{i_2}) \cdots (t_{i_r}) \). If \( J_1 \subset J_2 \) are finite subsets of \( I \) then we have an inclusion \( F_{J_1} \subset F_{J_2} \) sending the indeterminate \( t_i \) to the corresponding indeterminate \( t_i \) for \( i \in J_1 \subset J_2 \). These inclusion give rise to a directed system of fields. Let \( F \) be the direct limit of this system. We will regard \( F \) as the union of subfields \( F_0((t_{i_1}))(t_{i_2}) \cdots (t_{i_n}) \), \( i_1 < i_2 < \cdots < i_n \).

For each finite subset \( J \) of \( I \), let \( G_J \) be the subgroup of \( G \) spanned by \( J \). By a theorem of T. A. Springer, the correspondence \( i \mapsto \langle t_i \rangle, i \in J \), induces an isomorphism \( \mathbb{W}(F_0)[G_J] \cong \mathbb{W}(F_J) \). If \( J_1 \subset J_2 \) are finite then any anisotropic form over \( F_{J_1} \) remains anisotropic over \( F_{J_2} \) and, since \( F \) is the union of the \( F_J \)'s it follows that the map \( \mathbb{W}(F_J) \to \mathbb{W}(F) \) is injective for all finite subsets \( J \subset I \). Hence the composite maps \( \mathbb{W}(F_0)[G_J] \cong \mathbb{W}(F_J) \to \mathbb{W}(F) \) induce an isomorphism \( \mathbb{W}(F_0)[G] \cong \mathbb{W}(F) \), sending \( g \in G \) to \( \langle t_g \rangle \in \mathbb{Q}(F) \).

**Lemma 1.7.** If \( \mathbb{W}(F) = \mathbb{Z}/n\mathbb{Z}[H] \) with \( H \subset \mathbb{Q}(F) \) then either \( n = 2 \) and \( H = \mathbb{Q}(F) \) or \( n \in \{0, 4\} \) and \( (\mathbb{Q}(F): H) = 2 \). Moreover, in the second case \( \{ -1 \} \not\in H \).

**Proof.** By Proposition 1.1, \( n = 0, 2, \) or 4. By taking determinants we see that \( n = 2 \) if and only if \( H = \mathbb{Q}(F) \) while \( n \in \{0, 4\} \) if and only if \( (\mathbb{Q}(F): H) = 2 \). If \( n = 0 \) or 4 then the relation \( \langle 1 \rangle + \langle -1 \rangle = 0 \) implies that \( \langle -1 \rangle \not\in H \).

Now suppose statement (1) of Theorem 1.5 holds. By Propositions 1.1 and 1.3 we can write \( \mathbb{W}(F) = \mathbb{Z}/n\mathbb{Z}[G] \) where \( n = 2s \) with \( s = s(F) = 1 \) or 2 and \( G \) is a group of exponent 2. Let \( F_0 = C \) if \( n = 2 \) and \( F_0 = F_3 \) if \( n = 4 \). Then \( \mathbb{W}(F_0) = \mathbb{Z}/n\mathbb{Z} \) so by Lemma 1.6, there is a field \( K \) and an isomorphism \( \mathbb{W}(F) \to \mathbb{W}(K) \) which maps \( G \)
onto a subgroup $H$ of $Q(K)$. Then $W(K) = \mathbb{Z}/n\mathbb{Z}[H]$ and by Lemma 1.7, $K$ satisfies statement (2) and hence statement (3) of Theorem 1.5. Since the implication $(2) \Rightarrow (1)$ is obvious, the proof will be complete if we can show that $F$ also satisfies statement (3). By [10, Theorem, p. 21] or [11, Ex. 13, p. 294], there is an isomorphism $t: Q(F) \rightarrow Q(K)$ such that $t([-1]) = [-1]$ and $t(D_F(\langle a, b \rangle)) = D_K(\langle ta, tb \rangle)$. Thus if $\beta = \langle a, b \rangle$ is anisotropic over $F$ then $\langle ta, tb \rangle$ is anisotropic over $K$ so $|D_F(\beta)| = |t^{-1}(D_K(\langle ta, tb \rangle))| = |D_K(\langle ta, tb \rangle)| = 2$.

**Remarks.** 1. If $F$ satisfies the conditions of Theorem 1.5 with $n = 4$ then $W(F) = \mathbb{Z}/n\mathbb{Z}[H]$ for any subgroup $H$ of $Q(F)$ with $(Q(F): H) = 2$ and $[-1] \notin H$.

2. It can happen that $WF = \mathbb{Z}/n\mathbb{Z}[H]$ with $H \not\subset Q(F)$. For example, let $F = F_{\beta}(t)$. Then $W(F) = \mathbb{Z}/2\mathbb{Z}[H]$ with

$$H = \{1, \langle 1, 2, t \rangle, \langle 1, t, 2t \rangle, \langle 1, 2, 2t \rangle \}.$$

**Proposition 1.8.** For a formally real field the following statements are equivalent.

1. $W(F) \cong \mathbb{Z}[G]$ for some group $G$.

2. $W(F) = \mathbb{Z}[H]$ where $H$ is a subgroup of index 2 in $Q(F)$ not containing $[-1]$.

3. If $\phi = \langle a_1, \ldots, a_s \rangle$ is anisotropic with $[a_1], \ldots, [a_s]$ distinct in $Q(F)$ then $D_F(\phi) = ([a_1], \ldots, [a_s])$.

4. If $H$ is a finite subgroup of $Q(F)$ not containing $[-1]$ then there exists an anisotropic form $\phi$ with $D_F(\phi) = H$.

5. If $[a] \neq 1, [-1]$ then the image of $\varepsilon: Q(F) \rightarrow Q(F(\sqrt{a}))$ has index 2.

6. For every formally real quadratic extension $K$ of $F$, $(Q(K): \text{Im } \varepsilon) = 2$.

7. For every quadratic extension $K$ of $F$, $(Q(K): \text{Im } \varepsilon) \leq 2$.

8. For every anisotropic form $\beta$, $|D_F(\beta)| \leq 2$.

9. For every anisotropic form $\phi$, $|D(\phi)| \leq \dim \phi$.

10. The Kernel of the mapping $\Psi: \mathbb{Z}[Q(F')] \rightarrow W(F')$ is the ideal generated by $1 + [-1]$.

**Remarks.** 1. Fields satisfying the equivalent conditions of Proposition 1.8 were introduced in [6] and have been studied in [1], [2], [3], [4], [7], [15], and [16]. Following Elman and Lam we will call them superpythagorean.

2. If $K/F$ is a quadratic extension of fields then $\varepsilon: Q(F') \rightarrow Q(K)$ is surjective if and only if $F$ is formally real, pythagorean, and $K = F(\sqrt{-1})$ [11, Ex. 5, p. 216].

**Proof.** By Proposition 1.3, the group $G$ in (1) is necessarily of
exponent 2, so the equivalence of (1), (2), and (10) can be found in [15]. The equivalence of (2) and (3) was observed in [16].

(3) \Rightarrow (4). Let \( H \) be a finite subgroup of \( \mathbb{Q}(F) \) with \([-1] \in H \). Write \( H = \{[a_1], \ldots, [a_n]\} \) with \([a_1], \ldots, [a_n]\) distinct in \( \mathbb{Q}(F) \) and let \( \phi = \langle a_i, \ldots, a_n \rangle \). Since (3) holds, so does (2) and hence by [15, Theorem 1] there is a signature \( \sigma: \mathbb{W}(F) \rightarrow \mathbb{Z} \) such that \( \sigma(\langle a_i \rangle) = 1, \ i = 1, \ldots, n \). Then \( \sigma(\phi) = n \) so \( \phi \) is anisotropic. By (3), \( D_F(\phi) = H \).

(4) \Rightarrow (5). If \([a] \neq 1, [-1] \) then \([-1]\) is not in the subgroup \{1, [-a]\} of \( \mathbb{Q}(F) \) so there exists an anisotropic form \( \phi \) such that \( D_F(\phi) = \{1, [-a]\} \). Write \( \phi = \langle 1 \rangle \perp \phi' \). If \( \phi' \) does not represent \(-a\) then \( \phi = \langle 1, 1, \ldots, 1 \rangle \) and since \( D_F(\langle 1, 1 \rangle) = \{1\} \) implies that \( D_F(\langle 1, \ldots, 1 \rangle) = \{1\} \) it follows that \( D_F(\langle 1, 1 \rangle) = \{1, [-a]\} \). Hence \( \langle 1, a \rangle \cong \langle -1, -a \rangle \), i.e., \([1] \in D_F(\langle 1, a \rangle) \). Now choose an anisotropic form \( \psi \) such that \( D_F(\psi) = \{1, [a]\} \) and write \( \psi = \langle 1 \rangle \perp \psi' \). If \( \psi' \) does not represent \( a \) then, as above, we get \( D_F(\langle 1, 1 \rangle) = \{1, [a]\} \) which implies that \([a] = 1 \) or \([-1] = 1 \). Thus \([a] \in D_F(\psi') \) so \( D_F(\langle 1, a \rangle) \subset D_F(\psi) = \{1, [a]\} \). But then \([1] \in D_F(\langle 1, a \rangle) \) implies that \([a] = 1 \) or \([-1] = 1 \). This contradiction forces \([-a] \in D_F(\phi') \) whence \( D_F(\langle 1, -a \rangle) = \{1, [-a]\} \). Then the Exact Sequence 1.4 implies that the image of \( \varepsilon: \mathbb{Q}(F) \rightarrow \mathbb{Q}(F(\sqrt{-a})) \) has index 2.

(5) \Rightarrow (6) is clear.

(6) \Rightarrow (7). We first show \( F \) is pythagorean. Let \([a] \in D_F(\langle 1, 1 \rangle) \). Then \( F(\sqrt{-a}) \) is formally real so if \([a] \neq 1 \), the image of \( \varepsilon: \mathbb{Q}(F) \rightarrow \mathbb{Q}(F(\sqrt{-a})) \) has index 2. Thus \( D_F(\langle 1, -a \rangle) = \{1, [-a]\} \). But \([a] \in D_F(\langle 1, 1 \rangle) \) so \( \langle 1, -a \rangle \cong \langle -1, a \rangle \) whence \([-1] \in \{1, [-a]\} \). Since \( F \) is formally real, this forces \([a] = 1 \) and \( F \) is pythagorean. Then \( F(\sqrt{-1}) \) is the only nonreal quadratic extension of \( F \) and by Remark 2 following the proposition, the map \( \mathbb{Q}(F) \rightarrow \mathbb{Q}(F(\sqrt{-1})) \) is surjective. The implication (7) \Rightarrow (8) follows from Exact Sequence 1.4, (8) \Rightarrow (9) follows from the proof of [5, Th. 3.3] (or induction), and (9) \Rightarrow (3) is obvious.

Remark. If \( u \) is a unit in the Witt ring of a pythagorean field \( F \) then \( u = \langle a \rangle \) for some \( a \in F^\ast \). Hence if \( \mathbb{W}(F) = \mathbb{Z}[H] \) with \( H \) a subgroup of units of \( \mathbb{W}(F) \) then \( H \subset \mathbb{Q}(F), \ (Q(F): H) = 2, \) and \([-1] \in H \). Moreover, by [15, Th. 1], \( \mathbb{W}(F) = \mathbb{Z}[H'] \) for any \( H' \subset \mathbb{Q}(F) \) with \([-1] \in H' \) and \( (Q(F): H') = 2 \).

Combining Theorem 1.5 and Proposition 1.8 we obtain

**Theorem 1.9.** For a field \( F \) the following statements are equivalent.

1. \( \mathbb{W}(F) \cong \mathbb{Z}/n\mathbb{Z}[G] \) for some integer \( n \geq 0 \) and some group \( G \).
2. \( \mathbb{W}(F) = \mathbb{Z}/n\mathbb{Z}[H] \) where either \( n = 2 \) and \( H = \mathbb{Q}(F) \) or
n ∈ \{0, 4\} and H is a subgroup of index 2 in Q(F) with \([-1] \in H.

(3) For every binary anisotropic form \(\beta\), |\(D_F(\beta)\)| ≤ 2.

(4) For every anisotropic form \(\phi\), |\(D_F(\phi)\)| ≤ \(\dim \phi\).

(5) For every finite subgroup \(H\) of \(Q(F)\), with \([-1] \in H\) if \(s(F) \neq 1\), there exists an anisotropic form \(\phi\) such that \(D_F(\phi) = H\).

(6) For every quadratic extension \(K\) of \(F\), the image of \(\varepsilon: Q(F) \rightarrow Q(K)\) has index \(\leq 2\) in \(Q(K)\).

(7) If \([a] \neq 1, [-1]\) then \(D_F(\langle 1, a \rangle) = \{1, [a]\}\).

(8) If \(\phi = \langle a_1, \ldots, a_n \rangle\) is anisotropic with \([a_1], \ldots, [a_n]\) distinct in \(Q(F)\) then \(D_F(\phi) = ([a_1], \ldots, [a_n])\).

(9) The Kernel of the homomorphism \(\mathcal{F}: Z[Q(F)] \rightarrow W(F)\) is either the ideal generated by \(1 + [-1]\) or the ideal generated by \(1 + [-1]\) and \(2(1 - [-1])\).

**Definition 1.10.** By a field of class \(C\) we will mean one which satisfies the equivalent conditions of Theorem 1.9.

**Examples 1.11.** (i) Any field with at most 2 square classes, e.g., a quadratically closed field, a Euclidean field, or a finite field, is a field of class \(C\).

(ii) A formally real field is of class \(C\) if and only if it is superpythagorean.

(iii) If \(F\) is a nonformally real field with |\(Q(F)\)| < \(\infty\) then \(F\) is a field of class \(C\) if and only if |\(Q(F)\)| = \(u(F)\) where \(u(F)\) is the \(u\)-invariant of \(F\) (see [5], [16]). In particular, nondyadic local fields are of class \(C\).

(iv) If \(F\) is of class \(C\) and \(I\) is a totally ordered set then the field \(F((t_i))_{i \in I}\) of iterated formal power series over \(F\) is a field of class \(C\).

**Corollary 1.12.** If \(\{F_i\}_{i \in I}\) is a direct system of fields of class \(C\) then their direct limit \(\lim_i F_i\) is a field of class \(C\).

**Proof.** Let \(F = \lim_i F_i\) and let \(f_i: F_i \rightarrow F\) be the natural inclusion, \(i \in I\). Then \(F = \bigcup_{i \in I} f_i(F_i)\) and each \(f_i(F_i) \cong F_i\) is of class \(C\) so we may assume that \(F = \bigcup_{i \in I} F_i\). Let \(a \in F\) with \([a] \neq 1, [-1]\) in \(Q(F)\) and let \([b] \in D_F(\langle 1, a \rangle)\). Then there exist \(x, y \in F\) such that \(b = x^2 + ay^2\). Choose \(i \in I\) such that \(a, b, x, y \in F_i\). Then \([a] \neq 1, -1\) in \(Q(F_i)\) and \([b] \in D_{F_i}(\langle 1, a \rangle)\). Since \(F_i\) is of class \(C\), \([b] = 1\) or \([a]\).

2. Going up and going down.

**Theorem 2.1 (Going down).** Let \(K/F\) be a finite extension of
The following result of Elman and Lam will be crucial in the proof of Theorem 2.1.

**Norm Principle** [9, 2.11]. Let $K/F$ be a quadratic extension and let $N: K \to F$ denote the norm. Let $x \in K$ and let $\phi$ be a form over $F$. If $\langle N(x) \rangle \phi \equiv \phi$ over $F$ then $\langle x \rangle \phi_k \equiv \tau_k$ over $K$ for some form $\tau$ over $F$.

**Proof of Theorem 2.1.** We proceed by induction on $[K:F]$. By the induction assumption we may assume that there is no field $L$ with $F \subseteq L \subseteq K$. First suppose $[K:F] > 2$. Let $\langle 1, \alpha \rangle$ be an anisotropic form over $F$ and let $[\delta] \in D_F(\langle 1, \alpha \rangle)$. Since $K$ contains no quadratic extension of $F$, $\langle 1, \alpha \rangle$ remains anisotropic over $K$ and $[\delta] \neq 1$ in $K$. Hence $D_K(\langle 1, \alpha \rangle) = \{1, [\alpha]\}$. Thus, in $Q(K)$, $[b] = 1$ or $[a]$, whence $[\delta] = 1$ or $[a]$ in $Q(F)$.

Thus we are left with the case $K = F(\sqrt{a})$ where $[a] \neq 1$. Let $\varepsilon: Q(F') \to Q(K)$ be the natural map. If $\varepsilon$ is surjective then $F'$ is formally real, pythagorean, and $K = F(\sqrt{-1})$. If $b \in F$ with $[b] \neq 1$, $[-1]$ then $\langle 1, b \rangle$ is anisotropic over $K$ so $D_K(\langle 1, b \rangle) = \{1, [b]\}$. Hence $D_F(\langle 1, b \rangle) \subseteq \{1, [-1], [b], [-b]\}$. If $[-1] \in D_F(\langle 1, b \rangle)$ then $\langle 1, b \rangle \equiv \langle -1, -b \rangle$ over $F$ which forces $2 \langle 1, b \rangle = 0$ in $W(F)$. Since $F'$ is pythagorean, this implies $[b] = [-1]$. Hence $D_F(\langle 1, b \rangle) = \{1, [b]\}$ and $F'$ is superpythagorean.

Now suppose $\varepsilon$ is not surjective and choose $[x] \in Q(K)$, $[x] \notin \text{Im } \varepsilon$. Let $N: K \to F$ be the norm. Since $\langle N(x) \rangle \langle 1, N(x) \rangle \equiv \langle 1, N(x) \rangle$ over $F$, it follows from the Norm Principle of Elman-Lam, that there are $c, d$ in $F$ such that $\langle x \rangle \langle 1, N(x) \rangle \equiv \langle c, d \rangle$ over $K$. If $\langle c, d \rangle$ were anisotropic over $K$ then either $D_K(\langle c, d \rangle) = \{[c], [d]\}$ if $[c] \neq [d]$ in $Q(K)$ or $D_K(\langle c, d \rangle) \subseteq \{[c], [-c]\}$ if $[c] = [d]$. Since $[x] \notin \text{Im } \varepsilon$, $\langle c, d \rangle$ and hence $\langle 1, N(x) \rangle$ must be isotropic over $K$. Hence $[N(x)] = [-1]$ in $Q(K)$ and so $[N(x)] \in \{-1, [-a]\}$ in $Q(F')$.

**Case 1.** $[N(x)] = [-1]$. Then $[N(x\sqrt{a})] = [a]$ in $Q(F')$, and since $\langle a \rangle \langle 1, a \rangle \equiv \langle 1, a \rangle$, the Norm Principle applies to find $c, d$ in $F$ with $\langle x \rangle \langle 1, a \rangle \equiv \langle c, d \rangle$ over $K$. If $\langle 1, a \rangle$ is anisotropic over $K$ then $[x\sqrt{a}] \in \text{Im } \varepsilon$, which implies, via Exact Sequence 1.4, that $[a] = 1$ in $Q(F')$. Thus $\langle 1, a \rangle$ is isotropic over $K$, i.e., $s(K) = 1$. Since $[x] \notin \text{Im } \varepsilon$ and $[N(x)] = [-1]$ in $Q(F')$, $s(F') \neq 1$. Thus $K = F(\sqrt{-1})$. Now choose $b \in F$ with $[b] \neq 1$, $[-1]$. Then $[b] \neq 1$, $[-1]$ in $K$ so $\langle 1, b \rangle$ is anisotropic over $K$ and $D_K(\langle 1, b \rangle) = \{1, [b]\}$. Then $D_F(\langle 1, b \rangle) \subseteq \{1, [-1], [b], [-b]\}$ and if $[-1] \in D_F(\langle 1, b \rangle)$ then the Norm Principle
yields $c, d$ in $F$ with $\langle x, 1, b \rangle \equiv \langle c, d \rangle$ over $K$. This is impossible, because $\langle 1, b \rangle$ is anisotropic over $K$ and $[x] \in \text{Im } \varepsilon$. Thus $D_F(\langle 1, b \rangle) = \{1, [b]\}$.

Case 2. $[N(x)] = [-a]$. If there exists $[y]$ in $Q(K)$ with $[y] \in \text{Im } \varepsilon$ and $[N(y)] = [-1]$ then we have returned to Case 1. Thus we can assume $[N(y)] = [-a]$ for all $y \in \text{Im } \varepsilon$. Thus $D_F(\langle 1, -a \rangle) = \{1, [-a]\}$. Now let $[b] \neq 1, [-1]$. If $\langle 1, b \rangle$ is isotropic over $K$ then $[b] \in \{-1, [-a]\} \subset Q(F)$ and so $[b] = [-a]$. Thus $D_F(\langle 1, b \rangle) = \{1, [b]\}$. If $\langle 1, b \rangle$ is anisotropic over $K$ then $D_F(\langle 1, b \rangle) \subset \{1, [a], [b], [ab]\}$. If $[a] \in D_F(\langle 1, b \rangle)$ then $[-b] \in D_F(\langle 1, -a \rangle) = \{1, [-a]\}$. Hence $[b] = [a]$ and $D_F(\langle 1, b \rangle) \subset \{1, [a], [b], [ab]\} = \{1, [b]\}$.

**Corollary 2.2.** If $G$ is a finite group of automorphisms of a field $K$ of class $C$ then $K^G$ is also of class $C$.

Our next objective is to show that a quadratic extension of a field of class $C$ is also of class $C$. For any extension $K/F$ of fields, let $\varepsilon: Q(F) \to Q(K)$ and $i: W(F) \to W(K)$ be the natural maps and let $N: K \to F$ denote the norm.

**Proposition 2.3.** Let $K/F$ be a quadratic extension of fields and let $R = \text{Im } i$. If $F$ is a field of class $C$ then $W(K)$ is a free $R$-module of rank $\leq 2$. If $[b]$ is any element in $Q(K)$ with $[b] \in \text{Im } \varepsilon$ then $\langle 1, \langle b \rangle \rangle$ is an $R$-basis for $W(K)$.

The proof of Proposition 2.3 requires two lemmata.

**Lemma 2.4.** Let $F$ be a field of class $C$ and let $\phi$ be an anisotropic form over $F$.

1. If $[a] \neq 1, [-1]$ and $\langle 1, a \rangle \phi = 0$ in $W(F)$ then there exists a form $\psi$ such that $\phi \equiv \langle 1, -a \rangle \otimes \psi$.
2. If $s(F) \neq 1$ and $2\phi = 0$ then $\phi = 2\psi$ for some form $\psi$.

**Proof.** (1) By [8, Cor. 2.3], we can write $\phi \equiv \beta_1 \perp \cdots \perp \beta_r$ where each $\beta_i$ is binary and $\langle 1, a \rangle \beta_i = 0$ in $W(F)$. If there exists an $i$ such that $\beta_i = \langle b, b \rangle$ then $D_F(\beta_i) = \{[b], [-b]\}$ so $\langle -a \rangle \beta_i \equiv \beta_i$ implies $[-a] \in \{1, [-1]\}$. Thus $\beta_i = \langle c_i, d_i \rangle$ with $[c_i] \neq [d_i]$. Then $D_F(\beta_i) = \{[c_i], [d_i]\}$ and $[-ac_i] \in \{[c_i], [d_i]\}$. Since $[a] \neq [-1], [-ac_i] = [d_i]$. Thus $\langle c_i, d_i \rangle = \langle c_i \langle 1, -a \rangle$ and $\phi \equiv \langle 1, -a \rangle \otimes \langle c_i, \cdots, c_r \rangle$.

(2) Write $\phi \equiv \beta_1 \perp \cdots \perp \beta_r$ with $\beta_i = \langle c_i, d_i \rangle$ and $2\beta_i = 0$ in $W(F)$. Then $\langle c_i, d_i \rangle = \langle -c_i, -d_i \rangle$. Since $\beta_i$ is anisotropic and $s(F) \neq 1$ it follows that $[c_i] = [d_i]$. Hence $\phi = 2\langle c_i, \cdots, c_r \rangle$. 
LEMMA 2.5. Let $K/F$ be a quadratic extension of fields with $F$ a field of class $C$ and let $R = \text{Im } i$. If $[b] \in Q(K) - \text{Im } \varepsilon$ and $\phi \in R$ then $\langle b \rangle \phi = \phi$ in $W(K)$ implies $\phi = 0$.

Proof. Write $K = F(\sqrt{a})$ with $a \in F$. Since $[b] \in \text{Im } \varepsilon$ and $[N(b)] \in D_F(1, -a)$ it follows that $[N(b)] = [-a]$ if $[a] \neq [-1]$ and $[N(b)] = [-1]$ if $[a] = [-1]$. Let $\rho$ be an anisotropic form over $F$ such that $\rho_K = \phi$ in $W(K)$. Then $\langle b \rangle \rho_K \cong \rho_K$ over $K$ so by Scharlau's Norm Principle [11, Th. 4.3], $\langle N(b) \rangle \rho \cong \rho$ over $F$. Thus either $\langle 1, a \rangle \rho = 0$ if $[a] \neq [-1]$ or $2\rho = 0$ if $[a] = [-1]$. In the first case, Lemma 2.4(i) implies that $\rho \cong \langle 1, -a \rangle \otimes \psi$ for some form $\psi$ so $\phi = \rho_K = 0$ in $W(K)$ and in the second case, $s(F) \neq 1$ so $\rho = 2\psi$ for some $\psi$ which implies that $\phi = \rho_K = 0$ in $W(K), K = F(\sqrt{-1})$.

To prove Proposition 2.3, we may suppose $\text{Im } \varepsilon \neq Q(K)$. Choose $[b] \in Q(K) - \text{Im } \varepsilon$ and suppose $\phi, \psi$ are elements of $R$ such that $\phi + \psi \langle b \rangle = 0$ in $W(K)$. Let $\tau = \phi - \psi \in R$. Then $\langle b \rangle \tau = \langle b \rangle \phi - \langle b \rangle \psi = \langle b \rangle \phi + \phi = 0$ and $[-b] \in \text{Im } \varepsilon$ so $\phi = 0$, proving that $1, \langle b \rangle$ are $R$-linearly independent. By Theorem 1.9, $(Q(K):\text{Im } \varepsilon) = 2$ so the set $\{1, \langle b \rangle\}$ generates $W(K)$ as an $R$-module.

PROPOSITION 2.6. Let $F$ be a field of class $C$, let $n = 2s(F)$, let $K = F(\sqrt{a})$ be a quadratic extension of $F$, and let $R = \text{Im } i$.

(1) If $s(K) = 1$ then $R = \mathbb{Z}/2\mathbb{Z}[\text{Im } \varepsilon]$. Moreover, if $K = F(\sqrt{-1})$ then $R \cong \mathbb{Z}/2\mathbb{Z}[H]$ where $H$ is any subgroup of index 2 in $Q(F)$ with $[-1] \notin H$.

(2) If $s(K) \neq 1$ then $R = \mathbb{Z}/n\mathbb{Z}[\varepsilon(H)]$ where $H$ is a subgroup of index 2 in $Q(F)$ with $[a] \in H$ and $[-1] \notin H$.

(3) $i$ is surjective if and only if $W(K) = \mathbb{Z}/2\mathbb{Z}[\text{Im } \varepsilon]$ if and only if $K = F(\sqrt{-1})$ with $F$ superpythagorean.

Proof. First assume $K = F(\sqrt{a})$ with $[a] \neq [-1]$. Then we can find a subgroup $H$ of $Q(F)$ with $[a] \in H$ and $W(F) = \mathbb{Z}/n\mathbb{Z}[H]$. Then the exact sequence $1 \rightarrow \{1, [a]\} \rightarrow H \xrightarrow{\varepsilon} \varepsilon(H) \rightarrow 1$ induces an exact sequence

$$0 \rightarrow (1 - \langle a \rangle)\mathbb{Z}/n\mathbb{Z}[H] \rightarrow \mathbb{Z}/n\mathbb{Z}[H] \rightarrow \mathbb{Z}/n\mathbb{Z}[\varepsilon(H)] \rightarrow 0$$

which, together with the exact sequence

$$0 \rightarrow (1 - \langle a \rangle)W(F) \rightarrow W(F) \rightarrow R \rightarrow 0$$

shows that $R = \mathbb{Z}/n\mathbb{Z}[\varepsilon(H)]$. 
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Now \([a] \neq [-1]\) implies that \(s(F) = s(K)\) by 1.9(2). Thus if \(s(K) = 1\) then \(n = 2\), \(H = Q(F)\), and \(\varepsilon(H) = \text{Im} \varepsilon\) and if \(s(K) \neq 1\) then \(s(F) \neq 1\) so \([-1]\) \(\in\) \(H\) and \((Q(F) : H) = 2\). This proves (2) and part of (1).

If \(K = F(\sqrt{-1})\), let \(H\) be any subgroup of \(Q(F)\) with \([-1]\) \(\in\) \(H\). Then \(W(F) = \mathbb{Z}/n\mathbb{Z}[H]\) and the restriction of \(\varepsilon\) to \(H\) induces an isomorphism \(H \cong \varepsilon(H)\). Then from the exact sequences

\[
\begin{align*}
0 & \longrightarrow 2\mathbb{Z}/n\mathbb{Z}[H] \longrightarrow \mathbb{Z}/n\mathbb{Z}[H] \longrightarrow \mathbb{Z}/2\mathbb{Z}[H] \longrightarrow 0 \\
0 & \longrightarrow 2W(F) \longrightarrow W(F) \longrightarrow R \longrightarrow 0
\end{align*}
\]

we see that the natural surjection \(\mathbb{Z}/2\mathbb{Z}[H] \longrightarrow R\) induced by the isomorphism \(H \cong \varepsilon(H)\), is an isomorphism \(R = \mathbb{Z}/2\mathbb{Z}[\varepsilon(H)]\). Since \([-1] = 1\) in \(Q(K)\), \(\varepsilon([a]) = \varepsilon([-a])\) for any \([a] \in Q(F)\). Now either \([a]\) or \([-a]\) is in \(H\) so \(\varepsilon(H) = \text{Im} \varepsilon\).

Statement (3) follows from (1) and Remark 2 following the statement of Proposition 1.8.

Combining Propositions 2.3 and 2.6 we obtain

**Theorem 2.7.** Let \(K/F\) be a quadratic extension of fields with \(F\) a field of class \(C\). Write \(W(F) = \mathbb{Z}/n\mathbb{Z}[H]\) with \(H \subset Q(F)\).

1. If \(K \neq F(\sqrt{-1})\) then \(W(K) = \mathbb{Z}/n\mathbb{Z}[G]\) where \(G\) is the subgroup of \(Q(K)\) generated by \(\varepsilon(H)\) and any element \([b]\) in \(Q(K) - \text{Im} \varepsilon\).

2. If \(K = F(\sqrt{-1})\) then \(W(K) = \mathbb{Z}/2\mathbb{Z}[Q(K)]\).

**Corollary 2.8.** If \(K\) is a quadratic extension of a field of class \(C\) then \(K\) is also a field of class \(C\).

**Definition 2.9.** By a 2-extension of \(F\) we mean a field \(K\) with \(F \subset K \subset F(2)\) where \(F(2)\) denotes the quadratic closure of \(F\).

**Corollary 2.10.** A 2-extension of a field of class \(C\) is again a field of class \(C\).

**Proof.** If \([K : F]\) is finite this follows from repeated applications of Corollary 2.8 and the general case then follows from Corollary 1.12.

**Corollary 2.11.** Let \(K/F\) be a finite extension of fields with the same quadratic closure. Then \(F\) is a field of class \(C\) if and only if \(K\) is.

**Proposition 2.12.** Let \(G\) be a finite group with no subgroup of
index 2. Then there exists a Galois extension $N/F$ with group $G$ such that $F$ is a field of class C and for all fields $K$ with $F \subseteq K \subseteq N$, $K$ is not a field of class C.

Proof. As in [17, Example] or [18, Theorem 1.2] we can find a Galois extension $N/F$ with $N$ formally real, $F$ Euclidean (uniquely ordered with 2 square classes), and $\text{Gal}(N/F) = G$. Let $K$ be any field with $F \subseteq K \subseteq N$. Since $G$ has no subgroup of index 2, $[K : F] > 2$ and since the unique ordering on $F$ has $[N : F]$ extensions to $N$, it must have $[K : F]$ extensions to $K$. Because $F$ is uniquely ordered, a result of Prestel [12, 9.2, p. 146] states that $K$ satisfies the Strong Approximation Property (SAP—see [7], [12]). By [7, Cors. 4.5 and 5.7] a field with more than 2 orderings which satisfies SAP cannot be superpythagorean and so $K$ is not a field of class C.

COROLLARY 2.13. For each integer $n \geq 3$ there exists an extension $K/F$ with $F$ a field of class C, $K$ not of class C, and $[K : F] = n$.

We conclude this section with a result analogous to [6, Satz 4].

PROPOSITION 2.14. For a field $F$ with $s = s(F) \neq 1$ the following statements are equivalent.

1. $F$ is a field of class C.
2. $W(K)$ is a free $\mathbb{Z}/2s\mathbb{Z}$-module for all quadratic extensions $K \neq F(\sqrt{-1})$ of $F$.
3. $D_K\langle 1, 1 \rangle \subset \{1, [-1]\}$ for all quadratic extensions $K \neq F(\sqrt{-1})$.

Proof. (1) $\Rightarrow$ (2) follows from Theorem 2.7 and (2) $\Rightarrow$ (3) from Corollary 1.2. (3) $\Rightarrow$ (1). If $[a] \neq 1$, $[-1]$ and $K = F(\sqrt{a})$ then $D_K\langle 1, a \rangle = D_K\langle 1, 1 \rangle \subset \{1, [-1]\}$ so $D_F\langle 1, a \rangle \subset \{1, [-1], [a], [-a]\}$. If $[-a] \in D_F\langle 1, a \rangle$ then by Elman and Lam’s Norm Principle, there exists $b \in F$ such that $\langle \sqrt{a} \rangle \cdot \langle 1, 1 \rangle \equiv \langle b, b \rangle$ over $K$. Then $[b\sqrt{a}] \in D_K\langle 1, 1 \rangle$ so $[\sqrt{a}] \in \{[b], [-b]\} \subset \text{Ker}(N_{K/F} : Q(K) \to Q(F))$. Since $[a] \neq [-1]$ it follows that $[-a] \in D_F\langle 1, a \rangle$ and $D_F\langle 1, a \rangle = \{1, [a]\}$.

3. 2-extensions. There is a close connection between the behavior of quadratic forms over a field $F$ and the structure of the Galois group of its quadratic closure. In this section, we shall prove several results illustrating this principle in the case of fields of class C. As before, if $K/F$ is an extension of fields then $\epsilon = \epsilon_{K/F}$.
will denote the natural map $Q(F) \to Q(K)$ and $F(2)$ will denote the quadratic closure of $F$.

**Proposition 3.1.** $F$ is a field of class $C$ if and only if for every 2-extension $K$ of $F$, $(Q(K): \text{Im } \varepsilon) \leq [K: F]$.

**Proof.** ($\Rightarrow$) We may assume $[K: F] = 2^n$ is finite. We proceed by induction on $n$. If $n = 1$ this is Theorem 1.9. Thus suppose $n > 1$ and choose $L$ with $F \subset L \subset K$ and $[L: F] = 2$. By Corollary 2.8, $L$ is a field of class $C$ so the induction assumption forces $(Q(L)/\text{Im } \varepsilon_{L/F}) \leq 2^{n-1}$. Now $\varepsilon = \varepsilon_{K/L} \circ \varepsilon_{L/F}$ and the natural surjection $Q(L)/\text{Im } \varepsilon_{L/F} \to \text{Im } \varepsilon_{K/L}/\text{Im } \varepsilon$ implies that $(\text{Im } \varepsilon_{K/L} : \text{Im } \varepsilon) \leq (Q(L)/\text{Im } \varepsilon_{L/F}) \leq 2$. Hence $(Q(K): \text{Im } \varepsilon) = (Q(K): \text{Im } \varepsilon_{K/L})(\text{Im } \varepsilon_{K/L} : \text{Im } \varepsilon) \leq 2^n$.

(\Leftarrow) follows from Theorem 1.9.

**Remark.** For nonreal fields of class $C$ we need not have equality. For example, if $F$ is a finite field and $K$ is any 2-extension of $F$, $K \neq F(2)$, then $(Q(K): \text{Im } \varepsilon) = 2$. However, we do have the following

**Theorem 3.2.** For a field $F$ with $-1 \notin F^2$ the following statements are equivalent.

1. $F$ is a field of class $C$.
2. $[K: F] = [Q(K): \text{Im } \varepsilon]$ for all finite Galois 2-extensions $K$ with $-1 \notin K^2$.
3. $\text{Gal}(K/F)$ is a group of exponent 2 for all finite Galois 2-extensions $K$ with $-1 \notin K^2$.

Before proving Theorem 3.2, it will be convenient to record

**Lemma 3.3.** Let $K/F$ be a finite Galois extension with group $G$. Then $[b] \in Q(K)^G$ if and only if $K(\sqrt{b})$ is Galois over $F$.

**Proof.** Let $[b] \in Q(K)^G$. If $\sigma$ is an $F$-homomorphism of $K(\sqrt{b})$ into the algebraic closure of $F$ then $\sigma(K) = K$ so $\sigma(b) = bx^2$ for some $x$ in $K$. Hence $\sigma$ sends $\sqrt{b}$ to $\pm \sqrt{\sigma(b)} = \pm x \sqrt{b} \in K(\sqrt{b})$. Hence $K(\sqrt{b})$ is a normal extension of $F$. Since $K(\sqrt{b})/K$ and $K/F$ are separable, it is a Galois extension.

Conversely, suppose $K(\sqrt{b})$ is Galois over $F$. Then for $\sigma \in G$, $K(\sqrt{b}) = K(\sqrt{\sigma(b)})$ so $[b] = [\sigma(b)]$ in $Q(K)$.

**Proof of Theorem 3.2.** (1) $\Rightarrow$ (3). Let $K$ be a finite Galois 2-extension of $F$ with $-1 \notin K^2$. If $\text{Gal}(K/F')$ is not of exponent 2, it contains a cyclic subgroup $H$ of order 4. Let $L = K^H$. The unique
quadratic extension of $L$ in $K$ has the form $L(\sqrt{x^2 + y^2})$ where $x, y \in L$ and $[x^2 + y^2] \neq 1$ in $Q(L)$ [11, Ex. 8(a), p. 217]. Since $F$ is a field of class $C$, so is $L$, so $[x^2 + y^2] = [-1]$. Thus $-1 \in K^2$, contrary to assumption.

$(3) \Rightarrow (1)$. Let $K = F(\sqrt{a})$ with $[a] \neq 1, [-1]$. We show that if $[b] \in \text{Im}\, \varepsilon$ then $[b\sqrt{a}] \in \text{Im}\, \varepsilon$, whence $(Q(K): \text{Im}\, \varepsilon) = 2$. Consider the extension $K(\sqrt{b})$. If $N$ is the closure of $K(\sqrt{b})$ over $F$ then $|\text{Gal}(N/F)| = 4$ or 8 and since $[b] \in \text{Im}\, \varepsilon$, $\text{Gal}(N/F)$ is not a group of exponent 2. By $(3)$, we must have $-1 \in N^2$, so $N = K(\sqrt{b}, \sqrt{-\sigma(b)}) = K(\sqrt{b}, \sqrt{-1})$. Hence $[\sigma(b)] = [-1]$ in $Q(K(\sqrt{b}))$ which implies that $[\sigma(b)] = [-1]$ or $[-b]$ in $Q(K)$. If $[\sigma(b)] = [-1]$ then $[b] = [-1] \in \text{Im}\, \varepsilon$. Hence $[\sigma(b)] = [-b]$ and so $[b\sqrt{a}] \in Q(K^q), G = \text{Gal}(K/F)$. By Lemma 3.3, $L = K(b\sqrt{a})$ is a Galois extension of $F$. If $\sqrt{-1} \in L$ then $L = K(\sqrt{-1})$ and $[b\sqrt{a}] = [-1] \in \text{Im}\, \varepsilon$. If $\sqrt{-1} \notin L$ then $\text{Gal}(L/F)$ is a group of exponent 2, so again $[b\sqrt{a}] \in \text{Im}\, \varepsilon$.

$(1) \Rightarrow (2)$. We proceed by induction on $[K: F]$. Since $(1)$ holds, so does $(3)$, so $\text{Gal}(K/F)$ is of exponent 2. Hence we can find a Galois extension $L/F$ with $K = L(\sqrt{b}), b \in F, [b] \neq 1$ in $Q(F)$. Consider the surjective map $Q(L)/\text{Im}\, \varepsilon_{L/F} \xrightarrow{\varepsilon_{L/F}} \text{Im}\, \varepsilon_{K/L}/\text{Im}\, \varepsilon$. If $x \in \text{Ker}\, \varepsilon_{K/L}$ then $\varepsilon_{K/L}(x) \in \text{Im}\, \varepsilon$ so there exists $y$ in $Q(F)$ such that $\varepsilon_{K/L}(x) = \varepsilon(y) = \varepsilon_{L/F}(\varepsilon_{K/L}(y))$. Hence $x \varepsilon_{L/F}(y) \in \text{Ker}\, \varepsilon_{K/L} = [1, [b]] \subset \text{Im}\, \varepsilon_{L/F}$. Hence $x \in \text{Im}\, \varepsilon_{L/F}$ and $\varepsilon_{K/L}$ is an isomorphism. Thus $(Q(K): \text{Im}\, \varepsilon) = (Q(K): \text{Im}\, \varepsilon_{K/L}) (\text{Im}\, \varepsilon_{K/L}: \text{Im}\, \varepsilon) = (Q(K): \text{Im}\, \varepsilon_{K/L})(Q(L): \text{Im}\, \varepsilon_{L/F})$. Now $(Q(K): \text{Im}\, \varepsilon_{K/L}) = [K: L] = 2$ since $L$ is a field of class $C$ and $-1 \in K^2$ and $(Q(L): \text{Im}\, \varepsilon_{L/F}) = [L: F]$ by the induction assumption.

$(2) \Rightarrow (3)$. This follows from Theorem 1.9(7) together with Exact Sequence 1.4.

REMARK. It can be shown that if $F$ is any field of class $C$ and $K$ is a finite Galois extension with $[Q(K): \text{Im}\, \varepsilon] = [K: F]$ then $\text{Gal}(K/F)$ is of exponent 2.

As a variation of Theorem 3.2 we have

THEOREM 3.2'. For a formally real field $F$ the following statements are equivalent.

(1) $F$ is superpythagorean.

(2) $[K: F] = [Q(K): \text{Im}\, \varepsilon]$ for all finite formally real Galois 2-extensions $K$.

(3) $\text{Gal}(K/F)$ is a group of exponent 2 for all finite formally real Galois 2-extensions $K$.

Proof. The implications $(1) \Rightarrow (2)$ and $(1) \Rightarrow (3)$ follow from Theorem 3.2, while
(2) $\implies$ (1) is contained in Proposition 1.8.

(3) $\implies$ (1). As in the proof of (3) $\implies$ (1) in Theorem 3.2, we show that if $K = F(\sqrt{a})$ is a formally real quadratic extension and $[b] \in \text{Im } \varepsilon$ then $[b \sqrt{a}] \in \text{Im } \varepsilon$.

Let $<$ be an ordering on $F$ which extends to the formally real field $K$. Let $<_{1}, <_{2}$ be its extensions to $K$ and suppose $0 <_{1} \sqrt{a}$, $\sqrt{a} <_{2} 0$. We assert that if $c \in K$ is positive with respect to both $<_{1}$ and $<_{2}$ then $[c] \in \text{Im } \varepsilon$. Indeed, if $0 <_{i} c$, $i = 1, 2$, then the ordering $<$ will have four extensions to the field $K(\sqrt{c})$ and hence if $R_{<}$ is a real closure of $F$ with respect to the ordering $<$ then the minimal polynomial $f(x)$ of a primitive element for $K(\sqrt{c})$ over $F$ will have 4 roots in $R_{<}$. Since $[K(\sqrt{c}) : F] = 4$ the splitting field $N$ of $f(x)$ will be contained in $R_{<}$ and therefore will be formally real. The extension $K(\sqrt{c})/F$ consists of successive quadratic extensions so the Galois group $\text{Gal}(N/F)$ is a 2-group (in fact, $\text{Gal}(N/F) = 4$ or 8). By (3), $\text{Gal}(N/F)$ is a group of exponent 2, so $K(\sqrt{c})$ is Galois over $F$ and $\text{Gal}(K(\sqrt{c})/F)$ is the Klein 4-group. Hence $[c] \in \text{Im } \varepsilon$.

Now choose $[b] \in \text{Im } \varepsilon$. Then $[-b] \in \text{Im } \varepsilon$ so $b$ must be positive with respect to one of the orderings on $K$ and negative with respect to other. Replacing $[b]$ by $[-b]$, if necessary, we may suppose $0 <_{1} b$ and $b <_{2} 0$. Then $b \sqrt{a}$ is positive with respect to both orderings, so $[b \sqrt{a}] \in \text{Im } \varepsilon$.

The following rather technical lemma will be crucial in our investigation of fields of class $C$ with $s(F) = 1$.

**Lemma 3.4.** Let $F$ be a field of class $C$ with $s(F) = 1$.

1. If $L \subset F(\sqrt[n]{a_{i}} | i = 1, \ldots, r)$ with $a_{i} \in F$ and $n_{i} \geq 0$ and if $K$ is a quadratic extension of $L$ then there exists $c$ in $F$ such that $K \subset F(\sqrt[n_{1}]{a_{1}}, \ldots, \sqrt[n_{r}]{a_{r}}, \sqrt{c})$.

2. If $K$ is a finite 2-extension of $F$ then there exist $a_{1}, \ldots, a_{s}$ in $F$ and nonnegative integers $m_{1}, \ldots, m_{s}$ such that

$$K \subset F(\sqrt[2^{m_{1}}]{a_{1}}, \ldots, \sqrt[2^{m_{s}}]{a_{s}}).$$

**Proof.** (2) follows from (1) by induction. To prove (1), let $K = L(\sqrt{x})$, $N = F(\sqrt[n_{1}]{a_{1}}, \ldots, \sqrt[n_{r}]{a_{r}})$, and write $N$ as the union of a tower of fields $F = F_{0} \subset F_{1} \subset \cdots \subset F_{t} = N$ where $[F_{i+1} : F_{i}] = 2$ and $F_{i} = F_{i-1}(\sqrt{y_{i}})$ with $y_{i} = \sqrt[k]{a_{k}}$ for some $1 \leq k \leq r$ and $0 \leq j < n_{k}$. Let $\varepsilon: Q(F_{i-1}) \to Q(F_{i})$ be the natural map and let $i_{0}$ be then smallest index such that there exists $x_{0}$ in $F_{i_{0}}$ with $[x_{0}] = [x]$ in $Q(N)$. If $i_{0} = 0$ then $K = L(\sqrt{x}) \subset N(\sqrt{x_{0}})$ and we are done. If $i_{0} > 0$ then $[x_{0}] \in \text{Im } \varepsilon_{i_{0}}$ so, since $F$ is a field of class $C$ and $-1 \in F^{2}$, $[x_{0} \sqrt{y_{i_{0}}}] \in$
Im ε_iq. Now choose \( i_1 < i_0 \) smallest such that there exists \( x_1 \in F_{i_1} \) with \( [x_1] = [x_0 \sqrt{y_{i_0}}] \) in \( Q(N) \). If \( i_1 = 0 \) we stop and if \( i_1 > 0 \) we continue in this way, obtaining a decreasing sequence \( i_0 > i_1 > \cdots > i_t = 0 \) and \( x_j \in F_{i_j}, j = 0, \ldots, t \), such that \( [x_{j+1}] = [x_j \sqrt{y_{i_{j+1}}}] \) in \( Q(N) \). Then \( x_t \in F \) and, in \( Q(N) \), \( [x_t] = [x_{t-1} \sqrt{y_{i_{t-1}}}] = \cdots = [x_{i_0} \sqrt{y_{i_{i_0}}} \cdots \sqrt{y_{i_1}}]. \) Hence \( \sqrt{x} \in F(b_1, \ldots, b_s, \sqrt{x_1}) \), \( b_i = \sqrt{y_{i+1}^{n_i}} \), proving (1).

**Theorem 3.5.** For a field \( F \) with \( |Q(F)| > 2 \) the following statements are equivalent.

1. \( F \) is a field of class \( C \) with \( s(F) = 1 \).
2. If \( K \) is a quadratic extension of \( F \) and \( G = \text{Gal}(K/F) \) then \( W(K)^g = W(K) \).
3. Every 2-extension of degree 4 is a Galois extension.
4. If \( K \) is a Galois extension with \( \text{Gal}(K/F) \) a 2-group then every subgroup of index 4 in \( \text{Gal}(K/F) \) is normal.
5. The Dihedral group of order 8 does not occur as a Galois group over \( F \).
6. Every Galois extension of degree 8 is abelian.

**Proof.** We first note that if \( K = F(\sqrt{a}) \) is a quadratic extension of \( F \) and if \( G = \text{Gal}(K/F) \) then \( [u + v\sqrt{a}] \in Q(K)^g \) if and only if \( [u^2 - v^2a] \in \{1, [a]\} \) in \( Q(F) \). Thus if \( [a] \neq 1, [-1] \) then \( Q(K)^g = Q(K) \) if and only if \( s(F) = 1 \) and \( D_4(\langle 1, a \rangle) = \{1, [a]\} \), proving the equivalence of (1) and (2). The equivalence of (2) and (3) follows from Lemma 3.3, the equivalence of (3) and (4) is elementary Galois theory, and the implications (4) \( \Rightarrow \) (5) and (6) \( \Rightarrow \) (5) are obvious.

(5) \( \Rightarrow \) (3). If \( K \) is a non-Galois 2-extension of degree 4 over \( F \) then the Galois group of its Galois closure will be a subgroup of order 8 in the symmetric group of degree 4, i.e., the dihedral group of order 8. It remains to prove

(5) \( \Rightarrow \) (6). We show that the quaternion group \( Q \) cannot occur as a group over \( F \). If \( Q \) did occur there would exist fields \( L, K, \) and \( a, b \) in \( F \) such that \( F \subset L \subset K, [K: L] = 2, L = F(\sqrt{a}, \sqrt{b}), \) and \( Q = \text{Gal}(K/F) \). Since (5) holds, so do statements (1) and (3), so by Lemma 3.4 we could find \( c \) in \( F \) such that \( K \subset F(\sqrt[4]{a}, \sqrt[4]{b}, \sqrt[4]{c}) \). By (3), the extensions \( F(\sqrt[4]{a}), F(\sqrt[4]{b}) \) are Galois and hence abelian over \( F \). But then \( K \) would be contained in an abelian extension.

**Remarks.** 1. Since there exist quadratically closed fields which admit the alternating group \( A_4 \) as Galois group, the hypothesis that \( K/F \) be a 2-extension is essential in statement (3).

2. If \( F \) is a field with \( |Q(K)| = 2 \) then \( F \) is a field of class \( C \), \( F \) satisfies the conditions (2)-(6) (see Prop. 3.10), but we may have \( s(F) \neq 1 \).
3. The statement that $W(K)^G = W(K)$ for all Galois 2-extensions $K$ of $F$, $G = \text{Gal}(K/F)$, is not equivalent to the statements in Theorem 3.5. We will see that the field $\mathbb{Q}$, of 5-adic numbers provides an example of a field satisfying the statements of Theorem 3.5, but not the stronger condition. Indeed, we have

**Theorem 3.6.** For a field $F$ with $|Q(F)| > 2$ the following statements are equivalent.

1. $F$ is a field of class $C$ and for all $n \geq 1$, all $2^n$th roots of unity lie in $F$.
2. Every 2-extension of $F$ is abelian, i.e., $\text{Gal}(F(2)/F)$ is an abelian group.
3. Every finite 2-extension of $F$ is Galois.
4. If $K/F$ is a finite Galois 2-extension with $G = \text{Gal}(K/F)$ then $W(K)^G = W(K)$.

**Proof.** (1) $\implies$ (2). It suffices to show that every finite 2-extension $K$ of $F$ is abelian. By Lemma 3.4, $K$ is contained in a composite of extensions of the form $F(\sqrt[n]{a})$, $a \in F$, $n \geq 1$. Since all $2^n$th roots of unity are in $F$, any such extension is cyclic, which proves that $K/F$ is abelian. The implication (2) $\implies$ (3) is immediate, while (3) $\implies$ (4) follows from Lemma 3.3.

(4) $\implies$ (3). We proceed by induction on $[K: F] > 1$ to show that the 2-extension $K/F$ is Galois. Since $K$ is a 2-extension there is a field $L$ with $F \subset L \subset K$ and $[K: L] = 2$. By the induction assumption, $L/F$ is Galois and so by (4), together with Lemma 3.3, $K/F$ is Galois.

(3) $\implies$ (2). By Theorem 3.5, the quaternion group $Q$ does not occur as a Galois group over $F$. But by [13, 5.36, p. 92], any non abelian group all of whose subgroups are normal has $Q$ as a homomorphic image. Hence all 2-extensions are abelian.

The proof that (2) implies (1) will use the following easy

**Lemma 3.7.** Let $F$ be any field and let $[a] \neq 1$ in $Q(F)$. If there exists $n \geq 1$ such that $F(\sqrt[n]{a}) = F(\sqrt[n+1]{a})$ then $[a] = [-1]$.

**Proof.** Let $b_n = \sqrt[n]{a}$, $i = 0, \cdots, n + 1$, let $F_0 = F$ and $F_{i+1} = F_i(\sqrt{b_i})$, $i = 0, \cdots, n$, let $\varepsilon_i : Q(F_{i-1}) \to Q(F_i)$, $i = 1, \cdots, n + 1$ be the natural maps, and let $N_i : Q(F_i) \to Q(F_{i-1})$ be the norms. Now $b_n = \sqrt{b_{n-1}}$ is a square in $F_n$ so $[b_n] \in \text{Im} \varepsilon_n = \text{Ker} N_n$ whence $[b_{n-1}] = [-1]$ in $Q(F_{n-1})$. But then $[b_{n-1}] \in \text{Im} \varepsilon_{n-1}$ so $[b_{n-2}] = [-1]$ in $Q(F_{n-2})$. Continuing in this way, we get $[a] = [-1]$. 


Now assume (2). By Theorem 3.5, $F$ is a field of class $C$ so we need only show that all $2^n$th roots of 1 are in $F$ for all $n \geq 1$. If not, choose $n$ smallest such that some $2^n$th root $\zeta$ is not in $F$. Then $\zeta \in F$ so $[F(\zeta) : F] = 2$. Since $|Q(F)| > 2$, there exists $a$ in $F$ with $\sqrt[n]{a} \notin F(\zeta)$. Since $\sqrt{-1} \in F(\zeta)$ it follows that $[a] \neq [-1]$ in $Q(F(\zeta))$. By Lemma 3.7, $[F(\zeta, \sqrt[2^n]{a}) : F(\zeta)] = 2^n$. Hence $\zeta \notin F(\sqrt[2^n]{a})$ so we can find $\tau$ in $\text{Gal}(F(\zeta, \sqrt[2^n]{a})/F(\sqrt[2^n]{a}))$ such that $\tau(\zeta) \neq \zeta$. Let $\sigma$ be the $F(\zeta)$-automorphism of $F(\sqrt[2^n]{a}, \zeta)$ sending $\sqrt[2^n]{a}$ to $\zeta \sqrt[2^n]{a}$. Then $\sigma \tau(\sqrt[2^n]{a}) = \zeta \sqrt[2^n]{a}$ while $\tau \sigma(\sqrt[2^n]{a}) = \tau(\zeta) \sqrt[2^n]{a}$. Hence $\sigma \tau \neq \tau \sigma$ and $F$ has a nonabelian Galois 2-extension, completing the proof.

**Examples 3.8.** (i) The field $Q_1$ satisfies the conditions of Theorem 3.5 but not Theorem 3.6. Given any field $F$ of class $C$ with $\text{s}(F) = 1$ there is a field $K$ satisfying the conditions of Theorem 3.6 with $W(K) \cong W(F)$.

(ii) Becker [1] has shown that if $F$ is superpythagorean then $F(\sqrt{-1})$ satisfies condition (2) of Theorem 3.6. In particular $F(\sqrt{-1})$ contains all $2^n$th roots of unity.

(iii) If $F$ is quadratically closed and $F = F_((t_i))_{i \in I}$ is a field of iterated formal power series over $F$ then $F$ is field of class $C$ and $F$ contains all $2^n$th roots of unity. Hence all Galois 2-groups are abelian.

(iv) If $K$ is a quadratically closed field and $G$ is an abelian pro 2-group of automorphisms of $K$ then $K$ is the quadratic closure of $K^G$ and $G = \text{Gal}(K/K^G)$. Hence $K^G$ is a field of class $C$.

**Corollary 3.9.** Let $F$ be a field of class $C$ with $|Q(F)| > 2$. Let $[[a_i]]_{i \in I}$ be an $F$-basis for $Q(F)$, let $F(2)$ be the quadratic closure of $F$, let $G_F(2) = \text{Gal}(F(2)/F)$, and let $G_F(2)'$ denote the closure of the commutator subgroup of $G_F(2)$. Then

1. If $\text{s}(F) = 1$ then $F(2) = F(\sqrt[2^n]{a_i} | i \in I, n_i \geq 0)$.
2. If all $2^n$th roots of unity are in $F$ then $G_F(2) \cong Z^I_2$, where $Z^I_2$ denotes the direct product of $|I|$ copies of the additive group of 2-adic integers.
3. $G_F(2)$ is isomorphic to one of the following: $Z^I_2$ for some set $I$ or a nonabelian group which is either an extension of $Z^I_2$ by $Z/2Z$, by $Z/2Z \times Z_2^I$, or by $Z^I_2$ for some nonempty sets $I, J$.
4. Every finite Galois 2-group of $F$ is an extension of an abelian group by an abelian group.
5. $G_F(2)'$ is an abelian group.

**Proof.** (1) follows from Lemma 3.4.

(2) Consider the map $\pi : G_F(2) \to Z^I_2$ induced by the natural
maps $\pi_i: G_p(2) \to \text{Gal}(F(\sqrt[n_i]{a_i})_{n_i \geq 1}/F) \cong \mathbb{Z}_2$, $i \in I$. Since $\{[a_i] | i \in I\}$ is a basis and the finite extensions $F(\sqrt[n_i]{a_i})$ are cyclic, it follows that for fixed $i$ in $I$, $F(\sqrt[n_i]{a_i} | n_i \geq 0) \cap F(\sqrt[n_j]{a_j} | j \neq i, n_j \geq 0) = F$. Hence $\pi$ is surjective and, therefore, an isomorphism.

(3) If $G_p(2)$ is abelian all $2^n$th roots of unity are in $F$ so by (2), $G_p(2) \cong \mathbb{Z}_2$. If $G_p(2)$ is not abelian, let $L$ be the extension of $F$ obtained by adjoining all $2^n$th roots of unity, $n \geq 1$. Then $L$ is a field of class $C$, $\text{Gal}(L/F)$ is abelian, and by (2) $\text{Gal}(F(2)/L) \cong \mathbb{Z}_2^I$ for some set $I$. If $\text{Gal}(L/F)$ contains an automorphism $g \neq 1$ finite order with fixed field $K$ then by applying Lemma 3.7 we see that $L = K(\sqrt[2^n]{-1})$. Hence $\text{Gal}(L/F) \cong \text{Gal}(F(\sqrt[2^n]{-1})/F) \times \text{Gal}(L/F(\sqrt[2^n]{-1}))$ and $\text{Gal}(L/F(\sqrt[2^n]{-1}))$ has no elements of finite order. Now if $G$ is any abelian pro-$p$-group with no elements of finite order, then by Pontryagin duality there exists a divisible abelian $p$-group $M$ with $G \cong \text{Hom}(M, \mathbb{Z}_{p^\infty})$, where $\mathbb{Z}_{p^\infty}$ is the $p$-primary component of $\mathbb{Q}/\mathbb{Z}$. Since $M$ is divisible, $M \cong \mathbb{Z}_{p^\infty}(J)$ for some set $J$, whence $G \cong \text{Hom}(\mathbb{Z}_{p^\infty}, \mathbb{Z}_{p^\infty})^J \cong \mathbb{Z}_{2}^I$. This proves (3).

(4) Let $K$ be finite Galois $2$-extension and again let $L$ be the extension obtained from $F$ by adjoining the $2^n$th roots of $1$ for all $n \geq 1$. Then $K \cap L/F \subset L/F$ so $K \cap L/F$ is an abelian extension. By Theorem 3.6, $KL/L$ is also an abelian extension and since $\text{Gal}(KL/L) \cong \text{Gal}(K/K \cap L)$, (4) is proved.

(5) Let $L$ be as in (3) and (4). Since $L/F$ is abelian, $G_p(2) \subset \text{Gal}(F(2)/L)$ and the latter is abelian.

For completeness, we include the following result concerning fields with exactly 2 square classes.

**PROPOSITION 3.10.** For a field $F$ the following statements are equivalent.

1. $W(F) \in \{\mathbb{Z}, \mathbb{Z}/4\mathbb{Z}, \mathbb{Z}/2\mathbb{Z}[G]\}$ with $|G| = 2$.
2. $|Q(F)| = 2$.
3. Every finite $2$-extension of $F$ is cyclic.
4. Either $\text{Gal}(F(2)/F) \cong \mathbb{Z}_2$ or $\text{Gal}(F(2)/F) \cong \mathbb{Z}/2\mathbb{Z}$. The second possibility occurs if and only if $F$ is Euclidean.

**Proof.** The equivalence of (1) and (2) is well known.

(2) $\Rightarrow$ (3). Let $K/F$ be a finite Galois $2$-extension with group $G$. Since $|Q(F)| = 2$, $G$ has a unique subgroup of index 2. But, for any prime $p$, a $p$-group having a unique subgroup of index $p$ is cyclic.

(3) $\Rightarrow$ (2). If $|Q(F)| > 2$ then $F$ admits the Klein 4-group as a Galois group.

(3) $\Rightarrow$ (4). Assume (3). Then $|Q(F)| = 2$. If $s(F) = 0$ then $F$ is
Euclidean so we may suppose $s(F) > 0$. We assert that for each integer $n \geq 1$, $F$ has a unique (cyclic) 2-extension of degree $2^n$. Indeed, since $F$ is not formally real it follows from Theorem 1.5 that the unique quadratic extension of $F$ has exactly 2 squares classes and so also has a unique quadratic extension. Since a 2-extension consists of a tower of quadratic extensions, $F$ has exactly one cyclic 2-extension of degree $2^n$. Hence $\text{Gal}(F(2)/F) \cong \mathbb{Z}_2$.

The implication $(4) \Rightarrow (3)$ is clear.

We next prove a result about fields of class $C$ with $q(F) = |Q(F)| < \infty$. Recall that the rank of a pro $p$-group $G$, denoted rank $G$, is defined to be the cardinality of a minimal set of generators of the topological group $G$. We have rank $G = \dim_{F_p} H^1(G, \mathbb{Z}/p\mathbb{Z})$. Moreover, if $G^*$ denotes the intersection of the Kernels of all homomorphisms $G \to \mathbb{Z}/p\mathbb{Z}$ then rank $G$ is finite if and only if $\dim_{F_p} G/G^*$ is finite and when this happens, they are equal. For details see [14, 4.2, I-34-39].

**Theorem 3.11.** For a field $F$ the following statements are equivalent.

1. $F$ is a field of class $C$ with $q(F) < \infty$.
2. There exists an integer $m$ such that $q(K) \leq m$ for all finite 2-extensions $K$ of $F$.
3. There exists an integer $m$ such that $q(K) \leq m$ for all 2-extensions $K$ of $F$.
4. There exists an integer $n$ such that for all Galois extensions $L/K$ with $F \subset K \subset L \subset F(2)$, rank $\text{Gal}(L/K) \leq n$.
5. There exists an integer $n$ such that for every Galois 2-extension $K/F$, all closed subgroups of $\text{Gal}(K/F)$ have rank $\leq n$.
6. There exists an integer $n$ such that rank $H \leq n$ for all closed subgroups $H$ of $\text{Gal}(F(2)/F)$.

**Proof.** $(1) \Rightarrow (2)$. Taking $m = q(F)$ this follows from Theorem 1.5 and Corollary 2.10.

$(2) \Rightarrow (1)$. If $F$ is not a field of class $C$ then we can find a quadratic extension of $F_1$ such that $q(F_1) > q(F)$. By Theorem 2.1, $F_1$ is not a field of class $C$ so we can find a quadratic extension $F_2$ of $F_1$ such that $q(F_2) > q(F_1)$. Continuing in this way we can construct a tower $F_1 \subset F_2 \subset \cdots \subset F_m$ with $F_m$ a 2-extension of $F$ and $q(F_i) > q(F_{i-1})$. Thus $q(F_m) \geq 2^m q(F) > m$ for all $m$.

$(2) \Rightarrow (3)$. Assume (2). Then there exists an integer $m$ such that $q(K) \leq m$ for all finite 2-extensions $K/F$. If there exists an infinite 2-extension $L/F$ such that $Q(L)$ contains $m + 1$ distinct ele-
ments \([a_1], \ldots, [a_{m+1}]\) then \(K = F(a_1, \ldots, a_{m+1})\) is a finite 2-extension with \(q(K) \geq m + 1\).

(3) \(\Rightarrow\) (4). Choose \(m\) as in (3) and choose \(n\) with \(m \leq 2^n\). Let \(L/K\) be a Galois extension with \(F \subset K \subset L \subset F(2)\) and let \(G = \text{Gal}(L/K)\). Then the elementary 2-group \(G/G^*\) corresponds to a Galois extension \(N/K\) and \(|G/G^*| \leq q(K) \leq m\). Hence \(\dim_{F_2} G/G^* \leq n\), i.e., \(\text{rank} G \leq n\).

(4) \(\Rightarrow\) (5). Let \(K/F\) be a Galois 2-extension and let \(H\) be a closed subgroup of \(\text{Gal}(K/F)\). Then \(K/K_H\) is Galois with group \(H\) so by (4), \(\text{rank} H \leq n\). The implication (5) \(\rightarrow\) (6) is immediate.

(6) \(\Rightarrow\) (2). Choose \(n\) as in (6) and let \(m\) be an integer with \(2^n \leq m\). Let \(K\) be a finite 2-extension of \(F\). Then there is a closed subgroup \(H\) of \(\text{Gal}(F(2)/F)\) such that \(K = F(2)^H\). Let \(H_1 = \text{Gal}(K/\sqrt{-b} | b \in K)/K)\). Then \(H_1\) is a factor group of \(H\) so \(\text{rank} H_1 \leq \text{rank} H \leq n\). Hence \(q(K)\) is finite and \(q(K) = 2^{\text{rank} H_1} \leq 2^n \leq m\).

**Corollary 3.12** (cf. [1, Satz 19, p. 112]). For a field \(F\) and an integer \(n \geq 0\) the following statements are equivalent.

1. \(F\) is a field of class \(C\) with \(q(F) = 2^n\).
2. For all 2-extensions \(K\) of \(F\), \(q(K) \leq 2^n\) and there exists a 2-extension with \(q(K) = 2^n\).
3. For all finite 2-extensions \(K\) of \(F\)

\[q(K) = \begin{cases} 2^{n-1} & \text{if } F \text{ is real and } \sqrt{-1} \in K \\ 2^n & \text{otherwise.} \end{cases}\]

4. \(\text{Rank} \, \text{Gal}(F(2)/F) = n\) and \(\text{rank} G \leq n\) for all closed subgroups \(G\) of \(\text{Gal}(F(2)/F)\).
5. For all closed subgroups \(G\) of finite index in \(\text{Gal}(F(2)/F)\),

\[\dim_{F_2} H^1(G, Z/2Z) = \begin{cases} n-1 & \text{if } F \text{ is real and } \sqrt{-1} \in F(2)^G \\ n & \text{otherwise.} \end{cases}\]

**Remark.** If the conditions of Corollary 3.12 are satisfied for \(F\) and \(n\) then for all \(m \leq n\) there exists a field \(K\) (of class \(C\)) with \(F \subset K \subset F(2)\) and \(q(K) = 2^n\). Indeed, if \(\text{Gal}(F(2)/F)\) is of rank \(n\) then for any \(m \leq n\), \(\text{Gal}(F(2)/F)\) has a closed subgroup \(G\) of rank \(m\) so we can take \(K = F(2)^G\).

For a field \(F\), let \(u(F)\) denote its \(u\)-invariant and \(\alpha(F)\) the number of orderings.

**Corollary 3.13.** Let \(F\) be a field of class \(C\). Then

1. If \(F\) is not formally real then \(u(K) = u(F)\) for all finite 2-extensions \(K\) of \(F\) and \(u(K) \leq u(F)\) for all 2-extensions \(K\) of \(F\). Moreover, if \(K\) is a 2-extension with \(u(K) < \infty\) then \(u(K) = 2^n\) for
some \( m \geq 0 \) and for each integer \( m \geq 0 \) with \( 2^m \leq u(F) \), there exists a 2-extension \( K \) with \( u(K) = 2^m \).

(2) (cf. [3, 3.9]) If \( F \) is formally real then \( o(K) = o(F) \) for all finite formally real 2-extensions \( K \) of \( F \) and \( o(K) \leq o(F) \) for all 2-extensions \( K \). Moreover, if \( K \) is any formally real 2-extension with \( o(K) < \infty \) then \( o(K) = 2^m \) for some \( m \geq 0 \) and for each integer \( m \geq 0 \) with \( 2^m \leq o(F) \) there exists a formally real 2-extension \( K \) with \( o(K) = 2^m \).

**Proof.** (1) follows from Corollary 3.12, the remark, and the fact that \( u(K) = q(K) \) for any nonformally real field \( K \) class \( C \) (see [5], [16]).

(2) If \( K \) is a formally real field of class \( C \) then \( K \) is superpythagorean and by [7, Cor. 4.5], \( o(K) = 1/2q(K) \). Hence we need only show that if \( m \geq 0 \) and \( 2^m \leq o(F) \) then there exists a 2-extension \( K \) with \( o(K) = 2^m \). Let \( F_1 = F(\sqrt{-1}) \). Then \( F_1 \) is a field of class \( C \) and \( q(F_1) = 1/2q(F) = o(F) \geq 2^m \). Let \( K_1 \) be a 2-extension of \( F_1 \) with \( q(K_1) = 2^m \) and let \( K \subset K_1 \) be a maximal formally real extension of \( F \). Then \( K \) is of class \( C \) and if \( \alpha \neq 1, [-1] \) in \( Q(K) \) then \( K(\sqrt{\alpha}) \not\subset K_1 \). Hence \( Ker(Q(K) \to Q(K_1)) = \{1, [-1]\} \) so \( 1/2q(K_1) \leq q(K_1) \). On the other hand, \( 1/2q(K) = q(K(\sqrt{-1})) \geq q(K_1) \) so \( o(K) = 1/2q(K) = q(K_1) = 2^m \).
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