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1. Introduction. Implicit in the work of Rankin [6] and explicit in the work of Petersson [5] is a formula connecting the Petersson inner product of two holomorphic modular forms with a residue of the Dirichlet series formed with the products of the Fourier coefficients of the two modular forms. In view of the modern group theoretic interpretation of the eigenfunctions of the Hecke operators as unitary representations of an adele group, it appears that the ideas of Rankin and Petersson may have wider applicability; for example they may relate to multiplicity-one problems in the theory of automorphic representations. The purpose of this note is to extend these ideas to real analytic modular forms.

In §2 we recall the results of Petersson and Rankin and show (see Theorem 1) how the residue at $s = 1$ of a certain Euler product can be used to distinguish whether two eigenfunctions of the Hecke operators are orthogonal or not. In §3 we describe the essential nature of the method and derive (see Theorem 2) a formula which expresses the Petersson inner product of two real analytic cusp forms which are eigenfunctions of the Hecke operators as the residue at $s = 1$ of an Euler product.

2. Holomorphic cusp forms. Let $H$ be the upper half plane and Let $\Gamma$ be the group of linear fractional transformations of $H: z \mapsto \sigma(z) = (az + b)/(cz + d)$, with $a, b, c, d \in \mathbb{Z}$ and $ad - bc = 1$. Let $d\Omega = y^{-2}xdy$ be the SL$(2, \mathbb{R})$-invariant measure of $H$. Let $k$ be a positive integer and let

$$f(z) = \sum_{n=1}^{\infty} a(n)q^n, \quad g(z) = \sum_{n=1}^{\infty} b(n)q^n, \quad q = \exp(2\pi iz)$$

be two holomorphic cusp forms of weight $k$ on the group $\Gamma$; let $p$ be a prime and suppose that $f(z)$ and $g(z)$ are eigenfunctions of the Hecke operator $T_p$:

$$(f \mid T_p)(z) = \sum_{n=1}^{\infty} a(np)q^n + p^{k-1} \sum_{n=1}^{\infty} a(n)q^{np} = a(p)f(z);$$

with a similar formula for $g(z)$. A particular case of Petersson's formula (Theorem 6, [4]) is the following.
$$\langle f, g \rangle = \int_{D(\Gamma)} f(z) \overline{g(z)} y^k d\Omega$$
$$= \frac{\pi}{3} \Gamma(k)(4\pi)^{-k} \operatorname{Res}_{s=1} L_{f,g}(s) ,$$

were

$$L_{f,g}(s) = \sum_{n=1}^{\infty} a(n)b(n)n^{-(s+k-1)}, \operatorname{Re}(s) > 1 .$$

If we use the multiplicativity of the coefficients $a(n), b(n)$ and the duplication formula for the gamma function, then Petersson's equality can be rewritten in the form

$$\langle f, g \rangle = 2^{-k} \operatorname{Res}_{s=1} L(s, \pi_f \times \pi_g) ,$$

where

$$2(4\pi)^{-(s+k-1)} \pi^{-s} \Gamma(s+k-1) \zeta(2s) \sum_{n=1}^{\infty} a(n)b(n)n^{-(s+k-1)}$$
$$= 2^{-k} L(s, \pi_f \times \pi_g)$$
$$= 2^{-k} \Gamma(s, \pi_f \times \pi_g) \zeta(s, \pi_f \times \pi_g)$$

and

$$\Gamma(s, \pi_f \times \pi_g) = G_R(s)G_R(s+1)G_R(s+k-1)G_R(s+k), G_R(s)$$
$$= \pi^{-s/2} \Gamma\left(\frac{s}{2}\right) ,$$

$$\zeta(s, \pi_f \times \pi_g)$$
$$= \prod_p \frac{1}{(1-\lambda_p\bar{\lambda}_p p^{-s})(1-\lambda_p\bar{\lambda}_p p^{-s})(1-\bar{\lambda}_p\lambda_p p^{-s})(1-\bar{\lambda}_p\lambda_p p^{-s})} ,$$

$$a(p) = p^{(k-1)/2}(\lambda_p + \bar{\lambda}_p), b(p) = p^{(k-1)/2}(\bar{\lambda}_p + \lambda_p) .$$

REMARK. The Euler product $L(s, \pi_f \times \pi_g)$ is related to those introduced by Langlands ([2], p. 10).

With the above notations we can restate Petersson's result in the following form

**Theorem 1.** Let $f(z)$ and $g(z)$ be cusp forms of weight $k$ on the full modular group $\Gamma$ which are eigenfunctions of all the Hecke operators. Then $f(z)$ is orthogonal to $g(z)$ if and only if the Euler product

$$L(s, \pi_f \times \pi_g) = \Gamma(s, \pi_f \times \pi_g) \zeta(s, \pi_f \times \pi_g)$$

is regular at $s = 1$. 
3. Real analytic cusp forms. Let $f(z)$ and $g(z)$ be two real analytic cusp forms in the sense of Maass [4]. Let

$$\Delta = -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)$$

be the Laplace-Beltrami operator for the upper half plane and suppose that

$$\Delta f = \frac{1 - \lambda^2}{2} f, \quad \Delta g = \frac{1 - \gamma^2}{2} g.$$

Observe that because of the positivity of the Laplace-Beltrami operator the nonzero numbers $\lambda$ and $\gamma$ must lie in the imaginary axis or in the interval between $-1$ and $1$. Suppose that $f(z)$ and $g(z)$ have Fourier expansions about the cusp at infinity of the form, $z = x + iy$,

$$f(z) = \sum_{m \neq 0} a(m) y^{1/2} K_\lambda(2\pi |m| y) \exp (2\pi imx), \quad a(1) = 1,$$
$$g(z) = \sum_{n \neq 0} b(n) y^{1/2} K_\gamma(2\pi |n| y) \exp (2\pi inx), \quad b(1) = 1,$$

where $K_\lambda(z)$ is the modified Bessel function. If $f(z)$ is an eigenfunction of the Hecke operators then Maass ([4], Theorem 12) has proved that

$$\sum_{n=1}^{\infty} a(n)n^{-s} = \prod_p \frac{1}{1 - a(p)p^{-s} + p^{-2}};$$

similarly for $g(z)$. To simplify our notation we suppose that $f(-z) = f(z)$ and $g(-z) = g(z)$. For $\Re(s) > 1$ we have the Euler product identity

$$\Gamma(s + \lambda + \gamma) \Gamma\left(\frac{s + \lambda + \gamma}{2}\right) \Gamma\left(\frac{s - \lambda - \gamma}{2}\right) \Gamma\left(\frac{s - \lambda - \gamma}{2}\right)$$

\begin{align*}
&\times \sum_{n \neq 0} a(n)b(n)n^{-s} \\
&= \frac{\Gamma(s, \pi_f \times \pi_g)\zeta(s, \pi_f \times \pi_g)}{\Lambda(2s)} \\
&= \frac{L(s, \pi_f \times \pi_g)}{\Lambda(2s)},
\end{align*}

where

$$\Gamma(s, \pi_f \times \pi_g) = G_R(s + \lambda + \gamma)G_R(s + \lambda - \gamma)G_R(s - \lambda + \gamma)G_R(s - \lambda - \gamma),$$
$$\zeta(s, \pi_f \times \pi_g) = \prod_p \frac{1}{(1 - \lambda_p \gamma_p p^{-s})(1 - \lambda_p^\circ \gamma_p^\circ p^{-s})(1 - \lambda_p^\circ \gamma_p p^{-s})(1 - \lambda_p^\circ \gamma_p^\circ p^{-s})},$$
$$a(p) = \lambda_p + \lambda_p^\circ, \quad b(p) = \gamma_p + \gamma_p^\circ, \quad \lambda_p \lambda_p^\circ = \gamma_p \gamma_p^\circ = 1,$$

and $\Lambda(s) = G_R(s)\zeta(s)$. This equality follows from the formal power
series identity
\[ \sum_{p=0}^{\infty} a(p^s)b(p^s)T^s = \frac{1 - T^2}{(1 - \lambda_p^0 T)(1 - \lambda_p^0 T')(1 - \lambda_p^0 T'(1 - \lambda_p T))} \]

With these notations we have the following result.

**Theorem 2.** Let \( f(z) \) and \( g(z) \) be two real analytic cusp forms on the full modular group \( \Gamma \) which are eigenfunctions of all Hecke operators. Let \( L(s, \pi_f \times \pi_g) \) be the Euler product introduced above. Then we have

\[
\langle f, g \rangle = \frac{1}{2} \text{Res}_{s=1} L(s, \pi_f \times \pi_g).
\]

In particular \( f \) and \( g \) are orthogonal if and only if \( L(s, \pi_f \times \pi_g) \) is regular at \( s = 1 \).

**Proof.** Let

\[ S_\Gamma = \{ z = x + iy : |x| \leq \frac{1}{2}, y \geq 0 \} \]

Let \( \Gamma_\infty = \{ \begin{pmatrix} 1 & n \\ 0 & 1 \end{pmatrix} : n \in \mathbb{Z} \} \) and let \( D(\Gamma) \) be a fundamental domain for \( \Gamma \) in \( H \). We then have the formal congruence identity

\[ (*) \quad S_\Gamma \equiv \sum_{\sigma \in \Gamma \backslash \Gamma_\infty} \sigma D(\Gamma) . \]

Now for \( \text{Re}(s) \) sufficiently large we have

\[
\int_{S_\Gamma} f(z)\overline{g(z)}y^s d\Omega \\
= \int_0^\infty \left( \int_{-1/2}^{1/2} f(z)\overline{g(z)} dx \right) y^{s-2} dy \\
= \int_0^\infty \left( \sum_m \sum_n a(m)\overline{b(n)} K_2(2\pi|m|y)K_2(2\pi|n|y) \int_{-1/2}^{1/2} e^{2\pi i z(m-n)} dx \right) y^{s-1} dy \\
= \sum_m \sum_n a(m)\overline{b(n)} \left( \int_0^\infty K_2(2\pi|m|y)K_2(2\pi|m|y)y^{s-1} dy \right) .
\]

The interchange of the order of summation and integration is justified by the fact that uniformly in \( x \) both \( f(z) \) and \( g(z) \) are \( O(y^A) \) (resp. \( O(y^-N) \)) when \( y \to \infty \) (resp. \( y \to \infty \)) for some positive constants \( A \) and \( B \).

We now use the well known identity ([3], p 102)

\[
\int_0^\infty K_2(2\pi |m|y)K_2(2\pi |m|y)y^{s-1} dy \\
= \frac{\alpha^{s-1}}{2^{s+2} \Gamma(1 - \zeta)}
\]
\begin{align*}
\times \Gamma\left(\frac{1 - \zeta + \mu + \nu}{2}\right) \Gamma\left(\frac{1 - \zeta + \mu - \nu}{2}\right) \Gamma\left(\frac{1 - \zeta - \mu + \nu}{2}\right) \\
\times \Gamma\left(\frac{1 - \zeta - \mu - \nu}{2}\right)
\end{align*}

which is valid for \(\text{Re}(\alpha) > 0\) and \(\text{Re}(1 - \zeta \pm \mu \pm \nu) > 0\). We apply this identity with \(\alpha = 2\pi ny\) and \(\zeta = 1 - s\) to obtain

\[
\int_{S} f(z) \overline{g(z)} y^{s} d\Omega = \frac{\pi^{-s}}{8\Gamma(s)} \Gamma\left(\frac{s + \lambda + \eta}{2}\right) \Gamma\left(\frac{s + \lambda - \eta}{2}\right) \Gamma\left(\frac{s - \lambda + \eta}{2}\right) \\
\times \Gamma\left(\frac{s - \lambda - \eta}{2}\right) \sum_{m \neq 0} a(m) b(m) m^{-s}
\]

\[
= \frac{\pi^{-s}}{4\Gamma(s)} \Gamma\left(\frac{s + \lambda + \eta}{2}\right) \Gamma\left(\frac{s + \lambda - \eta}{2}\right) \Gamma\left(\frac{s - \lambda + \eta}{2}\right) \\
\times \Gamma\left(\frac{s - \lambda - \eta}{2}\right) \sum_{m = 1}^{\infty} a(m) b(m) m^{-s}
\]

\[
= \frac{L(s, \pi_f \times \pi_g)}{4\Lambda(2s)} .
\]

We now use the congruence identity (*) for the region \(S_r\) to obtain

\[
\int_{S} f(z) \overline{g(z)} y^{s} d\Omega = \sum_{\sigma \in \Gamma \backslash \Gamma_{\infty}} \int_{D(\Gamma)} f(z) \overline{g(z)} y^{s} d\Omega \circ \sigma .
\]

By the automorphy property of \(f(z)\) and \(g(z)\) we get

\[
f(z) \overline{g(z)} y^{s} d\Omega \circ \sigma = f(z) \overline{g(z)} (\text{Im} \sigma(z))^{s} d\Omega ,
\]

and therefore

\[
\frac{L(s, \pi_f \times \pi_g)}{4\Lambda(2s)} = \int_{D(\Gamma)} f(z) \overline{g(z)} E(z, 2s - 1) d\Omega ,
\]

where

\[
E(z, s) = \sum_{\sigma \in \Gamma \backslash \Gamma_{\infty}} (\text{Im} \sigma(z))^{(1+s)/2}
\]

is the well known Eisenstein series associated to \(\Gamma\). The Fourier expansion of \(E(z, s)\) is ([1], p. 46)

\[
E(z, s) = y^{(1+s)/2} + \frac{\Lambda(s)}{\Lambda(s + 1)} y^{(1-s)/2} \\
+ \sum_{m \neq 0} \frac{2}{\Lambda(s + 1)} \frac{\sigma_{\text{st}(|m|)} y^{1/2} K_{s/4}(2\pi |m| y)}{|m|^{s/2}} e^{2\pi izmz} .
\]
and the only poles of the summation term are those arising from the zeros of Riemann's Euler product \( \Lambda(s + 1) \). Hence the only pole of \( E(z, s) \) at \( s = 1 \) comes from the numerator in the expression \( \Lambda(s)/\Lambda(s + 1)y^{(1+s)/2} \). In fact a well known application of the Kronecker limit formula gives the Laurent expansion in a small neighborhood of \( s = 1 \)

\[
E(z, 2s - 1) = \frac{3}{\pi} \frac{1}{s - 1} + \frac{6}{\pi} (c - \log 2) - \frac{1}{2\pi} \log (y^s |\Lambda(z)|) + \sum_{n=1}^{\infty} c(n)(s - 1)^n,
\]

were

\[
\Lambda(z) = q \prod_{n=1}^{\infty} (1 - q^n)^{24}.
\]

In particular it should be observed that the residue of \( E(z, s) \) at \( s = 1 \) is independent of \( z \). Therefore we have

\[
\text{Res}_{s=1} \int_{D(\Gamma)} f(z) \overline{g(z)} E(z, 2s - 1) d\Omega = \left( \int_{D(\Gamma)} f(z) \overline{g(z)} d\Omega \right) \text{ Res}_{s=1} E(z, 2s - 1) = \frac{3}{\pi} \langle f, g \rangle.
\]

On the other hand

\[
\text{Res}_{s=1} \frac{L(s, \pi_f \times \pi_g)}{4\Lambda(2s)} = \frac{3}{2\pi} \text{ Res}_{s=1} L(s, \pi_f \times \pi_g).
\]

This completes the proof of Theorem 2.

**Remark 1.** The functional equation for the Eisenstein series

\[
E(z, s) = \frac{\Lambda(s)}{\Lambda(s + 1)} E(z, -s)
\]

leads to the functional equation

\[
L\left(\frac{1+s}{2}, \pi_f \times \pi_g\right) = L\left(\frac{1-s}{2}, \pi_f \times \pi_g\right).
\]

2. The residue of \( L(s, \pi_f \times \pi_g) \) at \( s = 1 \) can be thought of as an intertwining operator.
3. In [7], Shimura has used the connection between the Petersson inner product and \(L\)-series to study the arithmetic properties of the periods of Eichler differentials.
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