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In this paper we are concerned with mean value theorems
for the summatory functions of a class of Dirichlet series.
This class of Dirichlet series is a class of Dirichlet series
satisfying functional equations involving multiple gamma
factors. If f(s) = ) a(n)2;® is a Dirichlet series satisfying
such a functional equation and FE(x) is the associated error
term (see (1.2) and (1.4), respectively), then. we prove O0-
estimates for

(1) S | E(y)|*dy
and
(2) 2, la(n)|*,

in the latter case when 1, = n. The results we get for (1)
improve known results in some cases. Also the general
result (1) is applicable in cases where a similar result of
Chandrasekharan and Narasimhan is noft.

1. Introduction and historical survey. In this paper we shall
obtain a mean square estimate for the error term of the summatory
function of a class Dirichlet series. We shall also obtain an estimate
for the sum of the squares of the coefficients of these Dirichlet series.
The class of Dirichlet series we are concerned with consists of those
satisfying a functional equation involving multiple gamma factors
such as was considered by Chandrasekharan and Narasimhan in [4].

Let {a(n)} and {b(n)}, 1 £ n < + =, be two sequences of complex
numbers, not all zero, and let {\,} and {&.}, 1 £ n < + <, be two
sequences of positive real numbers increasing to +co. Suppose that

f(s) = Sampet and g(s) = 33 bm)pss®

each converge in some half plane with finite abcissas of absolute
convergence ¢,(f) and o,(g), respectively. Let

(L1 4(9) = 1 Mews + B2,

where «;, > 0 and B, is complex, 1 £ k< N. Then f(s) and g(s) are
said to satisfy the functional equation

(1.2) A(8)f(8) = A(r — s)g(r — s)

191
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if there exists in the s plane a domain D, which is the exterior of
a compact set S, in which there exists a holomorphic function G(s)
with the properties:

(1) lim G(o + 4t) =0,

1t|—o0
uniformly in every strip —« <0, <0 <0, < +, and

_ [4(e)f(s) for Re(s) > a.(f)

(2) G(s) = Ar — 8)g(r — 3) for Re(s) < r — ag.(9).
If
(1.3) Q@) = 2| {oas,
2my Je s

where C is a curve enclosing all the singularities of the integrand,
let

(L4) E(w) = 3 a(n) — Q@) ,

where the dash indicates that if A, = x, then we add only a(n)/2.
E(x) is called the error term for the summatory function of the
coefficients of the Dirichlet series f(s).

With the notation as above, in this paper we will obtain estimates
for

(L.5) | 1B dy
and
(1.6) 2 lam)f,

in the latter case when A\, = n. Both of there estimates can be used
to obtain information on the size of the error term by use of the
Cauchy-Schwarz inequality. Estimates for (1.5) imply estimates for
the average size of the error term,

1 z
~ |\ IEwdy,
X ]
and estimates for (1.6) imply estimates for the summatory function,
2 la(m)l

and so also on the size of the error term.
Estimates for (1.5) were first obtained in 1922 by Cramér [7]
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for the special cases E(x) = 4,(x) and P(x), the error terms of the
divisor problem and the sums of two squares problem, respectively.
In 1933 Walfisz [20] gave estimates for the integral in the case of
cusp forms. In 1964 Chandrasekharan and Narasimhan [6] gave
estimates for the integral (1.5) in the general case. All of these
methods used identities between the summatory functions being
studied and series involving Bessel functions or integrals that are
generalizations of Bessel functions. They also used the differencing
methods developed by Landau in his work on lattice point problems.

In 1938 Walfisz [21] gave estimates for (1.5) in the case E(x) =
P(x), the error term associated to the problem of counting lattice
points in four dimensional ellipsoids. In 1940 Jarnik [12] gave
estimates for general P,x). Both of these methods used the modular
relations between theta series defined from quadratic forms.

We generalize the method of Walfisz [21] to obtain our estimates
on the mean value integral (1.5). The result we obtain improves a
result of Chandrasekharan and Narasimhan [6] in those cases where
they do not get an asymptotic estimate.

The sums (1.6) have been studied in many special cases.
Ramanujan stated in [16] and Wilson proved in [22] asymptotic
estimates for the case a(n)=d(n), the divisor function. In [9] Hardy
gave an O-estimate for the case a(n) = 7(n), Ramanujan’s function,
and later Rankin, in [15], sharpened this to an asymptotic result,
as well as giving similar estimates for the coefficients of cusp forms
in general. In [21] Walfisz gave asymptotic formulas for a(n) = r4n)
and 7,(n), which generalize immediately to the general case a(n) =
r{n), k=5, where r,(n) is the number of ways of representing =
by a given positive definite quadratic form in %k variables.

Estimates for the sum (1.6) also appear in the hypotheses to
several theorems. For example, in Apostol’s work on approximate
functional equations for Hecke series [2, Corollary 2] such estimates
are used for estimating the error terms that arise (see also [5]).
Also the mean value theorem of Chandrasekharan and Narasimhan
that was mentioned above [6, Theorem 1] has as one of its main
hypotheses an estimate on the sum (1.6).

We generalize the method of Walfisz [21] to obtain an 0-estimate
in the general case when A, = n. Because we can no longer appeal
to any special properties of the coefficients a(n) our general result
does not give asymptotic results in the above mentioned cases,
though it does apply to a wide class of arithmetical functions.

In the sequel we shall use the following notation:

a+ico

(1) S( )Wﬂl denote the integralS ,

a—io
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(2) S(M)Will denote the integral S‘::

and

(3) > will denote the sum nZ:l.

Also ¢;, 7 =1,, ---2, will denote positive absolute constants.

2. Statement of results. Suppose f(s) = 3, a(n)\;® and g(s) =
> b(n)ps® satisfy the functional equation (1.2) with » > 0. Let

_ 1 V[ €) Jpr—
2.1) I(u)_%somu ds

where 4(s) is defined by (1.1) and C is a curve enclosing all the
singularities of the integrand. Let

(2.2) F(s) = 3. a(n) exp (—\,8) ,
for Re(s) > 0. Then it is known [3, Theorems 3 and 5] that
(2.3) F(s) = S: Q'(x)e*"da + 3 b(n)e” S: Ip,x)e**da ,

if we assume all the singularities of f(s) are in the right half plane.
Note thg,t if f(s) is entire, then from (1.3) Q(x) = f(0), a constant.
If Q(s) denotes the Laplace transform of Q(x), then we have

(2.4) s0(s) = S°° Q@)e*dz .

In what follows we shall assume that f(s) has a finite number of
singularities in the right half plane and that these singularities are
poles lying in the strip 0 < Re(s) < ». If the poles are {¢, ---, &}
and ». is the order of the pole at £, then we can explicitly evaluate
Q(z), namely,

(2.5) Q@) = 31 Catilog i a,

where {; is the residue of f(s) at the pole s = &;. Suppose that 5
is the real part of a pole with maximal real part and p is the maximal
order of a pole with real part 8. Then, from (2.4) and (2.5), we
have

(2.6) sQ(s) = 0(/s|~* log*~*|s]) ,

as |s| — oo,
Finally we assume that as |s)— + oo
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@1 Somp | e ds ~ 57 S eln) exp (— k(s

where m is a nonnegative real number, ¥ and @ are positive real
numbers and the e(n) are complex numbers. Also we assume that
the series on the right hand side of (2.7) converges absolutely for
Re(s) > 0. In §5 we shall prove a theorem that establishes (2.7) for
a subclass of Dirichlet series satisfying the functional equation (1.2).
We remark now that (2.7) is known as an equality for Re(s) > 0 in
the case 4(s) = I'(s), with m = r (see [3, p. 152]).
Define the real numbers ¢ and 7 by

0 if 6=m and m==pR

8) 0 =mi =
(2.8) min (m, 8) and 7 {1 if =8 or m=g.

Further define the function M(x) by

M(x) — wm+1/2 + mm/2+6+1 log(p—l)r] @ + w(m+p)/2 logp-—lm
(2.9) A4 pptie Iog 201y | 2L/ IogZ(p—Lmﬂ x
+ x5+p/2+1 log(p—l)(q'(“l) x .

We shall prove the following results with the notation as above.

THEOREM 1. Assume the hypotheses as above. If f(s) is not an
entire function, then as x — oo

| i@y < M) .
If f(s) is an entire function, then as x — oo

Sz \E(y)dy < o™ log @ + ™+
0

COROLLARY 1. Suppose the hypotheses of Theorem 1 hold with
A(s) = I'(s). Then we have, if f(s) is mot entire function,

SE[E(y)lzd’!l L xr+1/2 loga: + xr/2+p+1 log(p—ur; x + x2,9+1/2 logz(p—uy,—n x,
0
as x — o. If f(s) is an entire function, then as x — oo

Sz IE(y)Pdy < a¥/** + o> "2 logx .

THEOREM 2. Suppose the hypotheses of Theorem 1 hold with
Ao = n. Let h(x) be defined by
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gmTETI [ogott g 4 gt f m=2a—1
@10) @) = |z logr e + 04" if mo 2w, 20 — 1
A2 Joge ¢ + x™ log @ wf m=2«x.

Then as x— oo, if f(s) 158 not an entire function,

3 lam)f < 2 log* ™ @ + & log* ™" + h(a)

Jor 0 <B =1 and
>, la(n)l* € ¥ log*™* & + h(x)
for B> 1. If f(s) is an entire function, them as x — oo
g, la(n)]* € x*™log x .

COROLLARY 2. Suppose the hypotheses of Theorem 2 hold with
A(s) = I'(s). Let h(x) be defined by

a2 loge o 4 P iWf r=+12,
h{x) = {x**logt if r=1
22 logt & + 2*log & Wf r=2.

Then as & — oo, if f(s) is not an entire function,

;2; la(n)]? € «* log®e 7+ ¢ 4+ h(x)

for 0 < B L1 and
2' la(m)]F € x* log* 2 x + h(x)

Jor B> 1. If f(s) is an entire function, then as & — co

g la(n)}? € #* log x .

We shall prove these results only in the case when f(s) is not
an entire function and indicate the changes to be made if f(s) is
entire. The proofs of these results involves a series of lemmas and
the sections devoted to their proofs will be divided into two parts:
the first part for the proofs of the lemmas and the second part for
the proofs of the theorems themselves.

The methods of proof of Theorems 1 and 2 are similar. They
both involve an identity relating the integral or sum to be estimated
to a double integral. The double integral is then rewritten as a
sum of integrals over short intervals by means of Farey fractions.
We give the definition of these intervals now.
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DEFINITION 2.1. Let (h, k) =1 and 0 <k Z 2% Let 7, and 7,
be the Farey fractions of the Farey sequence of order [xY?] that
immediately proceed and succeed h/k, respectively. We denote by
B(h, k) the interval [r,, 7.]. By R(h, k) we denote the right hand
endpoint of B(h, k) and by L(h, k) the left hand endpoint.

By Theorem 35 of [10], we have

@.11) B(h, k)
| ={uh/k—0JkV T <u=<hlk+ 6=z, 12<0,0,<1}.
3. The mean value integral,

3.1. Preliminary lemmas.

LemMmA 3.1, Ifs=1/x + 2z7ut and © = 1l/x + 27vi, where w and
v are real and x is a fixred number greater than 1, then

|| 1By

(3.1) =20 @ — sQ@)EE — 1Q0)
7T J/=) Ja/z)
x XD + 1) =140
st(s + t)

Proof. On the left hand side of (3.1) we have, by (1.4),
[1B@rdy = { (3 atn) — @ 3 0w — Qwidy
=L S amalm - 2Re[@@) 3 atw)] + (Q)Fldy

0 Ay Sy AnSY

(3.2) .
= 3, a(n)a(m){z — max (\,, M)} — 2Re tZé a(n) S; Q(y)dy}

IpsimSo

+ {lewray .

Now, as 4 — o, we have

|F(s) — sQ(s)| < |F(s)| + [s@Q(3)|
& 3 la(n) exp (—x, Re (s)) + [s| 7" logr™ |s|
L 3 la(n)| exp (—N,/x) + «f loge™ .

This estimate gives

— 50 ——Amexp(a(s + 1) — 1
SWSW{F(S) sQ()HF(t) — tQ()} PR dsdtl

dsdt

={ | P — sQe)IF®) — tQe) lexp (als + 7)) — 1 |———8E(S s
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< o {3 la(n)] exp (—N,/x) + 2 log®™ o} S“m S st(o‘isdt t)l
< ew{D) la(n)| exp (— N, /) + 2° logr™ af
S*“S*“ dudv .

—o (L + Ju@ + oD@ + |u — o))

(1/2)

—00

Since the last double integral converges we see that the double
integral on the right hand side of (38.1) converges absolutely.
Let

1= | (76 - s06)FG) — 1@} 2R+ D) = L gt

4 st(s + )
= 3 amam(5)| | exp(-rs—r,H2 ("';((ss - tz; Lasat
(3.3) —2Re{z a(m)< )S(m)s“mexp( xs)tQ(t\eXp(fgsi ?)) 1dsdt}
(G, SAOQO=R L = Sdaat

- 2 a(myam)J,,., — 2Re {2 a(m)J,,,} +J

say.
We have

(3'4) Jm,n = le Jm,‘n(T) ’

where

I, T) = 18 S exp(—N,8 — N t)MS exp (z(s + t))dz
472 Juse,m Juszm

(3.5) =§ doz  exp((z— 9 L S exp ((z — MDY
o 2mwi Jaszem s 2miJuse,m t

:S“dz—l—.g exp ((z — Mp)s)B3 L)
/#,7) s 2wt

S exp ((z — M)t)iZZ
o 2w (1/2,7) t

Now (see [14, p. 346]), as T — oo,

wsdS l 267°
(3.6) H( el omi| < 22
if w>0,
@1 S( dsfs — m] < 2/T
a,T

for w = 0 and
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(3.8

|, (eIs)ds| < 26Tl

if w<O0.
For fixed m and n let A=1{z¢e[0,2]:|z — N, =T —1/2 and
|z — N = T7%} and B = [0, 2] — A. Then

IR
If a=1/x, w=2— N, or 2 —\,, and z€ A, then

(3.10) e**/Tlw| < eV'T .

Thus, by (3.6), (3.8), and (3.10), we have

[ dzm|  exp(—amZ D] exp(@ —rp%
4 2myJusen s 2m Jaszm t
= | L exp@-an@ll
AN(max(iy,2,),21 2700 J1z,T) s 2m
X S exp ((z-x,,)t)it-dz
ie.T) t
+ S —l—S exp ((z — Nm)S)@
ANt0,2,1U00,2,,D 27T J 1)z, 1) 8
—1 ds
(3.11) X exp ((z — a))t)—dz
21 Jarzm s

Il

](1 + O(TH)(—=1 4+ O(T*)dz

XAﬂ(max(Zn,Zm),x

O(T™5O(T™*)d=

SAm[o,z,,]U[o,lm})

dz + O(T™%)

SAﬂ(max(Zn,)m),x]

= —(@ — max (\,, X)) + O(T™%),,

as T— oo, since z is fixed, where + indicates the positive part.
As T — - we have

.
S( (e [s)ds < e’”“g f_du
a,T

v log (1 + T/a) .
—Ta+lu|<<e og (1 + T/a)

This gives, with w <z and a = 1/z, as T — o,

(3.12) S( _(e"[s)ds < log T .

Thus, by (8.12), as T — oo,
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S dz—1—§ exp ((z — A)s%E 1)
B lz,7) s 2m

dt
271 S(m,r) exp ((z k,,)t)?

(8.13) £ S log® Tdz
B

LT log* T,

since the length of B is at most 4772,
Combining (3.5), (3.9), (3.11), and (3.13) we see that

(3.14) Ina(T) = —(@ — max (A, Mp))" + O(T721log* T) ,
as T — . Then, by (3.4) and (3.14), we have
(3.15) Iw = — (@ — max (n,, M)

Since Q(¢) is the Laplace transform of Q(z) we have [8, p. 227]

(3.16) —1~.§ e Q(t)dt = Q(z)
271 J (@
if @ > 0. Thus
3.17) _1_§ e Q(t)dt = Qz) — _1-,8””“’ e O(t)dt — LS“‘" e O(t)d .
271 Je.m 271 Jatir 271 Ja—io

Now, as T — «, we have, by (2.6),
Sm“ e Qt)dt = Sm” et Q)%
axiT axil t

s

L e Sw u f loge™!
T u

Le*T P log— T,

since 8 > 0. This estimate, combined with (3.17), gives, for a = 1/x
and z < z,

(3.18) Qz) = —LS e Qt)dt + O(T* loge T,
271 Jam)

as T — oo,

Let

ho(@) = {0 if 2\,
"TU I e > .

As above we have

(3.19) J, = lim J (T),

T—o0

where
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J(T) = =L H exp ((z — x,,gs)@S 100 Xdz
472 Jo e, 8 Juzm t
(3.20) .
={lazl|  exp(z - 9P E] Q.
o 21 Jwsm s 2wt Jut=m t

In (3.20) we estimate the innermost integral by (8.18) and the middle
integral as in (3.11) and (3.13), by the use of (8.6)-(8.10). This gives,
as T — oo,

3.21) Jo(T) = —-lc,,,(x)s; Q(z)dz + o(1) .

Thus, by (3.19) and (3.21), we have

(3.22) Iy = — k(@) Slm Q(x)dz .
Finally,

(3.23) J = lim X(T) ,

where

XD = 22 | S 8500 S”emmdzdsdt
47 Jie,m Jtz,m 0
(3.24)

- S’dz_l_,s ezsé(s)ds:l_g e Q(t)dt .
o 2w Jutzm 271 e,

In (3.24) we estimate the inner two integrals by (3.18). This gives,
as T — oo,

(3.25) JT) = —SZ]Q(z)lzdz +ol) .
Thus, by (3.23) and (3.25), we have
(3.26) J= —§:|Q<z)|2dz.

The result, (3.1), follows from (8.2), (3.8), (3.15), (3.21), and (3.26),
if we note that the integral I in (8.83) in minus the integral on the
right hand side of (3.1).

LemMMA 3.2. If s=1/x + ui and 0 = u < 7Y% then as & — o
(3.27) {F(s) — sQ(s)}/s < w2,

where m 18 given by (2.7).

Proof. We have, by (2.3), (2.4), and (2.7),
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() — 5Q) = | S by | e Kpn,mide
(3.28) = cgls|™ 25 |e(n) exp (—K(p./8)%)]
< ¢,|s| ™ exp (—c; Re (1/5)) ,

since the series on the right hand side of (2.7) converges absolutely
for Re(s) > 0. Since 0 £ u < 27* we have, for z sufficiently large,

Re (1/s)* = Re (x/(1 + zui))*
(/1 + 2*u*))* Re (1 — aui)”

(3.29) —
= co(w/(L + 2*u®))* .

Thus, by (3.28) and (3.29), we have
(F(s) — sQ(s))/s| < el exp {—e(x/(L + x*u?))7}

m1
=c d
= 4(1 + x2u2)(m+1)/2
— 04:1:“"“’/2(90/(1 + wzuz))(mﬂ)/z exp {__07(:”/(1 4 mzuz))a}
<< x(m+1)/2 ,

exp {—e,(x/(1 + x*u?))*}

as & — oo, since x° exp (—bx®) is a decreasing function of x for b >0
and 2z sufficiently large. This completes the proof of the lemma.

REMARK. Here there is no change in the result in the case that
f(s) is an entire function since sQ(s) = 0, by (2.4), in that case.

LEmMMmA 3.8. If s = 1/x + 2mut, then as & — oo
(3.30) S Q) du < (L/hE) logr @ -
B(h,
Proof. By (2.6) and (2.11), we have

S l@(s)] du & S |s|7#* loge™ |s|du
Bk, k) 2 k)

Blh
L U/kV x )(k/h)** logr™ a
£ (A/hk)x " loge &,

as & — oo, since k¥ < 1 = by Definition 2.1. This completes the proof
of the lemma.

REMARK. If f(s) is an entire function, then Q(s) = f(0)/s. In
this case the integral in (3.30) is «1/hk, as x — oo.

LEMMA 3.4. If s = 1/x + 2nui, then as £ — o
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(3.31) S |F(s)/s|du < (L/R)a?~"2 logte=7 g .
B(h, k)

Proof. By (2.3), (2.4), (2.6), and (2.7), we have, for Re(¢) > 0,

F(t + 2hifk) = 3 a(n) exp (— N (t + 2hi/k))
= (t + 2hi/k)Q(t + 2hi/k)

(3.32) S by S‘” ¢RI T i dap
1]

< e[t + 2hafkl~? loge™ [t2hifk) + [t + 2hik|™)
< ¢,[t + 2hifk|~ log® 7|t + 2hifk| .

Now let t = 1/x + 2n(uw — h/k)i in (3.32). Then F(¢t + 2hi/k) =
FQd/x + 2zui) = F(s). By (2.11), we see that if we B(h, k), then
u = O(h/k) as ¢ — co. Then, by (3.32), we have, as ¢ — o,

SB(h,k)

FQ1/x + 27ur)
Yz + 2rud

\du < ey S \F(ljz + 2ui)l %%
Blhi) U

< ms + Gu—hjby log e ndu
B(h,k)

1f

|27
<L (k/h) log(ﬂ_l)v X S e (1/.%2 4 Tczuz)—ﬁ/gdu
—1/kve

< (L) loge ™ g

This completes the proof of the lemma.

REMARKS. (1) If f(s) is entire, then we take » = 0 and 6 = m.

(2) In [21] Walfisz is able to get an asymptotic result for the
integral (1.5), in his special case, in place of our Theorem 1. There
he considers the error term P,(x), which is associated with the
problem of lattice points in m dimentional ellipsoids. He is working
with quadratic forms, which have special properties that allow him
to get his better result. The most important of these properties is
the homogeneity property. This allows him to get a better estimate
for Lemma 3.4 by getting positive powers of 4 in the denominator
on the right hand side of (3.31), which, when he later sums on %,
reduces the power of x he finally obtains. We conjecture that (3.81)
can be improved to

SB(h " |[F(s)/s|du < (1/h)(x/k)’ " logte™ g,

but we are not able to prove this. The previous Lemmas 3.1, 3.2,
and 3.3, are exact generalizations of his resaults are so it is Lemma
3.4 that should be improved the obtain better results.

We use the result of Lemma 3.1 to rewrite the mean square
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integral (1.5) as a sum of four ssmi-infinite double integrals. By
making a change of variables we write these latter double integrals
as double integrals over the semi-infinite segments (1/x, 1/x + to0).
This allows us to use the covering property of the intervals B(h, k)
to rewrite these integrals as sums of integrals over the integrals
B(h, k). We can then use the results of Lemma 3.2, 3.3, and 3.4 to
estimate these finite integrals and so derive Theorem 1.
By Lemma 3.1, we have

(3.33) S:]E’(y)lzdy = __]'_{SWHM S”“H‘” " S”Hiw Sl/m

471,'2 /2 /% 1/z 1/x—1t00

/% 1/2+%c0 1/ 1/
T be, s
1/@—dc0

1/g~i0 J1/m 1/z—ico

:P1+P2+P3+P4,

say, where G(s, t) is the integrand of the integral on the right hand
side of (8.1). In P, replace ¢t by ¢, in P, replace s by §, and in P,
replace s and ¢ by § and . This gives

|1 e i/etie A ———exp (e + 1)) — 1
P= 20T ) — sQa)F® - Q) ot D)= Lysar

— L ey s EE) — TR @ + 1) — 1
p, = 4ﬂz§1,, |76 — sQHF® — 1) e dadt,
1 (Wetie(y/atio o Aren T IR eXD @E+7) —1
b= 4n281/m Sm WE) = SQONIE) — 10Oy %

and

L (it s A oxp (1(5 + 8) — 1
P “z?sw Sw (FG) ~ SQ@HF(E) — BDITEZ T ——dsdt

Let B(h, k) be as in Definition 2.1. In the remainder of §3 we
will denote by

>, the sum i‘, ,
h=1 0

Ik <k=vz

A

when working with sums of integrals over the intervals B(h, k).

LEMMA 3.5. For s = 1/x + 27ui and t = 1/x — 2zvi, where u and
v are real, we have, as x — oo,

Pl = —§ SB(h k) SB(h k) {F(S) N SQ(S)}{F(t) n té(t)}

(3.35) exp (x(s+ %)) —1
X e dsdt + O(M(x))

and
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P=-xf | (F6&)-sQENFT) - 1QD)
aa el
X 5t 1 1) dsdt + O(M(z)) ,

where M(x) 1s defined by (2.9).

Proof. From (3.34) we see that the difference between P, and
P, is the replacement of s and ¢ by § and . For this reason we
give the details for (3.35) only, since the estimates for P, go exactly
in the same manner.

By (3.34) and the definitions of s and ¢, we have

P = —Sj S?G(s, t)ydudv ,

where G(s, t), as above, is the integrand of the integral on the right
hand side of (3.1). Let B(h, k) and B(p, q) be Farey intervals as
defined in Definition 2.1. By Theorem 36 of [10], we have

U U, Bk =U U_Bro=[(Val+17 ).

h=115ksVz 1Sgsvr

Let B, =[0, V& ]+ 1)]. Then we have

BuU U Bh®=BUU U, _Bpq=I0, ).

Thus

e P D P 2 A 1T
By J By hyk JB(h,k) J By P,9J By J B(p,q) ke g JB(h k) JB(p, Q)

S (h,k)}G(s’ t)dudv

=L, 2l e 28
By J By bk JBy IBIRE hh o JBhE) JB(,0)

#p

+ hik SB(h k)S (h,k)}G(S, t)dud/v )

Now if ¢, b= 0, then V2(a +0) =1V a + 1V b. Thus
Is + t| = |1/ + 2rut + ljxz — 2zvil
= 2|1/x + w(u — v)i
= 2(1/a* + T(u — V)
2V 2(/z + zlu — ) .

(3.38)

Thus, by Lemma 3.2, we have, as ¢ — o
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dudv
|stl|s +

1§, @ naudo| < e | 17 — Q10 ~ @)
< gt SBO SBols + T dudv
& g S:’J’_S:'“ga/x + mlu — vl dudy
& @ S:'G du | @z + ww — v)dudo .

In the last integral we let w = w(u — v)x. Then, as — o,

SBOSBO (s, t)dudv’ < x"‘“s " du S (A + w)dw

1
0

(3.39)
L g™ % log x
Next
s{ | e oiuaw={ 5 | |
ki k JB(R,E) JBy R(h,k};’sku«/z_ B(k,k) JBgy
(3.40) =

- & §B(h,k) SBO}IG<S’ tldudv ,

h,k
Rih,k)>4[Vz

where R(h, k) is defined as in Definition 2.1.
By Lemma 3.2, we have, as ¢ — oo,

s S S[G(s, £)| dudw
Tk Blh,k) J By

P —
Rh,k)S4/Vz

WVT PUvE ~ A dudv
5.41) < S S F() = sQ@IIFE) — Ol _E o

IRZE SRz _

L x"‘“S S |s + t] ' dudv
1] [

L e 2log x ,

where the last estimate is made as above for (3.39). .
If R(h, k) > 4V, then h/k = R(h, k) — 1)V ¢ = 8V« by (2.11).
Then 2k/3k = 2/« and h/k — 2/V' & = h/3k. Thus, by (2.11),

(3.42) L(h, k) — 1INV ® = hlk — 2V % = h/3k,

where L(h, k) is defined in Definition 2.1. Thus, if R(k, k) > 4V« ,
then, by (3.42), we have, as & — oo,

S S IG(s, )] dudv
B(h,k) J By

@43)  =e| | (FG)|+ sQ@DFD) - Q)L
Bih,k) J By |st|ju — v
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<\, N, (F@+ 1sQ@DIF®) — QI Leh, k) — L/ T st dud

<, |, (FOI + sQ@DIFe) — tQlk/m)st] ™ dudv
B(h,k) J By

We use Lemmas 3.2, 3.3 and 3.4, and the definition of B, to estimate

the integrand in (3.43). Thus, if R(h, k) > 4/ x, then, as z — oo,

S S IG(s, t)|dudv
Bk, k) J By
L ((L/h)x* 2 log'* ™ & + (1/hk)x*/* logr™ x)x""*"”(k/h)s dv
0

& (k/h®xm* (2’2 logte 7 ¢ + (L/k)x?* loge™ %)

This estimate gives
by S S IG(s, t)] dudv
B(h,k) J By

R(h,kh)'>kdr~/x
(3.44) <L x"‘/zf‘, bt S k(a2 logt v ¢ 4+ (1/k)x?* logP™ x)
h=1 ksvz
< xm/Z(wa+1/2 log(p—lm 2z + (1/k>x(p+1>/2 Iogp—x x) ,

as € — oo.
Combining the results of (3.40), (3.41), and (3.44) we have, since
m = 0 by (2.7) and 8 > 0 by hypothesis,

S S G(s, t)dudv € z™/*log x

bk JB(,E) By

(3.45) + x’In/Z(w5+1/2 log(P—l)ﬂ x + w(19+1)/2 logp—l x)
= gmti/t Jog @ 4+ pmtD/E Jogle~ln g

+ w(m+ﬂ+1)/2 logp—l x

as & — oo,
We have
S S (s, t)dud’ul
B(h,k) JB(p,9)
A dudv

# s i (FO + SQODIFE + QDT
F(s) ot )‘ dudv
l

<ec

s+t

SB(h.k) SB(P Q)

(3.46) _ F (S)F (t) | dudv
= O {SB(h,k) SB(? ) l |s + £} *
SB(h,k)SB(p,q) Fit) Qs \|Z'Lf:| +SB(k.k)SB(p,q) ‘Q( )Q(t)[!dﬁ_dfl}

By (2.6), the estimate on |s + 7|, (3.38), and the definitions of
B(h, k) and B(p, q), we have, as £ — o
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10(s)Qt) -y

hok D g SB(h,k) SB(p,q)

hg#pk Is + Zl
S o S“’ w7 F  oge ™t (xw) log? ™t (xv)dudw
(Ve 1+~ e 1+t l/x + 7w — v
< S“’ log®™ (xu)du S“ log* (xv)dv
(3.47) 1avE wftt ve's w1 + m(u — v)r)

©  logf™! (xu)du {S’”z S“””’” S“ } log?™ (xv)dv
<@ Sz/sz_ wET! 1/2~/a7+ ul2 + u=1/a) VLA 7(u —v)x)
©  log*® (2U) s/0—1 S°° log®~" (xu)
Lw Sum“ — 22 du + R R du

L zPi2og* Tt g

Let M(h, k, p, @) = min {|lu — v|: uw € B(h, k), ve B(p, q)}. Then, by
(2.11), we have

L(p, ) — R(h, k) if h/k < p/q
3.48 Mk, k, p, q :{ ]
8-48) ( Rl L(h, k) — R(p, q) if h/k > p/q .
Let

x if M,k p,q) =0
3.49 D(h, k, p, q) = )
©.49) Dl fo 2, ) {Mm, ko @ i Mk p )+ 0.

Then, for s = 1/x + 27wt and ¢ = 1/x + 27vi, u € B(h, k) and v € B(p, q),
we have, by (3.38),
(8.50) s+ ET=27lx + wlu — v} = euwD(h, K, p, Q) -

By Lemmas 3.8 and 3.4 and (3.50), we have, as 2 — oo,

S S F(s)F(t) | dudv & D(h, k, p, Q)xn—x log¥e—7 g
Blh,k) JB(p.q)

st s -+ ] hp
S S F(S)Q(t) dud"i & D(h, k, p, Q)ma+(ﬂ—1)/2 logte— b+ g
BB JBp.) | 8 |s + £ hpq
and

Ara E () | dudv D(h, k, p, @), .545-1/2 —1)(1+y
\ v , (B=1/2 |gorlo—Datn) g
SB(h,k)SB(p,q) s) t ls+t < hkp v 8 v

Combining these estimates with (3.46) and (3.47) gives, as x — oo,

IG(S, t)]dud?) << Z Z D(h, k, , Q){x25—1 logZ(p—l)r/ x
) bk pra hp

kh,k p,q SB(h,k) SB(pﬂl
hq#pk =
hq#pk

+ (/g + 1/k)a’*1#71/ logte~n 7 g}
(3.51) + xf+i Jogleig
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= {; + ; 4 g}D(h;Z;pﬂ) {x%—l 10g 2(p~1)w

+ (L/q + 1/k)as+6-m Jogte—nt+ng)
4 gftttlogl Tt
=8, +8,+ S, + zf2logt x|
say, where in (3.51)

(3.52) > is the sum over h, k, p, ¢ such that Mk, k, p, q) <
lhg — pkl/2kq,

(3.53) >, is the sum over h, k, p, ¢ such that hq — pk > 0 and
M(h, k, p, ) > (hq — pk)/2kq

and

(3.54) > is the sum over h, k, p, ¢ such that hg — pk < 0 and
Mk, k, p, @) > (pk — hq)/2kq.

Suppose (h, k, », ¢) is a quadruple being summed over in (8.52).
Then, by (2.11), (3.48), and (3.49), we have D(h, k, », ¢) < ¢, . Thus

G55 S S e S (Uhp) e loghe e
+ (1/q + 1/k)yx?te—1/2 Jogle—t0+n gy |
If M(h, k, », q) = |u, — v,], then, by (2.11) and (3.52),
\hq — pkl/kq = |h/k — p/ql < bk — uo| + |D/g — V| + |ue — v,
S Ykv'e + 1/gVw + |hq — pkl/kq .

Thus

lhq — pkl/2kq = (1/k + 1)V & .
Since &, k, p and ¢, are integers hq = pk, k < g by (8.51) and ¢ = V'
by Definition 2.1, this gives

1<|hg—pkl 20k + V' z = 4g/V'e < 4.

Thus
(8.56) lhg — pk| <4 and ¢=VvV'x/4.

If b and k are given, then ¢ belongs to at most 8 residue classes
modulo %, since hg=a (mod k) and |a| <4 by (8.56). Thus, by (2.11),
there are at most ¢,;1” @ /k values of q being summed over in (3.52).
If h, k, and q are given, then by (3.56) there are at most ¢,; values
of p. Finally, for z sufficiently large, we have, by (3.56),

(8.57) p = (hg — Dk =V x — 16)/4k = WV x [Bk .



210 DON REDMOND

By (3.55)-(3.57), we have, as & — oo,

S<eSAM S S S (VT loghe

r=1 k<VZ gsepVe /k pSeqg

+ (1/1/? + 1/k)aPHE1/2 [ogle—na+n o)
(3.58) KV x i h™? 2 kﬁ/ T /k)(xz.y—1 logz(p—lm 2
r=1

Esvz

+ AV @ + ke 0/ Joglemnn g)
L BT JogHeTn g 4 Pt BTNR ol {1 4 S (1/K)}
ksVz

& LB+ log*e17 g 4 piHBtn/2 log(p—'l)(1+7])+1 x.

Suppose (h, k, , q) is a quadruple being summed over in (3.53).
Then, by (3.49) and (3.53), we have

(3.59) D(h, k, p, q) < 2kq/(hq — pk) .
Define integers m = m(h, k, p, ¢) and n = n(h, k, p, ¢) by
(3.60) hq — pk = m + nk , n=0 and 0<m<=k.

If h, k, and m are given, then g belongs to a definite residue class
modulo g, since hg=m (mod k). If h,k, m, and q are given then n must
satisfy » = 0 and hqg — m — nk = k, since p = (hq — m — nk)/k = 1.
Finally, if h, k, m, q, and n are given, then there is exactly one
value for p.

By (3.51), (3.59), and (3.60), we have

o k
S:=ew2h™ 3 B 3 q>, (x** log*e ™7

h=1 k<¥z  m=1 hsqsVE 720
hqa=m(k) hq—m—nk k

+ (/g + 1/k)xa+(,9—1)/2 log(pﬂ)(ﬁ—n) x)(hq —m — nk)“l(m 4 nk)—l .

We then proceed as in [21, pp. 26-27] to estimate the inner sums on
q and n. This gives, as & — o,

(3.61) 'S2 << m26+1/2 logZ(p—-l)y+1 X + x5+(ﬁ+1)/2 log(p—l)(l+7])+2x .
We estimate S, in a way similar to S; and get, as & — oo,
(3.62) 'S3 << x25+1/2 logz(p-—l)77+1 T _|_ x5+(ﬂ+1)/2 log(p—l)(1+77)+2m .

Thus, by (3.51), (3.58), (3.61), and (3.62), we have, as z — oo,

> S S IG(s, t)|dudv
h,k p,q JB(h,k) JB(p,q)
hg#pk
(3'63) < Sl + SZ -+ S3 + qpht/2 logzﬁ“l x
<< xzﬁ-l-l/Z 10g2(P—1)77+1 X + x:H—(ﬁ-H)/Z log(p—l)(1+,7)+2 x + .’Eﬁ+l/2 logzp_l T
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Finally, by (8.37), (3.39), (3.45), and (3.63), we have, as & —> oo,

P1 — __2 S S G(S, t)dudv + O(x”‘“” log x) + O(x(m+1)/2+6 log(p~—1)ﬂ ZL')
hyk JB(h, k) JB(h,k)

+ O(x(m+ﬁ+1)/2 logp—l x) + O(x25+1/? logZ(p—'l)y+1 x)
+ 0(x6+(‘5+1)/2 log(p’*l)(1+7])+2 x) + O(xﬁ+1/2 logi'.p—-l x)

G(s, t)dudv + O(M(x)) ,

h,k SB(h.k) SB(h,k)

by (2.9). This completes the proof.

REMARK. If f(s) is an entire function, then the error term is
0(x2m+1/2 log x + x3m/2+1).

LEMMA 3.6. If s = 1l/x + 2zus and t = 1/ + 2wvi, where u and
v are real, then, as x — oo,

(3.64) P, < M(x)
and
(8.65) P, < M(x) ,

where P, and P, are defined by (3.34) and M(x) by (2.9).

Proof. As in the proof of Lemma 8.5 we prove only (3.64) since
the only difference between P, and P, is the replacement of s and ¢
by § and %.

By (3.34) and the definition of s and ¢, we have

P, = —-Sm Sm G(s, Ddudv ,
where G(s, t) is the integrand of the integral on the right hand side

of (3.1). Let B, B(h, k) and B(p, ¢) be as in the proof of Lemma 3.5.
Then

(3.66) P, = —{SBOSEO + 2}% SB(h,k) SBO + Wk g SB(h,k)SB(p,q)}G(S, tdudy .

By Lemma 3.2 and the arithmetic-geometric mean inequality, we
have, as & — oo,

SB SB G(s, f)dudv‘

<ol |, IF(s) — sQ) IF ) — Qo)LL

|st|ls + £
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m+1 -1
(367) Lz S SBO ]S -+ t[ dudv

B
11(3/95 Ve
& g™t S S (w + v)'dudv
0 0
1Vz (1VE
&L 2™t S S (uwv) "V dudv
0 0
<< xm+1/2 .

Again, by the arithmetic-geometric mean inequality, we have

SB(h,k) SBO G(s, t)dudv 1

A -~ ATy dudv
(3.68) < e SBMS (1F(s)| + [sQ)DIF(E) — tQ(t)lm

Seul,  (FG)+ 15Q@D—22m | F(E) — 70(0)

|s |1/— It IV_ '

We estimate the integral in (8.68) over B, by Lemma 3.2 and the
integral in (3.68) over B(h, k) by Lemmas 3.8 and 3.4. Thus, by
(2.11), we have

S S G(s, Ddudv
Bk JB,

<ammamye | (FE] + sQ@Disdu| | vrdy

0

”";v"l”dv
& ™V EIR) A (A /R)x TV logte ™ & + (1/hk)xf/? loge ™ x) S
0
L g IR (1 Jogtem 0 o - (1/K)2P? loge ™ x)att
as ¢ — co. Thus, as ¢ — oo,
S, S S G(s, t)dudv
hk JB(h,E) JBg

3.69) < plmt1 /24174 i BVt Jogle i S BVE 4 g2 loget S BV

h=1 k=vz ksVE
<< x(m+l)/2+1/4(xﬁ+1/4 Iog(p—l)v €T + xﬁ/2+1/4 Iogp—-l x) .

By (2.11), the arithmetic-geometric mean inequality and Lemmas
3.2 and 3.4, we have, as . — oo,

S S G(s, T)dudv
B(h,k) JB{p,q)
<ol (FG) + sQDlurdn | (RO + [T

< cullafhpy |, (FG)+ QDT (RO + RO
& (kq/hp)*((1/R)x’—/* logte™7 ¢ - (1/hk)x?’® log’"1 )

It l
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X ((A/p)x’ 2 logt* V7 2 + (1/pq)x*/* log"™ x)
= (leq/hp)"*((1/hp)z® " loghe—17

+ (U/hpq + 1/hkp)a’+e—12 Jogle=nuin 4

+ (1/hpkq)x? log®e™ 1) .

Thus, as x — oo,

e =211 a6 Hdudo

<< m25+1/2 log2(p-—l)77 T + x5+(,5<)-1)/2 log(p~1)(1+77) x + x§+1/z 10g2p—2 €T

by the definition of
and 3.

ok e
Thus, by (3.66), (3.67), (3.69), and (3.70), we have, as & — oo,
P, g gmii/t  gm/atte Joglehr g o gim A2 Joge Tl g
4 P2 logPeTH gp - gt EFN/2 JogleThit) g
+ aft/E Jogre ™
< M(z),
by (2.9). This completes the proof.

REMARK. If f(s) is an entire funection, then the error term is
0(x2m+1/2 Iog x + x37n/2+1).

LEMMA 3.7. If s =1/x + 2zut and t = 1/x + 27vi, where u and
v are real, then, as ¥ — o,

o exp(s(s + 7)) — 1
S |E(y))Fdy = Z SB(}» k)SB(h B {F(S)F(t\ st(s + ©)

exp (x(s + t)) —
+ F®F® e }dudv

+ O(M(x)) ,
where M(x) s defined by (2.9).

Proof. By (3.35), we have

{—_hzllc SB(h k)SB(h &) FF® = (xt(: _:* tt))) : dudv} l

dudv
Islls + ¢
dudv
[tlls +

= Ca {;% SB(h,k) SB(h, )l lQ(t)!
(3.71)
+ % SB(h,Ic)SB(h, ) [F<t)HQ( Ur e
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+ % SB(h,Ic) SB(h k) IQ( )Q(t)][dudzl} + O(M(x))

By (2.6), (2.11), and Lemma 3.3, we have, as x — oo,

dudv
Islls + |

£ g |F(s)/s] du S v loge™! (xv)
h,k JB(h,k) B(h,k)

hyzk SB(hvk) SB(h 12 IF( )Q(t)l

1/x
372) <o S, (R loge v m)(L/kV @ )(k/k)F loge™ (hasfk)

=1 k=Yx

& ' logt~ "”th “tlog'™ (ha) 3 (k)K" log'™k

ksvz

& gt 10g<p~1>(2+m x,

since 8 > 0.
Similarly, as x - oo,

dudv
[tlls + |

<< x5+(ﬁ+1)/2 log(P 1)(2+2) X .

e x| | oo 2L

b,k
Finally, by (2.6), we have, as x — oo,
dudv
h,zllc SB(h,k)SB(hk IQ( )Q(t)lt + t[

S"" log?™ (xu) log?™ (xv)
e DL arva D (u)P T (Le + wu — v))

<< x,o+1/2 log2p 1 x,

dudv

(3.74) & S

where the last estimate is obtained in the same way as was the
estimate (3.47).
Thus, by (3.71)-(3.74), we have, as ¢ — <o,

P {——% SB(h &) SB(h P F(S)F(t)exp (xt(f —:— tt); - dudv}

(8.75) L pTETN2 Joglem @D gy L pEF2 oot - M(x)
< M=) ,

by (2.9).
A similar argument, using the estimate (3.36), gives, as © — oo,

(3.76) P, — {——% SB(h B SB(h ) F(S)F(t\ =5 (ivt((s _:'tt))) : dudv} < M(z) -

By (3.33), (3.75), (3.76), and Lemma 3.6, we have, as z — oo,
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S: B dy — {_Z SB(h.k)SB(h,k) <F(SW3XP e+ ) 1

ok S{(S =+ t_)
e exp (x(E +8) — 1
OG5 Jaudo}
o ( —~exp (w(s + t)) — 1
- Pl { %c SB(h,k)SB(h,k) F(S)F(t) S{(S + {) dudv}
L = exp (x(F +t) — 1
+ P, { hX}c SB(h.k) SB(h,k)F(S)F(t) S5t(s + t) dudv}
+ P, + P,
< M) .

This completes the proof of the lemma.

REMARK. If f(s) is an entire function, then the error term is
O(w2m+1/2 + xam/2+1).

38.2. Proof of Theorem 1 and Corollary 1. We give the details
only for the case when f(s) is not entire. The proof when f(s) is
entire is similar and is obtained by using the estimates given in
the remarks to the lemmas.

Proof of Theorem 1. For s = 1/x + 27wui and ¢t = 1/x + 2rvi let

8.77) Ih, k) = SB(h,k) SB(h,k)F(sWexp (:z(_&gs_:_?)) — 1dudv )

By (2.3), (2.4), and (2.7), we have, as & — oo,

(I

| Fs) — 5Q(a)] = | S blnypis | Kenredo

(3.78) < cn 8| 3 le(n)] exp (—K(u, Re (1/s)))
= ¢8| 7™ exp (—eqy Re (1/5)%)
L x™*

where the last estimate is obtained in the same way as the estimate
in Lemma 3.2. Similarly, as £ — o,

(3.79) IF@) — tQ®)] < o .
Let
(3.80)  Fl(u, v) = sQ(s)tQ(t) exp (2 + 2rx(u — v)i) — 1

A/x + 2rui)A/x — 27vi)2fx + 2m(u — w)3)

and
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(3.81) 'k, k) :S S Flu, v)dudy .
B(h,k) JBlh, k)

If u, ve B(h, k), then, by (3.80) and (2.11), we have

' F(u, v) — exp (2 + 2zx(u — v)1) — 1
sQ(s)tQ(t) A/x + 2rui)1/x — 27v49)(2/x + 27(w — )%)
(3.82) < ey (uve™)™

= e((h/kya™)™" .

By (3.77)-(3.80), we have

Ih, &) = S S (sQ(s) + O@™2)EA(t) + O )—E %) gudqy .
Blh,E) JB(h k) SQ(S)tQ(t)

Thus, by (3.81), (3.82), and (2.11), we have, as x — oo,
(3.83) |I(h, k) — I'(h, k)| € 2™/ S N )Is@(s)ldu + x™/h* .
Blh,k
By (2.6), we have, as in the proof of L.emma 3.4,

[, 1s0@ldu < | s logr Isldu
B(h, k) Blh,k)

(3.84) L kv ) (k/h)? loge™ &
& (U/k)wt#17% loge™

Thus, by (3.83) and (3.84), we have, as z —
(3.85) Ih, k) — I'(h, k) L 2™972p 7% logr™ + a™h 2.

In a similar way we let

(3.86) k. k) = SB(IL ®) SB(h 1)) F(S)F(t\ =5 (3075((3 _:— tt))) . dudy

and

J(h, k)
=\, | sQ@w@) 2@ i —we) — 1 qyay
Blhyk) JBG,B) /(l/.')c 2nui)(1/x+2rvi)(2/x+ 2n(v—u)1) ’

in analogy to (3.77) and (3.81), and obtain in a similar way
(3.87) Jh, k) — J(h, k) € P22 log? ™ & + ™A% .

By Lemma 3.7, (3.77) and (3.86), have, as & — oo,



MEAN VALUE THEOREMS FOR A CLASS OF DIRICHLET SERIES 217

|| 1B@Pdy = = I, k) — 35, Jh, B) + OM(@))
(3.88) = =5 (U k) = I, ) = 5, I'(h, B
— 5 (b, k) = T, 1) = T (b, K) + OM@)) -

As in the estimate (3.47), we have, as & — oo,

(3.89) h};‘ I'(h, k) € 2™/ log* ' ¢
and
(3.90) hz;c J(h, k) € ¥ log* ' .

By (3.85), we have, as & — oo,

S (Ihy ) — I'(h, B)) < @™+ logr & + ™) S 07 3, 1

h=1 ksVa
L B2 JogeTh g - g™

(3.91)

In a similar way, by (3.87), we have, as 2 — oo,

(3.92) > (J(h, k) — J'(h, k) € xmtetu/2 Joget g 4 gmilE

hy ke

Thus, by (3.88)-(3.92), we have

Sz IE(@/)lZd’y << xﬂ+1/2 10g2p—1 x + x(m+ﬂ+1)/2 Iogp—l x + xm+1/2 + M(x)
0
&£ M(x) ,

as © — oo, by (2.9). This completes the proof of the theorem.

Proof of Corollary 1. By [3, p. 152], we can take m = r. If
f(8) is entire, then the result follows immediately from Theorem 1.
If f(s) is not entire, then we have, by the hypotheses on the poles
of f(s), that 0 < 8= r. Thus, by (2.8), 6 = 8 < r = m. The result
then follows from Theorem 1 and (2.9). This completes the proof
of the corollary.

4. The sums of the squares of the coeflicients.

4.1. Preliminary lemmas. In this section we assume that
N, = 1 for all n.

By [14, p. 121] we have |a(n)| < ¢xn®, for all n. Thus, the sum
defined in (2.2) converges absolutely for Re (s) > 0.

LemMA 4.1. If s = 1/x + 27ui and t = 1jx + 27vi, where w and
v are real, then for each positive integer x, we have
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@) Slewr = | | FEF@HER ;x(is _:‘tt)))_ Laud.

Proof. We have, for n = 0,
Sl F(s)emdu = Sl S a(m)e™ ™ T du
0 0

s a(m)sl My
0

= a(n) .
Thus

la(n) = S F(s)e™du S:F"(T)eﬁdv
- S S Fs)F®e I dudv .
If we sum on %, we have
S\ lal = 3 lem)l
— Sl S‘ F(s)F@D) =c2_1em‘*“”olzwlv

exp (x(s + 1)) — 1
S S F()FE) 228 e dud

This completes the proof of the lemma.

The integrand of the double integral on the right hand side of
(4.1) is periodic in w and v of period 1. Thus we may integrate
over any interval E of length 1. Thus, by Lemma 3.1,

(4.2) g ()t = SES F(s)F(t\epri(ss : tt)»_ lldudv .

Let E=[1[Vz], 1+ [V x]]. Let B(h k) be as defined in
Definition 2.1. If we note that B1,1)=[1 —1/[V 2], 1+ 1/[V = 11,
then we see that

E = B(h, k) .

1Sk=vVz 1<h=k
In the remainder of §4 we will denote by

>, the sum 3

hy ke 1sk=vz 1=hsk

Then, from (4.2), we have

(4-3) :2;11 ()l = %ﬂg}l SB(h k) SB(p,q) F(s)F(t\eXp (aés-:- tt)))— 1 dudv .
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LEMMA 4.2. For s = 1/x + 2nui and t = 1/x + 27vi, where u and
v are real, we have, as x — oo,

s ——exp (x(s + 7)) — 1
n;zz‘—l la(n)l hzlg SB(h,k)SB(h,k) F(S)F(t/ exp (8 + f) -1 audv

+ O(x* log2e—tt ) |

Proof. If |z| < 3n/2, then [e* — 1| = ¢x|2|. Thus, for 0 < |2| <
37/2, we have

(4.4) le* — 1|7 = ewl2|™ .

Suppose u € B(h, k) and v € B(p, q) with hq = pk. Then, with s
and t as defined above, we have s + t = 2/x + 2n(u — v)i, where
—1 =< u — v <1, since the integration in (4.2) is over and interval
of length 1.

In (4.4) wetakez=s+t +2miif -1 <u—v<—-1/2,2=5+1
if —12<u—v<1l2andz=s+1t—2wiif1l/2<wu — v <1. Then
we have, by (3.8) and (3.50),

T — 17 < culls + 7+ Js + T + 2mi] ™ + |s + F — 2mi|7)

(4.5) Seo(@fe + 7w — o)+ A + wuw — v + 1)
+ Q)x +7wlu — v —1)™)
(4.6) =< co(D(h, k, p, @) + D(h + k, k, p, @) + D(h, k, p + q, q)) .

By Lemma 3.3 and (2.11), we have, as © — oo,

S S \F(s)F(t)| dudv < cﬁs u[F(s)/s(dug \F(t)/¢| vdw
B(h,k) JB(p,q) Blh,k) B(p,q)
& (1/h)(x’/* log'*™7 x)(h/k)(1/p)(x*~*/* log*™" x)(p/q)
4.7) = (¥ log** M x)/kq .
Thus, by (4.3) and (4.7), we have, as ¢ — <o,

z—1

2 ——exp (x(s + t)) — 1
nzz‘i la(n)| % SB(h,k) SB(h,k) F(S)F(t) exp (8 + {) —1 dudv

Seu D S S
h,k »,a JB(h)k) JB(p,q
hq#pk

L2 loght ™ 3y Z; (L/kq)(D(h, k, p, 9)

) |F(s)F(t)||ectt — 1|7 dudwv

h'qat%k
+ D(k + k, k, p, @) + D(h, k, » + ¢, ©))
(4.8) < e x¥ loghe T g hzk’ ,,Z, D(h, k, p, 9)/kq
’ ' q
hq#pk
(4.9) =< ¢ @™ logte T (Z1 + 22] + Z3.)D(h, k, p, @)/kq ,

where in (4.8) the dash indicates that the sums are over h, k, p, ¢
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such that k< V'@, h <2k, (hk)=landg=1Vz, »p < 2q, (p, 9) = 1,
respectively, and in (4.9) the sums are over the regions (3.52), (3.53),
and (3.54), respectively

We estimate the sums

le, >, and 3]

2 3

as in [21, pp. 43-47] and obtain
(4.10) ;+22]+23‘,<<x10gx.

Thus, by (4.9) and (4.10), we have, as x — oo,

S - 5] [ FEFHEREE L) 14,4,
afeot 7ok B J BRI exp(s+1t)—1
& g logz(p—l)yﬂ x.

This completes the proof of the lemma.

REMARK. If f(s) is entire, then the error term is O(x*™log x).

4.2. Proof of Theorem 2 and Corollary 2.

Proof of Theorem 2. We give the details only for the case that
f(s) is not entire. The details when f(s) is entire are similar except

that we use the estimate given in the remark to Lemma 4.2.
Let s = 1/x + 2mui. Then we have, by (2.3), (2.4), and (2.7),

F(s) — sQ(s)| = {z b(n)pes S:"mx)e—m
< Cols|™ S e(n)] exp (—k(ze, Re (1/5)%)
<

(4.11) = e ls| ™ exp {—ce(x/(1 + 4n’x*u?)")}
= e® |87 (12 [s]*) exXP (— Coufx*|8*)
& wa[slza—m ,

as ¢ — oo,

Let s be as above and ¢t = 1/x + 27vi, where u and v are real,
and

. ——exp (x(s + 7)) — 1
4.12)  Ih, k) = SM’MLM PTG SR e ) = dudo

Then, by (4.11) and (4.12), we have, as ¢ — co,
I(h, k)
- SB(;L 13} SB(h,k) (SQ(S)—[—O(O{:“ ]s]z“_m))(té(t)—}—O(x“ |3|2“‘M)>

grtsth 1dudv .
1

es—H
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Let
4.13)  Flu, v) = sQ(s)tQ(t)(exp (a(s + E)) — 1)f(exp (s + F) — 1)
and

I'(h, k) = S S Flu, v)dudv .
Blh,k)

Blh, k)

Then, by (4.5), we have

I(h, k) — I'(h, k) € a™/*fm2e S S {s@(s)l min (x, |4 — v|")dudv
B(h,k) JB(h, k)
+ xmkzm—-4a—2 ,

as £ — o, by (2.11). We estimate the double integral as in the
estimate (8.84). This gives

(4.14) Ik, k) — I'(h, k) < ke igmtB0/2 logl @ + o™k ~o7"

as x — co,
By Lemma 4.2, (4.12), and (4.14), we have

2, lam)F = 3 I(h, k) + O(z* log**™7" @)
=5 I'(h, k) + 2, (Ihy k) — I'(h, k) + O(a* log**™7" )

(4.15) = hz‘]‘ I'(h, k) + O(x* log®e—b7tt ¢ + R(x)) ,
as ¢ — oo, where h(x) is defined by (2.10).
Suppose B > 1. Let C(h, k) be the union of those intervals whose

points are either all = R(h, k) or < L(h, k), so that B(h, k) U C(h, k) =
(—o0, +o0). Let

4o oo
I"(h, k) = S_m S Flu, v)dudv

which converges for 8 > 1, by (2.6) and (4.13). Then, as x — oo,
we have, by (4.4) and (4.13),

I, k) — I"(h, k) < {g S + S S }F(u, v)dudv
Blh, k) JO(h, k) Clh, k) JBlR,E)
(4.16) < Sf‘” 150(s)| du Sm min (s, fu — o[ tQ(0)|do .
By (2.6) and (2.11), we have, as ¢ — oo,
S min (z, |u — v [tG@)| dv
Clhyk)

L xS tQI(t)| dv + S
C(h. k) Clh,k

)
lu—v| <z1 15 |lu—v|

(tQW)] lw — v dw

A
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(4.17) + Sm Q@) — vl dw
ey

& 2V @) logr z(1/z) + (/T ) log™ » S v idy

1/z

+ S+m ~(log?'v)v¢dw
1/2kVz
L EPxf?log ™ x
Thus, by (4.16), (4.17), and (3.84), we have, as £ — o,

I'(h, k) — I'"(h, k) € ((1/k)x® 72 log? ™ x)(kPx?* logF™ x)
(4.18) L kf P 2 logle Y o,
By (4.15) and (4.18), we have, as © — oo,
>, lam) = >, I"(h, k)
(4.19) nsz—1 hk
+ O(xsp/z log2p—2 T 4 g2 logztp—l)nﬂ 2+ h(w)) .

By (4.13) and the definition of s and ¢,
I ) = Sjw Sfm sQ()Q(1) 3 exp (n(2/x + 2(u — v)i)}dudv
= S‘_“i Sjmsé(s) exp {n(l/x + 277:1,w')}olul2

8 8
- o

= ) w@(w)e””’dw ]2 R

7n=0

z

where we have made the change of variables w = l/xA+ 27ur to
obtain the last integral on the right hand side. Since wQ(w) is the
Laplace transform of Q'(x) we have [8, p. 227]

'(h, ) = 5 Q)

By (2.5), we see that Q'(x) ~ ¢z 'logr*°'x, as & — oo, where ¢ is
some complex constant. Thus, as & — oo,

(4.20) I'"(h, , k) ~ E lefn®% log® 2 n ~ Ax*log* g
n=0

where A is some positive constant.
Thus, by (4.19) and (4.20), we have, as & — oo,

“g_l la(n)? € x* log* 22 + h(x) .

Replacing 2 by = + 1 and letting it be an arbitrary real number

gives the second part of Theorem 2.
If 0 < B £ 1, then the integral defining I''(h, k) does not converge
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and we must estimate I'(h, k) in another manner. By (3.84), we
have

rk e | 15060 min @ luw — o )dudo

B(h,k)
< Csbe 1sQ(s)| du S tQ(t)| dw
B(h,k) Blh,k)
& (U/kD)af log™™ &

as ¢ — oo. Then, as & — oo,

21k k) < 3, 3 (af log™™ x)/k*

kv h<k

(4.21) L xflog™ ' g
Thus, by (4.15) and (4.21) we have, as © — oo,

>, lan)f € #flog* ¢ + x* log® ™7™ ¢ + h(x).
n=x—1

Replacing # by 2 + 1 and letting x be an arbitrary real number
gives the first part of Theorem 2.
This completes the proof of Theorem 2.

Proof of Corollary 2. Corollary 2 follows from Theorem 2 exactly
as Corollary 1 follows from Theorem 1 and so the details will be
omitted.

5. Application of a theorem of E. M. Wright, In this sec-
tion we will prove a theorem that will ensure the validity of (2.7)
for a class of Dirichlet series that satisfy the functional equation

(1.2).
Let 4(s) be as defined in (1.1).
Let
N N N
A:kg} ko B:ZBk’ IOgDzéakIOgaky
(5.1) =01~ N)2+ B, 0 =2log D — Alog A) and
h = 2exp (—6/24) .

As in [4, pp. 100-102], we can show that, as |u| —
(5.2) I(u) — Alur/zﬂ/u—1{]’2#+A7_1(hu1/m) + O(ur/2+1/8d—l) ,

where I(u) is defined by (2.1), A, = DY4 and J(x) is the ordinary
Bessel function of order v. Then, as |[s| — oo,
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Fo(s) = S;” Ip0)ed

~ A1 S“’ (x#”)r/2+1/2A—lJz;z+Ar—l(h(f"nx)l/u)e_”dx

oo

(5.3) = (Al/m)g oA Sy i (R*Y) exp (—s2/pt,)da

since /2 + 1/84 > 0.
We state as a lemma the special case that we will need of a
more general thearem of E. M. Wright [23, Theorem 1].

LEMMA 5.1. Suppose b and d are complex numbers, a and c
are positive real numbers and I'(b + at) has nmo poles if t 18 @ non-
negative integer. Let, for Re(z) > 0,

_ &b+ ak) (—2)
HE) = o Favoh T

Let p=b—d, Ay=0 + ¢ — Q)V/eb g amdghlt g

W =1 + ¢ — a)(a%c =)/t ®

Then, as |z| — oo,
(5.4) Hz) = AOW‘S"e‘W{l + ”:g BW- + O(W-M)} ,

where M 1s a positive integer and the B, 1 <1< M—1, are
certain constants independent of z.

LemMmA 5.2. Suppose Re(w) >0, h, v >0 and Re (v 4+ ) > 0.
Then, as |®| — oo,

(5.5) Sm x2~1J0(th)e—m/¢odx —~ Az(h/z)uw(z—r)/(x—r) exp (—kar/a=ny
where A, = 221 — 7)Y (hy")AVETI gud k= 1A — 7)(hy)VED,

Proof. We have, since Re(vww + \) > 0,

| o ranerrde = @iy 3 CHA " gresanageregy
0 = v +14+1) b

vo TN+ 70 + 270, 2. s
5.6 = (h/2)w**T (—hw*r/4)" .
(5-6) A i 1Y ST A R

We apply Lemma 5.1 with a =27, b=X4+ ", ¢=1 and d =
v+1. Thus p=N—1+0vr —1), A, =21 — y)/rirtnyltp-ia
and W = 2(1 — "}@Y)hw'/2)* 7",  Thus, by (5.4), we have, as

lwl — 99,
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RIS ’2?}2; = 1++2}/>l J(— R [4) ~ A,wri=/0D exp (— ko) .

Combining (5.6) and (5.7) we get (5.5). This completes the proof
of the lemma.

THEOREM 3. If A >1/2 and Re (¢ + Ar) > 0, then in (2.7) we
may take m = Ar/2A — 1) and @ = (24 — 1)

Proof. By (5.3) and (2.3), we have, as |s| — oo,

S by S: Ipx)e*da
= 3 b(n)pFo(s)
(5.8)  ~ A 3 by S grianiamLg L (hth) exp (— swfpt)de -

In Lemma 5.2 we take v = 1/24, w = t./s, » =7r/2 + 1/2A and
v=2¢+ Ar — 1. The condition Re(vv + ) >0, of Lemma 5.2,
translates into Re (r + p/A) > 0 or, since A > 1/2, Re (¢t + Ar) > 0.
Thus, as n — o, we have

5.9 F, () ~ A,s4r/ a0 yar/2a—n=1 gy (_Jo(p, [5)/ 247D |

where 4, = A A,(h/2)* 4t and k = (24 — 1)(h/2A)**/*4, Since h > 0
and A >1/2 we see k> 0. Thus, by (5.8) and (5.9), we have, as

|8} — oo,

(5.10) S b(m)p § Ipto)e=dz
L]
~ S—A’r/(ZA—l) Z A3b(n)#;’1-—fl)r/(24—~l) eXp (_k(#ﬂ/s)l/(ZA—l)) .

Comparing (5.10) and (2.7) gives the result and completes the
proof of the theorem.

As an application of Theorem 3 we give the following theorem
which is an application of Theorem 1 to Dirichlet series with posi-
tive coefficients.

THEOREM 4. Suppose that f(8) = >, a(n)h,* satisfies the function-
al equation (1.2) with A > 1/2 and Re (¢ + Ar) > 0, where A and t
are defined by (5.1). Suppose that for all n we have a(n) = 0.
Then we may take m = Ar/(24A — 1) in Theorem 1. Also, as x — o,
(1) 4f A>1, then we have

Sx \E(y)Pdy < a*m* + a2 log g + "7 loge™ o + a7/ log®e T
0

(2) +f A=1, then we have
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Sx [E(y)Pdy < 2™/ log*™* o + a* "/ log* ™' x ;
L]
(8) #f 1/2< A <1, then we have
Sﬁ |B(y)Edy € a2 log @ + a™*r+ logr™ & + a¥ /2 log* ' 1 .
[

Proof. By Theorem 3 we have m = Ar/(2A — 1). By a theorem
of Landau (see [14, p. 874]), if a(n) = 0, then f(s) has a pole at
s=7. Thus B=r. If A>1, then m<». Thus d=m<r=p
and 7=0, by (2.8). If 12<A=<1, then m=7r. Thus 6 =8=
r<m and 7 =1, by (2.8). The results then follow by comparing
the exponents of the terms in M(xz), in (2.9), in each of the three
cases. This completes the proof of the theorem.

6. Comparison of Theorem 1 to the theorem of Chandra-
sekharan and Narasimhan. In this section we make a comparison
of our Theorem 1 to Chandrasekharan and Narasimhan’s Theorem 1
of [6]. For reference we state their theorem in our notation.

THEOREM A. Suppose the functional equation (1.2) is satisfied
with >0, A=1 and U, = cuxh, N\, = CgM, Where ¢y and ¢ are
positive constants. Suppose the only singularities of f(s) are poles
and that for some real numbers a and b

2, b(m) € & log’w ,

tp ST

as x— . If 20 —7r—1/A=<0, then, as € — oo,
S: By dy = cen?®™ + O(x7/4 log*™ 1) ,

where Ci 1S a certain positive constant and d = r/2 — 1/4A. If
2a — r — 1/A > 0, then on the basis of the further assumptions that

> lan)P € 2t logd &

ApnST

and b= 2(0 — 1) we have, as x — oo,

Y |E(y))Pdy < 2t 4 gretimi2d |oghtt g,
1

From the estimates (4.19) and (4.20) and Remark 2 after the
proof of Lemma 3.4 it seems likely that the estimate

,é, la(n)]? € «**logtx ,
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as & — oo, hold for some nonnegative integer b in the case when f{(s)
is not entire. In many of the special cases that estimates for the
sum (1.6) are known an estimate of this type is obtained. For ex-
ample, for the coefficients of zeta functions of algebraic number
fields [5, Theorem 3] and for the case a(r) = d,(n) [19, p. 199] such
estimates are obtained. Thus in Theorem A we could take a = 8.

Since our Theorem 1 gives only an 0O-estimate for the integral
of the square of the error term, Theorem A is better when 28 —
r—1/A<0. In a sense this says that the parameters for the
estimate are relatively small.

Suppose 28 — » — 1/A > 0. Then both Theorem 1 and Theorem
A give only O-estimates. The estimate from Theorem A is

©-1 [ 1B@ray < avoeitogina,
0

as x — oo. If we take each possible term in (2.9) in both cases (6 =
m and § = B) and suppose it to be maximal, we see that the result
of Theorem 1 is no worse than the estimate (6.1) if either A =1 or
B =1/A. The first condition, A =1, is part of the hypotheses of
Theorem A and the second, 8 = 1/A4, is again a statement that the
parameters are not too small, since 8 < 1/A and 28 —r —~ 1/A >0
imply » < 1/A. If we were given 8 = 1, then the second condition
would also be fulfilled. An example of the latter would be a
Dirichlet series with nonnegative coefficients satisfying the functional
equation (1.2) with » = 1.

We can then say that Theorem A gives better results if the
parameters are small, while Theorem 1 gives better results if the
parameters are large, as is the case in Examples 2 and 5 of §7 below.
Moreover, Theorem 1 is applicable in those cases where one does not
have estimates on

> la(n)l*,
AnS%
whereas Theorem A is not.
7. Examples,

ExampLE 1. For k> 0, let g,n) be the sum of kth powers of
the divisors of = and let S,(x) be the associated error term. Then,
for Re(s) >k +1,

2L 0 (n)n* = L(s)l(s — k) .

Here we have r =8 =k + 1, A=1and p=1. By (2) of Theorem
4, we have, as £ — oo,
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So ISi(W)IPdy L «**log x ,

which is the same result obtainable from the theorem of Chandra-
sekharan and Narasimhan, but here we did not need to refer to the
size of the sum

>, oi(n),

nET

as is required by their theorem.

ExaMPLE 2. Let d,(n) be the number of ways of writing n as
a product of k¥ = 2 factors. Then, for Re(s) > 1,

Sldim)n™ = {¥s) .

Here we have r=p8=1, A=Fk/2 and p= k. Thus, by (1) of
Theorem 4, we have, for k = 3, as ¢ — oo,

S: 4 ()P dy € a9/ Jogh=t g |

where 4,(x) is the error term associated with the coefficients d.(n).
For k& = 2 Chandrasekharan and Narasimhan get an asymptotic result.
For k = 38 this improves the result obtainable from their theorem.
For k = 5 our result improves the result in Titchmarsh [19, Theorem
12.3 and §12.5, p. 270].

ExAMPLE 3. Let K be an algebraic number field of degree =
over the rationals, with n = 3. Let ax(m) be the number of integral
ideals with norm exactly equal to m. For Re(s) > 1. Let

CK(S) = Z a]{(m)m—s .

Then, from [13, p. 27], we know that {x(s) has a simple pole at
s =1 and is regular elsewhere. Also {x(s) satisfies the functional
equation

I(s/2) ()0~ Ck(s) = I'"((1 — 8)/2)"*(L — $)C* 7 L(1 — 5)

where 7, is the number of real conjugates, 27, the number of
imaginary conjugates of K, so that » = 7, + 27,, and C is a positive
constant depending only on the field K. Here we have »r = 8 =1,
A=mn/2 and p =1. Thus, in Theorem 4, we take m = n/(2n — 2).
If E(x) is the error term associated with (g(s), then by (1) of
Theorem 4, we have, as ¥ — oo,

Sm lE(’!l)lzdy <L pUn—3)/(20—2)
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This result improves the result of Chandrasekharan and Narasimhan
[6, Theorem 2] for n = 3. For n = 2 they get an asymptotic result.

ExampPLE 4. Let K, 7, 7, and C be as in Example 3. Let 4
be a nonprincipal Grossencharakter on the ideals of K. Let
1 l=sgqg=mn
e, = .
! 2 7’1+1_S_q§7.1+7.2

For Re(s) > 1, let
PAs) = C(s, 4) = C° 3 AQONE)™ ,

where the sum is over all nonzero integral ideals % and N(%) is the
norm of A. If we let

e(m) = ¢ (m) = AQ) ,

N(d)=m

then we have, for Re(s) > 1,
P48) = C* D e(m)m™ .

Then, from [11], we know that @,(s) can be continued to an
entire function and that there exist real numbers ¢, ---, ¢,,, and
nonnegtive integers d, d,, 1 < q¢ < 7, + 7, such that @,(s) satisfies
the functional equation

pA8)'((s) = LI',(1 — s)pi(l — s) ,

where L is a constant depending on 4 and
ritr

Fis) = T Tles + (@, + d)/2 + is,)2)

Here we have A == n/2 and » = 1. Thus in Theorem 1 we may take
m = nj/2n — 2), by Theorem 3. This gives

Sz |E(y)12dy <K x7/4+3/(4”_4) ,
0

as ¢ — co, where E(x) is the error term associated with the coefficients
c(m).

By Theorem 8, we have @ = 1/(n — 1). Thus, by Theorem 2,
we have, as £ — oo,

>, le(m)]P L &'/ Jog x .

ExAMPLE 5. Siegel’s zeta function. Let @ be an indefinite
quadratic form in %k = 4 variables with rational coefficients. Let
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H(Q, t) be the measure of representation of ¢ by @ and let, for
Re (s) > k/2,

COESWICRS

This zeta function was first introduced by C. L. Siegel in [17].
From [17, p. 688] we know that ((Q, s) satisfies the functional
equation

T L(8)A(Q, s) = (—1)* ™2 |QIa~ 2 (kf2 — )@, k/2 — 5) ,

where |Q| is the determinant of @, @ is its inverse form and
(n, & — n) is its signature. From [17, p. 688] we know that {(Q, s)
has a simple pole at s = k/2 and is a regular function elsewhere.
Thus we have »r = k/2= 8, p =1, and 7 = 1. Let E(x) be the error
term associated with ((@, s). Then, by Corollary 1, we have, as

X -— oo,
Sx |E(y)Fdy < «****log x .
0

Now assume that the coefficients of @ are integers. By Theorem
3 (or [3, p. 152]) we may take « = 1. Thus, by Corollary 2, we
have, as x — oo, :

x2tlog x if k=4

2
ISR {x" if k=5.
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