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Modularity of the lattice of normal subgroups of a group is well-known. Equivalently, the lattice of congruence relations on a group is a modular lattice. A natural question to consider is how far can we push the last statement when dealing with the larger class semigroups. It is easily shown that the class of congruence lattices of semigroups satisfies no nontrivial lattice identity. Thus we might try to find those semigroups whose congruence lattice is a modular lattice. This problem is of all the more interest due to the fact that congruences on algebras whose congruence lattice is a modular lattice satisfy variants of the Jordan-Holder-Schreier theorem. In this paper we show that the commutative cancellative semigroups whose congruence lattice is a modular lattice are the abelian groups, the positive cones of rational groups, and the nonnegative cones of rational groups. We also show that the commutative cancellative semigroups with a distributive lattice of congruences are locally cyclic or locally cyclic with an identity adjoined. This last result generalizes Ore's theorem that a group has a distributive lattice of congruences if and only if it is locally cyclic.

1. Introduction. By an \( N \)-semigroup we mean a commutative cancellative archimedean semigroup without idempotent. An \( \bar{N} \)-semigroup will denote a commutative cancellative idempotent free semigroup (CCIF-semigroup) which contains an ideal which is an \( N \)-semigroup.

It was shown in 1957 by Tamura [14] (see also [1] and [13]) that every \( N \)-semigroup \( S \) can be represented by an abelian group \( G \) and a function \( I \) from \( G \times G \) into the nonnegative integers \( \mathbb{N}^0 \) with the properties

\[
(1.1) \quad I(g, h) = I(h, g) \quad \text{for all} \quad g, h \in G ,
\]

\[
(1.2) \quad I(g, h) + I(gh, k) = I(g, hk) + I(h, k) \quad \text{for all} \quad g, h, k \in G ,
\]

\[
(1.3) \quad I(g, e) = 1 \quad \text{for all} \quad g \in G , \quad \text{where} \quad e \quad \text{is the identity of} \quad G ,
\]

\[
(1.4) \quad \text{For each} \quad g \in G \quad \text{there exists} \quad m > 0 \quad \text{such that} \quad I(g, g^m) > 0 .
\]

Where \( S = \mathbb{N}^0 \times G \) with the product

\[
(1.5) \quad (m, g)(n, h) = (m + n + I(g, h), gh) \quad \text{for} \quad (m, g), (n, h) \in \mathbb{N}^0 \times G .
\]
We write \( S = (G, I) \) if \( S \) is determined in this manner by \( G \) and \( I \).

Condition (1.1) is the requirement on \( I \) that makes the product (1.5) commutative, while (1.2) gives associativity of (1.5). Property (1.3) is just a normalizing condition. Condition (1.4) is the requirement that makes \( (G, I) \) an archimedean semigroup. Cancellation in \((N^a, +)\) and \( G \) makes \( (G, I) \) cancellative, also. Thus we see that if we were to drop condition (1.4) all we would lose, possibly, is the archimedeaness of \( S \). In [9] it is shown that dropping (1.4) yields an \( \bar{N} \)-semigroup and that every \( \bar{N} \)-semigroup can be obtained in this way. [9] also contains further information on the structure of \( \bar{N} \)-semigroups and CCIF-semigroups. We will need the following information about \( \bar{N} \)-semigroups from [9].

**Lemma 1.1.** [9] Let \( S \) be an \( \bar{N} \)-semigroup. Let \( T \) be the \( N \)-semigroup ideal of \( S \). Then

(i) \( T = \{ a \in S \mid \text{for all } b \in S \text{ there exist } m > 0 \text{ and } c \in S \text{ such that } a^m = bc \} \).

(ii) For each \( a \in T \) \( \rho_a \) is a group congruence on \( S \) where for \( x, y \in S \) we have \( (x, y) \in \rho_a \) if there exists \( m, n > 0 \) such that \( a^m x = a^n y \).

(iii) If \( S = (G, I) \) then for all \( g \in G \) we have \( (1, g) \in T \) and \( (0, e) \in T \) if \( e \) is the identity of \( G \).

Let \( S = \bigcup_{a \in \Gamma} S_a \), where \( \Gamma \) is a lower semilattice, be the greatest semilattice decomposition of a semigroup \( S \). For each \( \alpha \in \Gamma \) the \( \alpha \)-filter of \( S \) is \( S^\alpha = \bigcup_{\beta \geq \alpha} S_\beta \). Then \( S \) is the \( \Gamma \) direct limit of \( S^\alpha \).

**Fact 1.2.** If \( S \) is a CCIF-semigroup then the \( \alpha \)-filters of \( S \) are all \( \bar{N} \)-semigroups.

Next we will discuss a relationship between congruences on a semigroup and congruences on the \( \alpha \)-filters of the semigroup. Later we will apply this to CCIF-semigroups.

For a semigroup \( X \) we will let \( L(X) \) denote the lattice of all congruence relations on \( X \). If \( \sigma_\alpha \in L(S^\alpha) \) for some \( \alpha \in \Gamma \) then \( \sigma^\alpha = \sigma_\alpha \cup (S \setminus S^\alpha) \times (S \setminus S^\alpha) \) is a congruence on \( S \), and the map \( \sigma_\alpha \mapsto \sigma^\alpha \) is an isomorphism of \( L(S^\alpha) \) onto a sublattice of \( L(S) \). Thus we have

**Lemma 1.3.** For each \( \alpha \in \Gamma \) \( L(S^\alpha) \) is isomorphic to a sublattice of \( L(S) \).

Next, let \( \mathcal{L} = \{ \Pi_\alpha \sigma_\alpha \in \Pi_\alpha L(S^\alpha) : \text{for } \beta, \gamma \in \Gamma \text{ with } \beta \geq \gamma \text{ } \sigma_\beta \subseteq \sigma_\gamma \} \).

**Lemma 1.4.** \( \mathcal{L} \) is a complete sublattice of \( \Pi_\alpha L(S^\alpha) \).

**Proof.** Let \( \{ \rho_\delta = \Pi_\alpha \sigma_{\alpha, \delta} : \delta \in \Lambda \} \) be a collection of members of \( \mathcal{L} \).
Then by the definition of join in the direct product \( \Pi_{a} L(S) \) we have \( V_{\beta \in \Delta} \rho_{\delta} = \Pi_{a} (V_{\beta \in \Delta} \sigma_{a, \beta}) \), and \( V_{\beta \in \Delta} \sigma_{\beta, \delta} \subseteq V_{\beta \in \Delta} \sigma_{\gamma, \delta} \) if \( \beta \geq \gamma \) because \( \sigma_{\beta, \delta} \subseteq \sigma_{\gamma, \delta} \) for all \( \delta \) if \( \beta \geq \gamma \). Hence \( \bigcap_{\delta} \rho_{\delta} = \Pi_{a} (\bigcap_{\delta} \sigma_{a, \delta}) \) is in \( \mathcal{L} \). Similarly, one sees that \( \bigcap_{\delta} \rho_{\delta} = \Pi_{a} (\bigcap_{\delta} \sigma_{a, \delta}) \) is in \( \mathcal{L} \).

Define a function \( f : \mathcal{L} \to L(S) \) by \( f(\Pi_{a} \sigma_{a}) = \bigcup_{\delta} \sigma_{a, \delta} \). Note that \( \bigcup_{a} \sigma_{a} \in L(S) \) because of the definition of \( \mathcal{L} \).

**Theorem 1.5.** The map \( f \) is a closed lattice homomorphism of \( \mathcal{L} \) onto \( L(S) \).

**Proof.** Let \( \Pi_{a} \sigma_{a} \) and \( \Pi_{a} \tau_{a} \) be two members of \( \mathcal{L} \).

\[
\begin{align*}
&f \left( \Pi_{a} \sigma_{a} \vee \Pi_{a} \tau_{a} \right) = f \left( \Pi_{a} \left( \sigma_{a} \vee \tau_{a} \right) \right) = \bigcup_{a} \left( \sigma_{a} \vee \tau_{a} \right), \\
\text{and} \quad &f \left( \Pi_{a} \sigma_{a} \right) \vee f \left( \Pi_{a} \tau_{a} \right) = \left( \bigcup_{a} \sigma_{a} \right) \vee \left( \bigcup_{a} \tau_{a} \right). \quad \text{Since} \quad \bigcup_{a} \sigma_{a} \text{ and } \bigcup_{a} \tau_{a} \text{ are both contained in } \bigcup_{a} \left( \sigma_{a} \vee \tau_{a} \right), \text{ we have immediately that} \quad \bigcup_{a} \left( \sigma_{a} \vee \tau_{a} \right) \supseteq \left( \bigcup_{a} \sigma_{a} \right) \vee \left( \bigcup_{a} \tau_{a} \right). \quad \text{To see containment the other direction, let} \quad \left( a, b \right) \in \left( \bigcup_{a} \sigma_{a} \right) \vee \left( \bigcup_{a} \tau_{a} \right) \text{ then there exists } \beta \in \Gamma \text{ such that} \quad (a, b) \in \sigma_{\beta} \vee \tau_{\beta}. \quad \text{That is, there exists } \beta \in \Gamma \text{ and } a = a_{0}, a_{1}, a_{2}, \ldots, a_{n} = b \in S^{\beta} \text{ such that } (a_{i}, a_{i+1}) \in \sigma_{\beta} \text{ or } (a_{i}, a_{i+1}) \in \tau_{\beta} \text{ for } i = 0, 1, \ldots, n - 1. \quad \text{Thus } \left( a, b \right) \in \left( \bigcup_{a} \sigma_{a} \right) \vee \left( \bigcup_{a} \tau_{a} \right), \text{ and we have shown that} \quad \bigcup_{a} \left( \sigma_{a} \vee \tau_{a} \right) \subseteq \left( \bigcup_{a} \sigma_{a} \right) \vee \left( \bigcup_{a} \tau_{a} \right). \quad \text{Therefore, } f \text{ preserves joins.}
\end{align*}
\]

Now we show that \( f \) preserves intersections. We have

\[
\begin{align*}
&f \left( \Pi_{a} \sigma_{a} \cap \Pi_{a} \tau_{a} \right) = f \left( \Pi_{a} \left( \sigma_{a} \cap \tau_{a} \right) \right) = \bigcup_{a} \left( \sigma_{a} \cap \tau_{a} \right), \\
\text{and} \quad &f \left( \Pi_{a} \sigma_{a} \right) \cap f \left( \Pi_{a} \tau_{a} \right) = \left( \bigcup_{a} \sigma_{a} \right) \cap \left( \bigcup_{a} \tau_{a} \right). \quad \text{Since} \quad \bigcup_{a} \left( \sigma_{a} \cap \tau_{a} \right) \subseteq \left( \bigcup_{a} \sigma_{a} \right) \cap \left( \bigcup_{a} \tau_{a} \right). \quad \text{Now let} \quad \left( a, b \right) \in \left( \bigcup_{a} \sigma_{a} \right) \cap \left( \bigcup_{a} \tau_{a} \right). \quad \text{That is,} \quad (a, b) \in \bigcup_{a} \sigma_{a} \text{ and } (a, b) \in \bigcup_{a} \tau_{a}. \quad \text{Hence there exist } \beta, \gamma \in \Gamma \text{ such that} \quad (a, b) \in \sigma_{\beta} \text{ and } (a, b) \in \tau_{\gamma}, \text{ and since } \Pi_{a} \sigma_{a} \text{ and } \Pi_{a} \tau_{a} \text{ are in } \mathcal{L} \text{ we have } \left( a, b \right) \in \sigma_{\beta} \cap \tau_{\gamma}. \quad \text{Thus} \quad \left( a, b \right) \in \left( \sigma_{\beta} \cap \tau_{\gamma} \right) \text{ and so} \quad \left( a, b \right) \in \bigcup_{a} \left( \sigma_{a} \cap \tau_{a} \right). \quad \text{Therefore } f \text{ preserves intersections.}
\end{align*}
\]

From Lemmas 1.2 and 1.4 and Theorem 1.5 we immediately have

**Theorem 1.6.** Let \( S \) be a semigroup. \( L(S) \) satisfies an identity if and only if \( L(S^{a}) \) satisfies the same identity for each \( a \in \Gamma \).

If \( \rho \) is a binary relation on a set \( X \) and \( Y \subseteq X \) then \( \rho | Y = \rho \cap (Y \times Y) \). Also, \( \iota_{X} \) will denote the identity relation on \( X \), and \( \omega_{X} \) will denote the universal relation on \( X \).

**Theorem 1.7.** ([19] Proposition 3.1) If \( \rho \) is a group congruence
on $S$ and $J$ is an ideal of $S$ then $\sigma = \rho|J$ is a group congruence on $J$ and $S/\rho \cong J/\sigma$. Furthermore, $\rho$ is the unique extension of $\sigma$ to a group congruence on $S$.

**Corollary 1.8.** The join semilattice of group congruences on a semigroup $S$ is isomorphic onto the join semilattice of group congruences on any ideal $J$ of $S$.

**Lemma 1.9.** Let $S$ be a semigroup and let $J$ be an ideal of $S$. Let $\sigma$ be a group congruences on $J$ and $\mu$ the unique extension of $\sigma$ to a group congruence on $S$. Let $\eta = \sigma \cup \iota_s$ and let $\tau$ be any group congruence on $S$. Then $\eta \in L(S)$ and $\eta \vee \tau = \mu \vee \tau$.

**Proof.** $\sigma = \mu|J$ implies that $\eta$ is a congruence relation on $S$. We have $\eta \subseteq \mu$ therefore $\eta \vee \tau \subseteq \mu \vee \tau$. We also have $(\mu \vee \tau)|J = (\sigma \cup (\tau|J) \subseteq (\eta \vee \tau)|J$ where the first “=” follows from Corollary 1.8. Now $\eta \vee \tau$ and $\mu \vee \tau$ are group congruences on $S$ with $(\mu \vee \tau)|J \subseteq (\eta \vee \tau)|J$. Hence again by Corollary 1.8 $\eta \vee \tau \supseteq \mu \vee \tau$. Thus $\eta \vee \tau = \mu \vee \tau$, and we are done.

**Definition 1.1.** A semigroup $S$ is a proper subdirect product of two semigroups $T$ and $U$ if $S$ is a subdirect product of $T$ and $U$ and $S \cong T$ and $S \cong U$. In which case it follows that there exist nontrivial congruences $\mu$ and $\nu$ on $S$ such that $\mu \cap \nu = \iota_s$.

**Corollary 1.10.** If a semigroup $S$ is a proper subdirect product of two groups and if $S$ has a proper ideal $J$ then $L(S)$ is not modular.

**Proof.** Let $S$ be a proper subdirect product of two groups then there exist nontrivial congruences $\mu$ and $\tau$ on $S$ such that $S/\mu$ and $S/\tau$ are groups and $\mu \cap \tau = \iota_s$. Let $\eta = (\mu|J) \cup \iota_s$. By Lemma 1.9 $\eta \in L(S)$ and $\eta \vee \tau = \mu \vee \tau$. And since $\eta \subseteq \mu$ we have $\eta \cap \tau = \iota_s$. Hence $L(S)$ contains

\[
\eta \vee \tau = \mu \vee \tau
\]
as a sublattice; so $L(S)$ is not a modular lattice.

2. CCIF-semigroups with $L(S)$ modular.

**Definition 2.1.** An N-semigroup $S$ is power-joined if for all $a, b \in S$ there exist $m$ and $n$ greater than zero such that $a^m = b^n$.

From [8] we have the following theorem about power-joined N-semigroups.

**Theorem 2.2.** Let $S$ be an N-semigroup. Then the following are equivalent:
(a) $S$ is power-joined.
(b) $S$ is not a subdirect product of two groups.
(c) The group congruences on $S$ form a sublattice of $L(S)$.

**Corollary 2.3.** Let $S$ be an N-semigroup. If $L(S)$ is modular then $S$ is power-joined.

This is immediate from Theorem 2.2 and Corollary 1.10 because being a subdirect product of two groups is equivalent to being a proper subdirect product of two groups for semigroups which are not groups.

Let $S = (G, I)$ be an N-semigroup. If $|G| = 1$ then $S \cong N$, the positive integers with addition. In [2], Exercise 6, p. 137, it is shown that $L(N^0)$ is a distributive lattice. Let $\rho \in L(N)$ then $\rho^* = \rho \cup \{(0, 0)\} \in L(N^0)$ and $\rho \mapsto \rho^*$ is an embedding of $L(N)$ into $L(N^0)$. Thus $L(N)$ is distributive and hence modular.

For an N-semigroup $S$ we will introduce the following notation: $L_n(S)$ is the collection of nil congruences on $S$, $L_r(S)$ is the collection of Rees congruences on $S$, and $L_g(S)$ is the collection of group congruences on $S$. In general $L_n(S)$ and $L_r(S)$ are both sublattices of $L(S)$, and by Theorem 2.2 $L_n(S)$ is a sublattice of $L(S)$ if and only if $S$ is power-joined.

**Lemma 2.4.** Let $S = (G, I)$ be an N-semigroup. If $L(S)$ is modular then $L_n(S) = L_r(S)$.

**Proof.** We can assume that $|G| > 1$ because otherwise $S \cong N$ from the above remarks and it is clear for $N$ that $L_n(N) = L_r(N)$. If $|G| > 1$, $L(S)$ is modular and $\eta \in L_n(S) \setminus L_r(S)$ then let $I_\eta$ be the ideal of $S$ which is the zero of $S/\eta$. Let $\rho_{I_\eta}$ be the Rees congruence associated with $I_\eta$, then $\rho_{I_\eta} \leq \eta$. Let $\tau$ be the group congruence on $S$ corresponding to the homomorphism $\pi$ of $S$ onto $G$ given by $\pi(m, g) = g$
for all \((m, g) \in S\). Since the join of any group congruence with any nil congruence is \(\omega_S\), we have \(\eta \vee \tau = \rho_{I_\eta} \vee \tau = \omega_S\). Let \(\sigma = \tau|I\). If \((m, g)\) and \((n, g)\) are in \(S/I_\eta\) and \((m, g), (n, g) \in \eta\) with \(m > n\) then since \((m, g) = (n, g)(0, e)^{m-n}\) so \([(n, g)]\), divides \([(n, g)]\) in \(S/\eta\), but in a nil semigroup \(xy = x\) implies \(x = 0\). Thus we have a contradiction, and so \((m, g), (n, h) \in \eta\) for \((m, g)\) and \((n, h) \in S/I_\eta\) implies \(g \neq h\). Hence we have \(\eta \cap \tau = \rho_{I_\eta} \cap \tau = \sigma \cup \iota_S\). Thus we have

\[
\begin{array}{c}
\omega_S \\
\rho_{I_\eta} \\
\eta \\
\iota_S \\
\tau \\
\sigma \cup \iota_S
\end{array}
\]

contained in \(L(S)\), and so \(L(S)\) is not a modular lattice. Thus \(L_n(S) = L_s(S)\).

Tamura has classified the commutative archimedean semigroups in the following four classes:

- **Type (i)** commutative nil semigroups.
- **Type (ii)** commutative nil extensions of abelian groups.
- **Type (iii)** \(N\)-semigroups.
- **Type (iv)** commutative archimedean nonpotent noncancellative semigroups.

Since a homomorphic image of an archimedean semigroup is also archimedean, a homomorphic image of an \(N\)-semigroup \(S\) has one of the four types above. Let \(\sigma \in L(S)\) then we call \(\sigma\) a nil- \((ng-, N-, T4-)\) congruence on \(S\) if \(S/\sigma\) is of Type i (ii, iii, iv). Dickinson [5] has noted that a \(T4\)-congruence is a refinement of an \(N\)-congruence.

**DEFINITION 2.5.** An \(N\)-semigroup \(S\) is said to be **irreducible** if \(\iota_S\) is the only \(N\)-congruence on \(S\).

Tamura [15] has shown that an irreducible \(N\)-semigroup is isomorphic onto a positive real additive semigroup. It is also shown
in [15] that every $N$-semigroup $S = (G, I)$ is a subdirect product of an irreducible $N$-semigroup and the structure group $G$ of $S$.

**Lemma 2.6.** Let $S$ be an $N$-semigroup. If $L_n(S) = L_r(S)$ then $S$ is irreducible.

*Proof.* Suppose $S$ is not irreducible then $S$ is a proper subdirect product of an irreducible (hence positive real) $N$-semigroup $T$ and an abelian group $G$. Let $\pi_T : S \to T$ be the projection of $S$ onto $T$ (we identify $S$ with its isomorphic image in $T \times G$). We have $\pi_T$ is not one-to-one because the subdirect decomposition is proper. Thus $(m, g)$ and $(m, h)$ are in $S$ for some $m \in T$ and $g, h \in G$ with $g \neq h$. Let $J = \{(n, k) \in S : n > m \text{ and } k \in G\}$ then $J$ is an ideal of $S$. Define a relation $\eta$ on $S$ by $\eta = \omega_\eta \cup \{(m, g), (m, h), (m, h), (m, g))\}$. Then $\eta$ is a nil-congruence on $S$ which is not a Rees congruence. Thus $L_n(S) \neq L_r(S)$.

**Definition 2.7.** Let $S$ be a semigroup with zero. Then an element $x \in S$ such that $xy = yx = 0$ for all $y \in S$ is called an annihilator of $S$. The collection of annihilators of $S$ is denoted by $A(S)$.

**Definition 2.8.** Let $S$ be a commutative semigroup. If $x$ and $y$ are in $S$ then we say $x$ divides $y$ in $S$ (denoted $x | y$ or $x \divides y$) if there exists $z \in S$ such that $xz = y$.

**Theorem 2.9.** (Tamura [17]) Let $S$ be an $N$-semigroup. Then the cancellative congruences on $S$ form a sublattice of $L(S)$ isomorphic onto the lattice of subgroups of the group of quotients of $S$. Hence the cancellative congruences on an $N$-semigroup form a modular lattice.

**Lemma 2.10.** Let $S$ be a power-joined $N$-semigroup such that $L_n(S) = L_r(S)$. Let $\sigma \in L(S)$. If $\sigma \neq i$ then there exists $\tau \in L_\sigma(S)$ and $\eta \in L_\eta(S)$ such that $\sigma = \tau \cap \eta$ and $\tau$ and $\eta$ are uniquely determined by $\sigma$.

*Proof.* By Lemma 2.6 $S$ is an irreducible $N$-semigroup. Therefore, from Dickinson's result we know that $S$ has no $T4$-congruences. Hence if $\sigma \neq i$ then $\sigma$ is either a Rees congruence of an $ng$-congruence. In either case $S/\sigma$ contains a group ideal (in the case $\sigma$ is a nil-congruence the group is the trivial group). Let $J_\sigma$ denote the ideal of $S$ which maps onto this group ideal under the natural homomorphism of $S$ onto $S/\sigma$. Then $\sigma | J_\sigma$ is a group congruence on $J_\sigma$. By Theorem 1.7 let $\tau$ be the group congruence on $S$ which extends $\sigma | J_\sigma$. Let $\eta$ be
the Rees congruences mod \( J_\circ \). Clearly \( \tau \cap \eta = \sigma | J_\circ \cup \iota_\circ \). Since \( J_\circ / \sigma \) is an ideal of \( S/\sigma \), \( (S/\sigma)/(J_\circ / \sigma) \) is a nil semigroup. Let \( \nu \) be the congruence on \( S \) such that \( S/\nu \cong (S/\sigma)/(J_\circ / \sigma) \). Then \( \nu \in L_\circ(S) = L_\circ(S) \). But \( \nu = \omega_{J_\circ} \cup \sigma | (S/J_\circ) \) so \( \sigma | (S/J_\circ) \) must be \( \iota_{(S/J_\circ)} \). Hence \( \sigma = \sigma | J_\circ \cup \iota_\circ = \tau \cap \eta \).

Uniqueness of \( \tau \) and \( \eta \): Suppose \( \tau_1, \tau_2 \in L_\circ(S) \) and \( \eta_1, \eta_2 \in L_\circ(S) \) and that \( \tau_1 \cap \eta_1 = \tau_2 \cap \eta_2 \). Let \( \eta_i \) be the ideal of \( S \) associated with \( \eta_i \) \((i = 1, 2) \). Suppose \( \tau_1 \neq \tau_2 \). Assume \( x \in \eta_1 \setminus \eta_2 \) then by the proof of Theorem 1.7 there is a \( y \in \eta_1 \cap \eta_2 \) such that \((x, y) \in \tau_1 \). Therefore \((x, y) \in \tau_1 \cap \eta_1 \), but \((x, y) \in \eta_2 \) so \((x, y) \in \tau_2 \cap \eta_2 \). This contradicts the assumption that \( \tau_1 \cap \eta_1 = \tau_2 \cap \eta_2 \). Therefore \( \eta_1 \subseteq \eta_2 \). Similarly we get \( \eta_2 \subseteq \eta_1 \). Hence \( \eta_1 = \eta_2 \). And so \( \tau_1 | \eta_1 = \tau_2 | \eta_2 \) and so again using Theorem 1.7 we have \( \tau_1 = \tau_2 \). This proves the uniqueness of \( \tau \) and \( \eta \).

We are now ready to prove the theorem determining the \( N \)-semigroups whose congruence lattice is modular.

**Theorem 2.11.** Let \( S \) be a power-joined \( N \)-semigroup. Then the following are equivalent:

1. \( L(S) \) is a modular lattice.
2. \( L_\circ(S) = L_\circ(S) \).
3. For each ideal \( J \) of \( S \) we have \( |A(S/J)| \leq 2 \).
4. Divisibility is a total order on \( S \).
5. \( S \) is isomorphic to a positive cone of an additive subgroup of the rationals.

In which case \( L(S) \cong (L_\circ(S) \times L_\circ(S))^1 \) (where \( L^1 \) means a smallest element \( 1 \) is adjoined to the lattice \( L \)).

**Proof.** We show \((1) \iff (2), (2) \implies (3) \implies (4) \implies (2), \) and \((4) \iff (5) \).

\((1) \iff (2) \) is shown in Lemma 2.4.

**Proof of \((2) \implies (1) \).** Assume that \( S \) is a power-joined \( N \)-semigroup for which \( L_\circ(S) = L_\circ(S) \). Define a map \( \lambda \) from \( L(S) \) into \( (L_\circ(S) \times L_\circ(S))^1 \) by

\[
\lambda(\sigma) = \begin{cases} 
1 & \text{if } \sigma = i \\
(\tau, \eta) & \text{if } \sigma \neq i \text{ and } \sigma = \tau \cap \eta \text{ for } \tau \in L_\circ(S) \text{ and } \eta \in L_\circ(S).
\end{cases}
\]

From Lemma 2.10 it follows that \( \lambda \) is well-defined and \( \lambda^{-1}(\tau, \eta) = \tau \cap \eta \), \( \lambda^{-1}(1) = i \) is the inverse of \( \lambda \).

\( \lambda \) is order preserving. Let \( \sigma_1 \subseteq \sigma_2 \) for \( \sigma_1, \sigma_2 \in L(S) \). If \( \lambda(\sigma_1) = 1 \)
then \( \lambda(\sigma_i) \leq \lambda(\sigma_j) \) since 1 is the smallest element of \((L_g(S) \times L_r(S))\). Thus assume that \( \lambda(\sigma_i) \neq 1 \). Then \( \lambda(\sigma_i) = (\tau_i, \eta_i) \) for \( i = 1, 2 \) with \( \sigma_i = \tau_i \cap \eta_i (i = 1, 2) \). Let \( I_{\tau_i} \) denote the ideal of \( S \) associated with \( \eta_i (i = 1, 2) \). If \( I_{\tau_1} \subseteq I_{\tau_2} \) choose \( x \in I_{\tau_1} \setminus I_{\tau_2} \) and \( y \in I_{\tau_1} \cap I_{\tau_2} \) such that \( (x, y) \in \tau_i \). Then \( (x, y) \in \tau_1 \cap \eta_1 = \sigma_1 \subseteq \sigma_2 = \tau_2 \cap \eta_2 \) which implies that \( (x, y) \in \eta_2 \), but this is a contradiction, since \( x \in I_{\tau_2} \) and \( y \in I_{\tau_2} \). Thus \( I_{\tau_1} \subseteq I_{\tau_2} \) and so \( \eta_1 \subseteq \eta_2 \). Now \( \sigma_1 \subseteq \sigma_2 \) implies \( \sigma_1 | I_{\tau_1} \subseteq \sigma_2 | I_{\tau_1} \), than is \( \tau_1 | I_{\tau_1} \subseteq I_{\tau_1} \) (see the proof of Lemma 2.10). Hence by Theorem 1.7 and Corollary 1.8 \( \tau_1 \subseteq \tau_2 \). Thus \( (\tau_1, \eta_1) \subseteq (\tau_2, \eta_2) \) and \( \lambda \) is order preserving.

It is obvious that \( \lambda^{-1} \) is also order preserving. Hence \( \lambda \) is a closed lattice isomorphism of \( L(S) \) onto \((L_g(S) \times L_r(S))\). In our present case (i.e., \( S \) is power-joined) we have \( L_g(S) \) is a sublattice of \( L(S) \) by Theorem 2.2 and so by Theorem 2.9 \( L_g(S) \) is a modular lattice. \( L_r(S) \) is always a modular lattice, since it is isomorphic onto a sublattice of the Boolean lattice of all subsets of \( S \) with inclusion as the partial order. The isomorphism here is just the one taking \( \eta \in L_r(S) \) to its associated ideal of \( S \). Thus \( L_g(S) \times L_r(S) \) being the direct product of modular lattices is a modular lattice. But adjoining a smallest element to a modular lattice also gives a modular lattice. Hence \( L(S) \) is a modular lattice. This completes the proof that \( (2) \Rightarrow (1) \).

**Proof of \( (2) \Rightarrow (3) \).** Let \( L_n(S) = L_r(S) \) and choose \( J \) an ideal of \( S \). If \( u, v \in S \) are two distinct nonzero annihilators of \( S/J \), then \( \rho = \omega_j \cup [(u, v), (v, u)] \) is in \( L_n(S) \) but not in \( L_r(S) \). A contradiction. Hence \( |A(S/J)| \leq 2 \).

**Proof of \( (3) \Rightarrow (4) \).** Note that for an \( N \)-semigroup divisibility is always a partial order. Assume \( |A(S/J)| \leq 2 \) for every ideal \( J \) of \( S \). If there exists \( u, v \in S \) such that \( u \nmid v \) and \( v \nmid u \), then let \( J = (uS) \cup (vS) \). Then \( A(S/J) \cong \{u, v, 0\} \). This contradicts our assumption, thus either \( u \mid v \) or \( v \mid u \) and \( S \) is totally ordered by divisibility.

**Proof of \( (4) \Rightarrow (2) \).** Let \( S \) be an \( N \)-semigroup in which divisibility is a total order. Tamura [15] has shown that such semigroups are irreducible and are therefore isomorphic into the positive reals. The assumption that \( S \) be power-joined puts us into the positive rationals (see Tamura and Sasaki [20]) with addition understood to be the operation in all of our real semigroups. Thus we will assume that \( S \) is contained in the positive rationals. Let \( J \) be an ideal of \( S \). If \( x \in J \) and \( y \in S \) with \( y \geq x \) then \( x \mid y \) hence \( y \in J \). Thus \( J \) is a segment of \( S \) (i.e., \( J = (c, \infty)_S = \{x \in S: x > c\} \) or \( J = [c, \infty)_S = \{x \in S: x \geq c\} \).
for some rational $c \geq 0$. Let $\eta \in L_\alpha(S)$ and let $J_\eta$ denote the associated ideal of $S$. Let $c = \inf (J_\eta)$ and suppose $a, b \in S$ with $a < b$ and $(a, b) \in \eta$ then $(a, b), (b, b + (b - a)), \cdots, (b + (m - 1)(b - a), b + m(b - a))$ are all in $\eta$. And for $m$ large enough $b + m(b - a) > c$ hence $b + m(b - a) \in J_\eta$ and so $a, b \in J_\eta$. Thus $\eta \in L_\alpha(S)$. This completes the proof of $(4) \implies (2)$.

The equivalence of $(4)$ and $(5)$ is easily seen when we realize that $(4)$ puts us into the positive rationals as mentioned in the proof of $(4)$ implies $(2)$.

We are now ready to answer the question of modularity of the congruence lattice of a CCIF-semigroup.

**Theorem 2.12.** Let $S$ be a CCIF-semigroup. Then $L(S)$ is a modular lattice if and only if $S$ is a positive cone of a subgroup of the additive rationals.

**Proof.** Let $S = \bigcup_{\alpha \in \Gamma} S_\alpha$ be the greatest semilattice decomposition of $S$. All we need to do is show that each $\alpha$-filter $S_\alpha$ is an $N$-semigroup if $L(S)$ is a modular lattice. Assume that $L(S)$ is a modular lattice. Then by Theorem 1.6 $L(S_\alpha)$ is modular for each $\alpha \in \Gamma$. Choose $\alpha \in \Gamma$. By Fact 1.2 $S_\alpha$ is an $\bar{N}$-semigroup. Let $S_\alpha = (G, I)$ for some abelian group $G$. We will be done when we show that $G$ must be a torsion abelian group because then $I$ must satisfy condition (1.4) and so $S_\alpha$ is an $N$-semigroup. Suppose $G$ contains an element $g_0$ of infinite order. From Lemma 1.1 we see that $(1, g_0)$ and $(0, e)$, where $e$ is the identity of $G$, are in the $N$-semigroup ideal of $S$ and so by part (ii) of Lemma 1.1 the relations $\rho(1, g_0)$ and $\rho(0, e)$ are group congruences on $S$. Suppose $(m, g)$ and $(n, h)$ are in $S$ then $((m, g), (n, h)) \in \rho(e, 0)$ if and only if $g = h$, and $((m, g), (n, g)) \in \rho(1, g_0)$ implies that $m = n$ since $g_0$ has infinite order. Thus $\rho(1, g_0) \cap \rho(0, e) = i$ and so $S_\alpha$ is a subdirect product of the two nontrivial groups $S_\alpha/\rho(1, g_0)$ and $S_\alpha/\rho(0, e)$. Therefore by Corollary 1.10 we have a contradiction to the assumption that $L(S_\alpha)$ is a modular lattice. Hence $G$ is a torsion abelian group and we are done.

3. Commutative cancellative semigroups with idempotents with $L(S)$ modular. In this section we will determine those commutative cancellative semigroups with an idempotent (which is necessarily an identity element of the semigroup), which are not groups, whose congruence lattice is a modular lattice.

Let $S = \bigcup_{\alpha \in \Gamma} S_\alpha$ be the greatest semilattice decomposition of a commutative cancellative semigroup with an identity element. Then $\Gamma$ has a maximal element $\alpha_0$ and $S_{\alpha_0}$ is an abelian group. Assume
that $L(S)$ is a modular lattice and assume $S \neq S_{\alpha_0}$ (i.e., $S$ is not an abelian group). By Theorem 1.6 $L(S^\alpha)$ is modular for all $\alpha \in \Gamma$. Also, if $\alpha \neq \alpha_0$, then $S^\alpha$ contains $S_\alpha$, which is an $N$-semigroup, as an ideal; hence, we have

**Lemma 3.1.** For each $\alpha \neq \alpha_0$, $S_\alpha$ is a power-joined $N$-semigroup.

**Proof.** Assume that $\alpha \neq \alpha_0$ and $S_\alpha$ is not power-joined then by Theorem 2.2 $S_\alpha$ is a subdirect product of two groups. Equivalently, there are two group congruences $\sigma$ and $\tau$ on $S_\alpha$ such that $\sigma \cap \tau = \tau_{S_\alpha}$. Let $\bar{\sigma}$ and $\bar{\tau}$ be the unique extensions of $\sigma$ and $\tau$, respectively, to group congruences on $S^\alpha$. Suppose $(x, y) \in \bar{\sigma} \cap \bar{\tau}$, and choose $z \in S_\alpha$. Then $(xz, yz) \in \bar{\sigma} \cap \bar{\tau}$ with $xz, yz \in S_\alpha$. Therefore $(xz, yz) \in \sigma \cap \tau = \tau_{S_\alpha}$. Thus $x = y$, since $S$ is cancellative, and we have $\sigma \cap \tau = \tau_{S^\alpha}$. Hence by Corollary 1.10 we have $L(S^\alpha)$ is not modular. This is a contradiction and therefore $S_\alpha$ must be power-joined.

In [7] Theorem 2.5 Hall showed that for a power-joined $N$-semigroup $A$ the translation semigroup $T(A)$ of $A$ is a commutative cancellative semigroup having two archimedean components. One component is an ideal containing the inner translations of $A$ (and hence a copy of $A$) and the other component is the group of permutation translations of $A$ and is isomorphic to a subgroup of any structure group of $A$. By [20] every structure group of a power-joined $N$-semigroup is a torsion abelian group. Hall also showed that a commutative cancellative ideal extension of $A$ is isomorphic to a subsemigroup of $T(A)$.

**Lemma 3.2.** $|\Gamma| = 2$.

**Proof.** Suppose $|\Gamma| > 2$. Then there exist $\alpha, \beta \in \Gamma$ such that $\beta < \alpha < \alpha_0$. By Lemma 3.1 $S_\beta$ is a power-joined $N$-semigroup. Thus from Hall's work we have $S^\beta$ is isomorphic to a subsemigroup of $T(S_\beta)$ containing the copy of $S_\beta$. We will identify $S_\beta$ and $S^\beta$ with their images in $T(S_\beta)$. Let $T(S_\beta) = A \cup B$ be the greatest semilattice decomposition of $T(S_\beta)$. Let $A$ denote the archimedean component containing $S_\beta$ and let $B$ denote the archimedean component consisting of the group of permutation translations of $S_\beta$. Let $x \in S_\alpha$. If $x \in B$ then, since $B$ is torsion group, there exists $m > 0$ such that $x^m = 1$ so $1 \in S_\alpha$. But $1 \in S_{\alpha_0}$, a contradiction. If $x \in A$ then $x^m \in S_\beta$ for some $m > 0$, as $A$ is archimedean and $S_\beta$ is an ideal of $T(S_\beta)$. Therefore, we would have $x^m \in S_\alpha \cap S_\beta$, another contradiction. Thus $|\Gamma| = 2$.

Hence we will let $S = S_0 \cup S_1$ where $S_0$ is a power-joined $N$-
semigroup and $S_1$ is isomorphic to a subgroup of the group of permutation translations of $S_0$.

By $L_n(S_0, S_1)$ we mean the collection of nil-congruences on $S_0$ which extend to congruences on $S$ (i.e., $\sigma \in L_n(S_0, S_1)$ if $\sigma$ is a nil-congruence on $S_0$ and $(a, b) \in \sigma$ and $x \in S_1$ implies $(ax, bx) \in \sigma$). Similarly $L_r(S_0, S_1)$ is the collection of Rees congruences on $S_0$ which extend to congruences on $S$. The next lemma is a generalization of Lemma 2.4.

**Lemma 3.3.** Let $S = S_0 \cup S_1$ be a commutative semigroup with $S_0$ an ideal which is an $N$-semigroup. If $L(S)$ is a modular lattice then $L_n(S_0, S_1) = L_r(S_0, S_1)$.

**Proof.** Let $\sigma \in L_n(S_0, S_1) \setminus L_r(S_0, S_1)$. Let $J$ be the $\sigma$-class of $S_0$ corresponding to the zero of $S_0/\sigma$. $J$ is an ideal of $S_0$ which is an ideal of $S$. Hence the Rees congruence mod $J$, $\rho_J$, is in $L_r(S_0, S_1)$. Let $\tau$ be the group congruence on $S_0$ determined by the natural homomorphism of $S_0$ onto one of its structure groups $G$. Then $\bar{\sigma} = \sigma \cup \tau$, $\bar{\rho} = \rho_J \cup \tau_s$ are in $L(S)$. Let $\bar{\tau}$ be the unique group congruence on $S$ extending $\tau$. Then by an argument similar to that used in Lemma 2.4 we see that $L(S)$ contains

\[
\begin{array}{c}
\omega_S \\
\bar{\sigma} \\
\bar{\rho} \\
(\tau|J) \cup \tau_s
\end{array}
\]

Hence $L(S)$ is not modular.

Hall [7] and Dickinson [4] gave the following characterization of $T(S)$ where $S = (G, I)$ is an $N$-semigroup.

$$T(S) = \{[m, g] \in N^0 \times G : m + I(g, h) - 1 \geq 0 \text{ for all } h \in G\}.$$  

The action of an element $[m, g] \in T(S)$ on an element $(n, h) \in S$ is

$$[m, g](n, h) = (m + n + I(g, h) - 1, gh).$$  

The group of units $T_u(S)$ of $T(S)$ is shown by Dickinson to be

$$T_u(S) = \{[0, g] \in N^0 \times G : I(g, h) = 1 \text{ for all } h \in G\}.$$  

**Theorem 3.4.** Let $S$ be a commutative cancellative semigroup...
with an identity element. Then $L(S)$ is a modular lattice if and only if $S$ is an abelian group or a nonnegative cone of an additive subgroup of the rationals.

**Proof.** Assume $L(S)$ is a modular lattice, and assume that $S$ is not an abelian group. Then, as we noted above, $S = S_o \cup S_i$ where $S_o$ is a power-joined $N$-semigroup ideal of $S$ and $S_i$ is an abelian group. Suppose that $S_o = (G, I)$. From previous remarks we can consider $S_i$ to be a subgroup of $T_u(S_o)$. Define a relation $\sigma$ on $S_o$ by

\[
((m, g), (n, h)) \in \sigma \text{ if and only if } \begin{cases} m > 0 \text{ and } n > 0, & \text{or} \\ m = n = 0, & \text{for some } [0, k] \in S_i. \end{cases}
\]

Then $\sigma \in L_\sigma(S_o, S_i)$ and if $S_i$ is not the trivial group then $\sigma \in L_\sigma(S_o, S_i)$. Hence by Lemma 3.3 $S_i$ must be the trivial group. Since $S_i$ is trivial, every congruence on $S_o$ extends to a congruence on $S$. Therefore $L(S_o)$ is a modular lattice, also; so by Theorem 2.11 $S$ is a positive cone of a rational group. Therefore $S$ is a nonnegative cone of a rational group.

To see the converse, consider the following. Let $S = S_o \cup \{1\}$ be a power-joined $N$-semigroup $S_o$ with an identity $1$ adjoined. Define a map $F$ of $L(S)$ into the direct product of $L(S_o)$ and the two element lattice $2 = \{0, 1\}$, with $0 > 1$, by

\[
F(\sigma) = \begin{cases} (\sigma|S_o, 1) & \text{if } 1_o = \{1\} \\ (\sigma|S_o, 0) & \text{if } 1_o \neq \{1\} \end{cases}
\]

where $1_o$ denotes the $\sigma$-class containing $1$.

$F$ preserves joins. Let $\sigma, \tau \in L(S)$.

**Case (1).** $1_o = \{1\} = 1_r$. Then $F(\sigma) \lor F(\tau) = (\sigma|S_o, 1) \lor (\tau|S_o, 1) = (\sigma|S_o \lor \tau|S_o, 1)$ and $F(\sigma \land \tau) = ((\sigma \land \tau)|S_o, 1)$. And $(\sigma \land \tau)|S_o = \sigma|S_o \land \tau|S_o$ is clear. Thus $F(\sigma) \lor F(\tau) = F(\sigma \lor \tau)$.

**Case (2).** $1_o = \{1\}$ and $1_r \neq \{1\}$. Then $F(\sigma) \lor F(\tau) = (\sigma|S_o, 1) \lor (\tau|S_o, 0) = (\sigma|S_o \lor \tau|S_o, 0)$. Since $1_r \neq \{1\}$ and $\tau \subseteq \sigma \lor \tau$ we have $1_o \lor \tau \neq \{1\}$ so $F(\sigma \lor \tau) = ((\sigma \lor \tau)|S_o, 0)$. Thus to show $F(\sigma) \lor F(\tau) = F(\sigma \lor \tau)$ we need only show that $(\sigma \lor \tau)|S_o = \sigma|S_o \lor \tau|S_o$. Inclusion of $\sigma|S_o \lor \tau|S_o$ in $(\sigma \lor \tau)|S_o$ is clear. We therefore choose $(a, b) \in (\sigma \lor \tau)|S_o$. Then there exist $a = a_0, a_1, \cdots, a_n = b$ in $S$ such that $(a_i, a_{i+1}) \in \sigma \lor \tau$ for all $i = 0, 1, \cdots, n - 1$. Since $1_o = \{1\}$, if $a_{i_0} = 1$ for some $i_0$ then we can delete $a_{i_0}$ from the sequence and still have a chain of $\sigma \lor \tau$-related
elements between $a$ and $b$ all of which will now lie in $S_0$. Hence $(a, b) \in \sigma | S_0 \vee \tau | S_0$ and so $(\sigma \vee \tau) | S_0 \subseteq \sigma | S_0 \vee \tau | S_0$ and we have equality of $F(\sigma \vee \tau)$ and $F(\sigma) \leq F(\tau)$ in this case.

**Case (3).** $1_\sigma \neq \{1\}$ and $1_\tau \neq \{1\}$. Hence $1_{\sigma \vee \tau} \neq \{1\}$. Therefore to show that $F(\sigma \vee \tau) = F(\sigma) \vee F(\tau)$ we need only show that $(\sigma \vee \tau) | S_0 \subseteq \sigma | S_0 \vee \tau | S_0$ as in the last case. Let $(a, b) \in (\sigma \vee \tau) | S_0$. Then as before there exists $a = a_0, a_1, \ldots, a_n = b$ in $S$ such that $(a_i, a_{i+1}) \in \sigma \cup \tau$ for each $i = 0, 1, \ldots, n - 1$. As in case (2) we wish to lift this to a chain of $\sigma \cup \tau$-related elements in $S_0$ from $a$ to $b$. To accomplish this note that $\sigma$ and $\tau$ are group congruences on $S$ and hence on $S_0$. And by Theorem 2.2 $\sigma | S_0 \cap \tau | S_0$ is also a group congruence on $S_0$. Choose $u \in S_0$ such that $u \sigma \sigma | S_0 \cap \tau | S_0$ is the identity element of $S_0/(\sigma | S_0 \cap \tau | S_0)$. Then $u_\sigma$ is the identity of $S/\sigma$ and $u_\tau$ is the identity of $S/\tau$. So we have $(a, a_0 u), (a_i u, a_{i+1} u)$ for $i = 0, 1, \ldots, n - 1$, and $(a_n u, b)$ are all in $\sigma \cup \tau$. Thus $(a, b) \in \sigma | S_0 \vee \tau | S_0$, and we are done. Thus $F$ preserves joins.

$F$ preserves intersections. For any two congruences $\sigma, \tau \in L(S)$ we always have $(\sigma \cap \tau) | S_0 = \sigma | S_0 \cap \tau | S_0$. Also, if $1_\sigma = \{1\}$ or $1_\tau = \{1\}$ then $1_{\sigma \cap \tau} = \{1\}$. It also follows from the remarks about finding the element $u$ in case (3) above that if $1_\sigma \neq \{1\}$ and $1_\tau \neq \{1\}$ then $1_{\sigma \cap \tau} \neq \{1\}$. Hence $F$ preserves intersections.

$F$ is one-to-one. Let $\sigma, \tau \in L(S)$. If $F(\sigma) = F(\tau)$ and $F(\sigma) = (\sigma | S_0, 1)$ and $F(\tau) = (\tau | S_0, 1)$ then $\sigma | S_0 = \tau | S_0$, but in this case $\sigma = \sigma | S_0 \cup \{(1, 1)\}$ and $\tau = \tau | S_0 \cup \{(1, 1)\}$. Therefore $\sigma = \tau$. If $F(\sigma) = F(\tau)$ and $F(\sigma) = (\sigma | S_0, 0)$ and $F(\tau) = (\tau | S_0, 0)$ then $\sigma$ and $\tau$ are group congruences on $S$ which are the unique extensions of $\sigma | S_0$ and $\tau | S_0$ to group congruences on $S$. Thus $\sigma | S_0 = \tau | S_0$ implies that $\sigma = \tau$. And we therefore see that $F$ is one-to-one.

The above shows that $F$ is a closed lattice isomorphism of $L(S)$ into $L(S_0) \times 2$.

To complete the proof of the converse of Theorem 3.4 let $S$ be a nonnegative cone of a subgroup of the additive rationals. Then $S = S_0 \cup \{0\}$ where $S_0$ is the positive part of $S$. $S_0$ is a power-joined $N$-semigroup and by Theorem 2.11 $L(S_0)$ is a modular lattice. Thus applying the map $F$ to this $S$ shows that $L(S)$ is also a modular lattice. This completes the proof of the theorem.

4. Summary and further observations. So far we have shown

**Theorem 4.1.** The commutative cancellative semigroups whose
congruence lattice is a modular lattice are
(1) The abelian groups.
(2) The positive cones of subgroups of the additive rationals,
and
(3) The nonnegative cones of subgroups of the additive rationals.

Consider the following example. Let $X$ be an index set and let $D_i$ be the direct product of $|X|$ copies of $\mathbb{N}^0$, and let $D = \{ n = \prod_x n_x \in D_i : \text{there exists } M_n > 0 \text{ such that } n_x < M_n \text{ for all } x \in X \}$. Then $D$ is a commutative cancellative semigroup and the greatest semilattice homomorphic image of $D$ is the semilattice (actually lattice) $2^X$ of all subsets of $X$. Since every semilattice can be embedded into $2^X$ for some set $X$, we see that every semilattice is a homomorphic image of some commutative cancellative semigroup. In [6] R. Freese and J. B. Nation showed that the collection of congruence lattices of semilattices satisfies no nontrivial lattice identity. From this and the remarks above we see the following theorem.

**Theorem 4.2.** The collection of congruence lattices of commutative cancellative semigroups satisfies no nontrivial lattice identity.

In [3] R. A. Dean and R. H. Oehmke and in [18] T. Tamura and W. Etterbeek showed that the lattice of congruences on a locally cyclic semigroup is a distributive lattice. Also, a theorem (see [12]) due to Ore gives the groups whose subgroup lattice is a distributive lattice to be precisely the locally cyclic groups. From these results and the fact that a distributive lattice is a modular lattice we have immediately from Theorem 4.1 the following

**Theorem 4.3.** The commutative cancellative semigroups whose congruence lattice is distributive are
(1) The locally cyclic abelian groups.
(2) The positive cones of subgroups of the additive rationals.
(3) The nonnegative cones of subgroups of the additive rationals.

Noticing the result of the theorem we can easily obtain that Ore's theorem almost holds for commutative cancellative semigroups. That is, we have

**Corollary 4.4.** Let $S$ be a commutative cancellative semigroup. Then $L(S)$ is distributive if and only if $S$ is locally cyclic or $S^1$ is locally cyclic with an identity adjoined. ($S^1$ equals $S$ if $S$ already
has an identity element and $S^1$ is $S$ with an identity adjoined if $S$ has no identity.)

Proof. Let $S$ be a locally cyclic commutative cancellative semigroup. Then for all $x, y \in S$ there exist $z \in S$ and $m, n \in N$ such that $x = z^m$ and $y = z^n$. Thus $x^n = y^m$, and $xy^{-1}$ or $yx^{-1}$ is in $S$. Hence if $S$ is not a group then $S$ is a power-joined $N$-semigroup in which divides is a total order. That is, $S$ is a positive cone of a rational group. The proof is now easily finished by looking at the theorem, since positive cones of rational groups are locally cyclic semigroups.
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