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The objective of this paper is to establish some new discrete inequalities of the Gronwall type in three independent variables which can be used in the analysis of a class of finite difference equations involving three independent variables.

1. Introduction. The role played by the discrete inequalities of the Gronwall type [3] in the theory of finite difference equations and numerical analysis is well known (see, [4]-[8] and the references therein). Recently, in a series of papers [4]-[8], Pachpatte has established a number of new discrete inequalities of the Gronwall type which can be used in the theory of discrete time systems involving one independent variable. To our knowledge such inequalities have not been considered before and seem to have much future in the literature.

2. Main results. Before giving the main results in this section, we first recollect a few of the basic notions and definitions from [4]-[8]. Let \( N_0 = \{0, 1, 2, \ldots \} \). The expression \( u(0) + \sum_{s=0}^{n-1} b(s) \) represents a solution of the linear difference equation \( \Delta u(n) = b(n) \) for all \( n \in N_0 \), where \( \Delta \) is the operator defined by \( \Delta u(n) = u(n+1) - u(n) \). The expression \( u(0) \prod_{s=0}^{n-1} c(s) \) represents a solution of the linear difference equation \( u(n+1) = c(n)u(n) \) for all \( n \in N_0 \). We use the usual convention of writing \( \sum_{s \in \emptyset} b(s) = 0 \) and \( \prod_{s \in \emptyset} c(s) = 1 \), if \( \emptyset \) is the empty set. We also use the following notions of the operators \( \Delta u_x(x, y, z) = u(x+1, y, z) - u(x, y, z) \), \( \Delta u_y(x, y, z) = u(x, y+1, z) - u(x, y, z) \), \( \Delta u_z(x, y, z) = u(x, y, z+1) - u(x, y, z) \) and \( \Delta u_{xy}(x, y, z) = \Delta u_x(x, y+1, z) - \Delta u_x(x, y, z) \) and so on. We often use the letters \( x, y, \) and \( z \) to denote the three independent variables which are the members of \( N_0 \). For \( x, y, z \in N_0 \), and functions \( a, b, c \) with domain \( N_0 \), and \( p \) with domain \( N_0^3 \), set

\[
\phi(x, y, z; a, b, c; p) = [a(0) + b(y) + c(z)] \prod_{s=0}^{n-1} \left[ 1 + \frac{\Delta a(s)}{a(s) + b(0) + c(z)} \right] (A) \\
+ \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r)
\]

A useful three independent variable discrete inequality is embodied in the following theorem.
**THEOREM 1.** Let \( u(x, y, z) \) and \( p(x, y, z) \) be real-valued nonnegative functions defined for \( (x, y, z) \in \mathbb{N}_0^3 \) for which the inequality

\[
\begin{align*}
  u(x, y, z) &\leq a(x) + b(y) + c(z) + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r)u(s, t, r),
\end{align*}
\]

holds for \( (x, y, z) \in \mathbb{N}_0^3 \), where \( a(x), b(y), c(z) > 0 \); \( \Delta a(x), \Delta b(y), \Delta c(z) > 0 \) are real-valued functions defined on \( \mathbb{N}_0 \). Then

\[
\begin{align*}
  u(x, y, z) &\leq \phi(x, y, z; a, b, c; p)
\end{align*}
\]

for \( (x, y, z) \in \mathbb{N}_0^3 \).

**Proof.** Define a function \( m(x, y, z) \) by

\[
\begin{align*}
  m(x, y, z) &= a(x) + b(y) + c(z) + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r)u(s, t, r),
\end{align*}
\]

so that, by definition

\[
\begin{align*}
  m(0, y, z) &= a(0) + b(y) + c(z), \\
  m(x, 0, z) &= a(x) + b(0) + c(z), \\
  m(x, y, 0) &= a(x) + b(y) + c(0).
\end{align*}
\]

Then

\[
\begin{align*}
  \Delta m_x(x, y, z) &= \Delta a(x) + \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(x, t, r)u(x, t, r),
\end{align*}
\]

and from (3) we have

\[
\begin{align*}
  \Delta m_x(x, y + 1, z) - \Delta m_x(x, y, z) &= \sum_{r=0}^{z-1} p(x, y, r)u(x, y, r),
\end{align*}
\]

\[
\begin{align*}
  \Delta m_x(x, y + 1, z + 1) - \Delta m_x(x, y, z + 1) &= \sum_{r=0}^{z-1} p(x, y, r)u(x, y, r).
\end{align*}
\]

From (4) and (5) we have

\[
\begin{align*}
  \Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) &= p(x, y, z)u(x, y, z),
\end{align*}
\]

which in view of (1) implies

\[
\begin{align*}
  \Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) &\leq p(x, y, z)m(x, y, z).
\end{align*}
\]

From the definition of \( m(x, y, z) \) we observe that \( m(x, y, z) \leq m(x, y, z + 1) \), for \( (x, y, z) \in \mathbb{N}_0^3 \). Using this fact in (6) we have

\[
\begin{align*}
  \Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) &\leq p(x, y, z)m(x, y, z + 1),
\end{align*}
\]

i.e.,
From (7) we observe that

\[
\frac{\Delta^2 m_{xy}(x, y, z + 1)}{m(x, y, z + 1)} - \frac{\Delta^2 m_{xy}(x, y, z)}{m(x, y, z)} \leq p(x, y, z).
\]

Now keeping \(x, y\) fixed in (8), set \(z = r\) and sum over \(r = 0, 1, \ldots, z - 1\) to obtain the estimate

\[
\frac{\Delta^2 m_{xy}(x, y, z)}{m(x, y, z)} \leq \sum_{r=0}^{z-1} p(x, y, r).
\]

From (9) and in view of the fact that \(m(x, y, z) \leq m(x, y + 1, z)\) we observe that

\[
\frac{\Delta m_{x}(x, y + 1, z)}{m(x, y + 1, z)} - \frac{\Delta m_{x}(x, y, z)}{m(x, y, z)} \leq \sum_{r=0}^{z-1} p(x, y, r).
\]

Keeping \(x, z\) fixed in (10), set \(y = t\) and sum over \(t = 0, 1, \ldots, y - 1\) to obtain the estimate

\[
m(x + 1, y, z) \leq m(x, y, z) \left[ 1 + \frac{\Delta a(x)}{a(x) + b(0) + c(z)} + \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(x, t, r) \right].
\]

Now keeping \(y, z\) fixed in (11), set \(x = s\) and substitute \(s = 0, 1, \ldots, x - 1\) successively in (11) to obtain the estimate

\[
m(x, y, z) \leq [a(0) + b(y) + c(z)] \prod_{s=0}^{x-1} \left[ 1 + \frac{\Delta a(s)}{a(s) + b(0) + c(z)} + \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) \right].
\]

Substituting this bound for \(m(x, y, z)\) in (1) we obtain the desired bound in (2).

**Remark 1.** We note that for the method of proof to work in Theorem 1 and all other theorems given below the following must be satisfied:

\[
m(x, y, z + 1) \geq m(x, y, z) > 0 \quad \text{and} \quad \Delta^2 m_{xy}(x, y, z + 1) \geq 0;
\]

\[
\Delta^2 m_{xy}(x, y, 0) = 0, \quad \Delta m_{x}(x, y + 1, z) \geq 0, \quad \Delta m_{x}(x, y, z) \geq 0.
\]

**Remark 2.** In relation to the notation \(\phi\) defined in (A), we observe that Theorem 1 have hypotheses which are symmetric in
x, y, z as well as in a, b, c. Hence there are 3! = 6 different conclusions we can state in Theorem 1 corresponding to the 6 permutations of (x, y, z) and corresponding permutations of (a, b, c). For example, in Theorem 1, we can conclude, in addition to (2) that

\[(2^*) \quad u(x, y, z) \leq \phi(z, x, y; c, a, b; p)\]

where, by (A) above, the right side of \((2^*)\) is

\[ [c(0) + a(x) + b(y)] \prod_{s=0}^{x-1} \left[ 1 + \frac{\Delta c(s)}{c(s) + a(0) + b(y)} + \sum_{l=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) \right].\]

Similarly we can use \(\phi(y, x, z; b, a, c; p)\) etc. We also note that a similar permutation applies to the conclusion of Theorem 2 given below.

Our next theorem deals with the three independent variable generalization of the discrete inequality established by Pachpatte [5, Theorem 1], which in turn is a discrete analogue of the integral inequality established by Pachpatte [9, Theorem 1].

**Theorem 2.** Let \(u(x, y, z), p(x, y, z), \) and \(q(x, y, z)\) be real-valued nonnegative functions defined for \((x, y, z) \in \mathbb{N}_0^3\) for which the inequality

\[(13) \quad u(x, y, z) \leq a(a) + b(y) + c(z) + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) \left[ u(s, t, r) + \sum_{k=0}^{x-1} \sum_{l=0}^{y-1} \sum_{n=0}^{z-1} q(k, l, n) u(k, l, n) \right],\]

holds for \((x, y, z) \in \mathbb{N}_0^3\), where \(a(x), b(y), c(z) > 0, \) \(\Delta a(x), \Delta b(y), \Delta c(z) \geq 0, \) are real-valued functions defined on \(\mathbb{N}_0\). Then

\[(14) \quad u(x, y, z) \leq \left[ a(0) + b(y) + c(z) \right] + \sum_{s=0}^{x-1} \left[ \Delta a(s) + \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) R(s, t, r) \right],\]

for \((x, y, z) \in \mathbb{N}_0^3\), where

\[(15) \quad R(x, y, z) = \phi(x, y, z; a, b, c; p + q),\]

for \((x, y, z) \in \mathbb{N}_0^3\).

**Proof.** Define a function \(m(x, y, z)\) by

\[m(x, y, z) = a(x) + b(y) + c(z) + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) \left[ u(s, t, r) + \sum_{k=0}^{x-1} \sum_{l=0}^{y-1} \sum_{n=0}^{z-1} q(k, l, n) u(k, l, n) \right],\]

so that, by definition
Then by following the same steps as in the proof of Theorem 1 we have

\[ \Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) \]
\[ = p(x, y, z) \left[ u(x, y, z) + \sum_{k=0}^{x-1} \sum_{l=0}^{y-1} \sum_{n=0}^{z-1} q(k, l, n) u(k, l, n) \right] \]

which in view of the definition of \( m(x, y, z) \) implies

\[ \Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) \]
\[ \leq p(x, y, z) \left[ m(x, y, z) + \sum_{k=0}^{x-1} \sum_{l=0}^{y-1} \sum_{n=0}^{z-1} q(k, l, n) m(k, l, n) \right] . \]

If we put

\[ v(x, y, z) = m(x, y, z) + \sum_{k=0}^{x-1} \sum_{l=0}^{y-1} \sum_{n=0}^{z-1} q(k, l, n) m(k, l, n) , \]

so that

\[ v(0, y, z) = a(0) + b(y) + c(z) , \]
\[ v(x, 0, z) = a(x) + b(0) + c(z) , \]
\[ v(x, y, 0) = a(x) + b(y) + c(0) . \]

Then by following the same argument as in the proof of Theorem 1 we obtain

\[ \Delta^2 v_{xy}(x, y, z + 1) - \Delta^2 v_{xy}(x, y, z) \]
\[ = \Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) + q(x, y, z) m(x, y, z) . \]

Using the facts that \( \Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) \leq p(x, y, z) v(x, y, z) \)
from (16) and \( m(x, y, z) \leq v(x, y, z) \) from (17) in (18) we have

\[ \Delta^2 v_{xy}(x, y, z + 1) - \Delta^2 v_{xy}(x, y, z) \leq \left[ p(x, y, z) + q(x, y, z) \right] v(x, y, z) . \]

Now by following the same argument as in the proof of Theorem 1 we obtain the estimate

\[ v(x, y, z) \leq \left[ a(0) + b(y) + c(z) \right] \prod_{s=0}^{x-1} \left[ 1 + \frac{p(s, t, r) + q(s, t, r)}{a(s) + b(0) + c(z)} \right] = R(x, y, z) . \]

Substituting this bound for \( v(x, y, z) \) in (16) and following the last argument as in the proof of Theorem 1, we obtain the estimate
\[ m(x, y, z) \leq [a(0) + b(y) + c(z)] + \sum_{s=0}^{y-1} A_a(s) + \sum_{t=0}^{y-1} \sum_{r=0}^{x-1} p(s, t, r)R(s, t, r). \]

Substituting this bound for \( m(x, y, z) \) in (13) we obtain the desired bound in (14).

**Remark 3.** We note that, if (13) holds then from the definitions of \( m(x, y, z) \) and \( v(x, y, z) \) we have

\[(14^*) \quad u(x, y, z) \leq R(x, y, z), \]
on \( N_0^3 \), where \( R(x, y, z) \) is defined by (15). Certainly \((14^*)\) is less work to compute in any given case. On the other hand, in the special case that \( a, b, c \) are constant \((>0)\), and \( p = p_o, q = q_o \) are also constants \((>0)\), then we find

\[ R(x, y, z) = (a + b + c)\left[ 1 + (p_0 + q_0)yz \right]^x, \]

while the bound in (14) is, say

\[ \tilde{R}(x, y, z) = (a + b + c)\left[ 1 + \sum_{t=0}^{y-1} \sum_{r=0}^{x-1} p_o\left[ 1 + (p_0 + q_0)tr \right] \right], \]

\[ < (a + b + c)\left[ 1 + p_0yz \sum_{s=0}^{y-1} \left[ 1 + (p_0 + q_0)yz \right] \right] \]

\[ = (a + b + c)\left[ 1 + \frac{p_0}{p_0 + q_0} \left[ 1 + (p_0 + q_0)yz \right]^x - 1 \right] \]

\[ < R(x, y, z). \]

Thus, in this case \((14^*)\) gives the simpler but not necessarily smaller bound than (14).

**Remark 4.** It is interesting to note that the bounds obtained in (2) and (14) are independent of the unknown function \( u(x, y, z) \). The estimates in (2) and (14) have interesting applications to uniqueness, boundedness, continuous dependence and other problems in the analysis of a class of finite difference equations involving three independent variables. Some of these applications are given in §4.

**3. Furthermore inequalities.** In this section we wish to establish some interesting and useful nonlinear discrete inequalities in three independent variables of the Bihari [2, pp. 8–9] and Pachpatte [4]–[8] type which can be used in the theory of finite difference equations involving three independent variables. In Theorems 3 and 4 given below we use the following notation. For \( x, y, z \in N_0 \), and functions \( a, b, c \) with domain \( N_0 \), and \( p \) with domain \( N_0^3 \), and \( \Omega, V \) with domain \((0, \infty)\), set
(B) \[ \Psi(x, y, z; a, b, c; \Omega, V(u), p) = \Omega[a(0) + b(y) + c(z)] \]
\[ + \sum_{s=0}^{y-1} \sum_{t=0}^{z-1} p(s, t, r) \] 
\[ + \sum_{r=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) \] .

**Theorem 3.** Let \( u(x, y, z) \geq u_0 > 0 \) and \( p(x, y, z) \geq 0 \) be real-valued functions defined for \( (x, y, z) \in N^3_0 \) and let \( W \) be continuous, positive, strictly increasing function on \( I = [u_0, \infty) \), \( u_0 > 0 \). Suppose further that the inequality

\[ u(x, y, z) \leq a(x) + b(y) + c(z) + \sum_{s=0}^{y-1} \sum_{t=0}^{z-1} p(s, t, r) W(u(s, t, r)) \],

is satisfied for \( (x, y, z) \in N^3_0 \), where \( a(x), b(y), c(z) > 0 \), \( \Delta a(x), \Delta b(y), \Delta c(z) \geq 0 \), are real-valued functions defined on \( N_0 \). Then for \( 0 \leq x \leq x_1 \), \( 0 \leq y \leq y_1 \), \( 0 \leq z \leq z_1 \),

\[ u(x, y, z) \leq \Omega^{-1}\{\Psi(x, y, z; a, b, c; \Omega, W(u), p)\} \],

where

\[ \Omega(r) = \int_{r_0}^{r} \frac{ds}{W(s)} \], \( r \geq u_0 \) with \( r_0 \geq u_0 \)

\( \Omega^{-1} \) is the inverse of \( \Omega \) and \( x_1, y_1, z_1 \) are chosen so that

\[ \Psi(x, y, z; a, b, c; \Omega, W(u), p) \in \text{Dom} (\Omega^{-1}) \],

for all \( x, y, z \) lying in the subintervals \( 0 \leq x \leq x_1 \), \( 0 \leq y \leq y_1 \), \( 0 \leq z \leq z_1 \) of \( N_0 \).

**Proof.** Define a function \( m(x, y, z) \) by the right member of (19) so that \( m(0, y, z) = a(0) + b(y) + c(z) \), \( m(x, 0, z) = a(x) + b(0) + c(z) \), \( m(x, y, 0) = a(x) + b(y) + c(0) \). Then by following the same argument as in the proof of Theorem 1 we obtain

\[ \Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) = p(x, y, z) W(u(x, y, z)) \],

which in view of the definition of \( m(x, y, z) \) and the fact that \( m(x, y, z) \leq m(x, y, z + 1) \) implies

\[ \Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) \leq p(x, y, z) W(m(x, y, z + 1)) \],

i.e.,

\[ \frac{\Delta^2 m_{xy}(x, y, z + 1)}{W(m(x, y, z + 1))} - \frac{\Delta^2 m_{xy}(x, y, z)}{W(m(x, y, z + 1))} \leq p(x, y, z) \].
From (22) we observe that

\[
\frac{\Delta m_{xy}(x, y, z + 1)}{W(m(x, y, z + 1))} - \frac{\Delta m_{xy}(x, y, z)}{W(m(x, y, z))} \leq p(x, y, z).
\]

Now keeping \(x, y\) fixed in (23), set \(z = r\) and sum over \(r = 0, 1, \ldots, z - 1\) to obtain the estimate

\[
\frac{\Delta m_{xy}(x, y, z)}{W(m(x, y, z))} \leq \sum_{r=0}^{z-1} p(x, y, r).
\]

From (24) and in view of the fact that \(m(x, y, z) \leq m(x, y + 1, z)\) we observe that

\[
\frac{\Delta m_{xy}(x, y + 1, z)}{W(m(x, y + 1, z))} - \frac{\Delta m_{xy}(x, y, z)}{W(m(x, y, z))} \leq \sum_{r=0}^{z-1} p(x, y, r).
\]

Keeping \(x, z\) fixed in (25), set \(y = t\) and sum over \(t = 0, 1, \ldots, y - 1\) to obtain the estimate

\[
\frac{\Delta m_{xy}(x, y, z)}{W(m(x, y, z))} \leq \frac{\Delta a(x)}{W(a(x) + b(0) + c(z))} + \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(x, t, r).
\]

From (21) and (26) we have

\[
\Omega(m(x + 1, y, z)) - \Omega(m(x, y, z)) = \int_{m(x, y, z)}^{m(x+1, y, z)} \frac{ds}{W(s)}
\]

\[
\leq \frac{\Delta m_{xy}(x, y, z)}{W(m(x, y, z))} \leq \frac{\Delta a(x)}{W[a(x) + b(0) + c(z)]} + \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(x, t, r).
\]

Now keeping \(y, z\) fixed in (27), set \(x = s\) and sum over \(s = 0, 1, \ldots, x - 1\) to obtain the estimate

\[
\Omega(m(x, y, z)) - \Omega(a(0) + b(y) + c(z))
\]

\[
\leq \sum_{s=0}^{x-1} \left[\frac{\Delta a(s)}{W(a(s) + b(0) + c(z))} + \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r)\right].
\]

The desired bound in (20) now follows by substituting the bound for \(m(x, y, z)\) from (28). The subintervals of \(N_0\) for \(x, y\) and \(z\) are obvious.

**Remark 5.** The estimate in (20) is independent of the choice of \(u_0 \in I\) used in defining \(\Omega\). One can use this fact to show that the case \(u_0 \geq 0\), \(W(u) > 0\) on \((u_0, \infty)\) and \(W(u_0) = 0\) can be obtained as a limiting case from the theorem. This will allow \(W(u) = u\) on \((0, \infty)\). For details, see Bessack [2, pp. 8-9].
Remark 6. If we compare Theorem 3 with \( W(u) \equiv u \) for \( u \geq 1 \), with Theorem 1 we see that the hypotheses (1) and (19) are then the same, but the bounds are now (2) and

\[
(20^*) \quad u(x, y, z) \leq [a(0) + b(y) + c(z)] \prod_{s=0}^{x-1} \exp \left[ \frac{\Delta a(s)}{a(s) + b(0) + c(z)} + \sum_{i=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) \right].
\]

Using the fact that \( \exp u \geq 1 + u \) for all \( u \in \mathbb{R} \), it follows that (2) gives the better bound than (20*).

Our next result is a three independent variable discrete generalization of the integral inequality recently established by Pachpatte [10, Theorem 2].

**Theorem 4.** Let \( u(x, y, z) \), \( p(x, y, z) \) and \( W \) satisfy the hypotheses of Theorem 3, and suppose further that the inequality

\[
u(x, y, z) \leq a(x) + b(y) + c(z) + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) \left[ u(s, t, r) \right.
\]

\[
+ \sum_{k=0}^{x-1} \sum_{l=0}^{y-1} \sum_{n=0}^{z-1} p(k, l, n) W(u(k, l, n)) \left. \right],
\]

is satisfied for \( (x, y, z) \in N_0^3 \), where \( a(x), b(y), c(z) > 0 \), \( \Delta a(x), \Delta b(y), \Delta c(z) \geq 0 \), are real-valued functions defined on \( N_0 \). Then for \( 0 \leq x \leq x_2 \), \( 0 \leq y \leq y_2 \), \( 0 \leq z \leq z_2 \),

\[
u(x, y, z) \leq [a(0) + b(y) + c(z)] + \sum_{s=0}^{x-1} \left[ \Delta a(s) + \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r)Q(s, t, r) \right]
\]

where

\[
Q(x, y, z) = G^{-1}\{W(x, y, z; a, b, c; G, u + W(u), p)\},
\]

in which

\[
G(r) = \int_{r_0}^{r} \frac{ds}{s + W(s)}, \quad r \geq r_0 \quad \text{with} \quad r_0 \geq u_0.
\]

\( G^{-1} \) is the inverse of \( G \) and \( x_2, y_2, z_2 \), are chosen so that \( W(x, y, z; a, b, c; G, u + W(u), p) \in \text{Dom} (G^{-1}) \),

for all \( x, y, z \) lying in the subintervals \( 0 \leq x \leq x_2 \), \( 0 \leq y \leq y_2 \), \( 0 \leq z \leq z_2 \) of \( N_0 \).

**Proof.** Define a function \( m(x, y, z) \) by the right member of (29), so that \( m(0, y, z) = a(0) + b(y) + c(z) \), \( m(x, 0, z) = a(x) + b(0) + c(z) \),
\( m(x, y, 0) = a(x) + b(y) + c(0) \). Then by the same argument as in the proof of Theorem 2 we obtain

\[
\Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) \leq p(x, y, z) \left[ m(x, y, z) + \sum_{k=0}^{z-1} \sum_{l=0}^{y-1} \sum_{n=0}^{x-1} p(k, l, n) W(m(k, l, n)) \right].
\]

If we put

\[
v(x, y, z) = \sum_{k=0}^{z-1} \sum_{l=0}^{y-1} \sum_{n=0}^{x-1} p(k, l, n) W(m(k, l, n)),
\]

so that

\[
\begin{align*}
v(0, y, z) &= a(0) + b(y) + c(z) , \\
v(x, 0, z) &= a(x) + b(0) + c(z) , \\
v(x, y, 0) &= a(x) + b(y) + c(0) .
\end{align*}
\]

Then by following the same argument as in the proof of Theorem 2 we obtain

\[
\Delta^2 v_{xy}(x, y, z + 1) - \Delta^2 v_{xy}(x, y, z) \leq p(x, y, z) v(x, y, z) + W(v(x, y, z)) .
\]

Now by following the same steps as in the proof of Theorem 3 we obtain the estimate

\[
v(x, y, z) \leq G^{-1} \left[ G(a(0) + b(y) + c(z)) + \sum_{s=0}^{y-1} \sum_{t=0}^{x-1} p(s, t, r) \right] = Q(x, y, z) .
\]

Substituting this bound for \( v(x, y, z) \) in (33) we have

\[
\Delta^2 m_{xy}(x, y, z + 1) - \Delta^2 m_{xy}(x, y, z) \leq p(x, y, z) Q(x, y, z) ,
\]

which implies the estimate

\[
m(x, y, z) \leq [a(0) + b(y) + c(z)] + \sum_{s=0}^{y-1} \left[ \Delta a(s) + \sum_{t=0}^{x-1} \sum_{r=0}^{z-1} p(s, t, r) Q(s, t, r) \right] .
\]

Substituting this bound for \( m(x, y, z) \) in (29) we obtain the desired bound in (30). The subintervals of \( N_0 \) for \( x, y, \) and \( z \) are obvious.

**Remark 7.** As pointed out in Remark 2 there are five other alternative conclusions corresponding to permutations of \( (x, y, z) \), \( (a, b, c) \), in addition to the conclusion (20) of Theorem 3. The same
is true in case of the conclusion (30) of Theorem 4. Further we note that, if (29) holds then from the definitions of $m(x, y, z)$ and $v(x, y, z)$ we have

$$(30^*) \quad u(x, y, z) \leq Q(x, y, z),$$

on $N_0^3$, where $Q(x, y, z)$ is defined by (31). In this case $(30^*)$ gives the simpler but not necessarily smaller bound than (30). If we compare Theorem 4 with $W(u) = u$ for $u \geq 1$ with Theorem 2 with $p = q$ we see that (13) and (29) coincide. In this case a simple analysis shows that $R(x, y, z) \leq Q(x, y, z)$ so that the bound obtained in (14) is better than (30).

### 4. Some applications

In this section, we present some applications of our results to the boundedness, uniqueness, and continuous dependence of the solutions of discrete versions of hyperbolic partial differential equations involving three independent variables. It appears that these inequalities will have many applications for finite difference equations involving three independent variables, but those presented here are sufficient to convey the importance of our results.

**Example 1.** As a first application, we obtain a bound on the solution of a summary difference equation

$$(35) \quad \Delta^2 u_{xyz} = f\left[x, y, z, u, \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} h(x, y, z, s, t, r, u)\right],$$

with given boundary conditions at $x = 0$, $y = 0$, $z = 0$, where all the functions are defined on their respective domains of definitions and

$$(36) \quad |f[x, y, z, u, v]| \leq p(x, y, z)[|u| + |v|],$$

$$(37) \quad |h(x, y, z, s, t, r, u)| \leq q(s, t, r)|u|,$$

where $p$ and $q$ satisfy the hypotheses of Theorem 2. By using the given boundary conditions, equation (35) can be represented by the equivalent summary difference equation

$$(38) \quad u(x, y, z) = g(x, y, z) + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} \sum_{k=0}^{s-1} \sum_{l=0}^{t-1} \sum_{n=0}^{z-1} h(s, t, r, l, n, u(k, l, n)), $$

where $g(x, y, z)$ depends on the given boundary conditions. If $|g(x, y, z)| \leq a(x) + b(y) + c(z)$, where $a(x)$, $b(y)$, and $c(z)$ are as defined in Theorem 2, then using (36), (37) in (38) and then applying Theorem 2, we obtain a bound on the solution $u(x, y, z)$ of (35).
EXAMPLE 2. As a second application we establish the uniqueness of solutions of (35) with the given boundary conditions. We assume that the functions \( h \) and \( f \) in (35) satisfy

\[
|h(x, y, z, s, t, r, u) - h(x, y, z, s, t, r, \bar{u})| \leq q(s, t, r) |u - \bar{u}|
\]

(39)

\[
|f[x, y, z, u, v] - f[x, y, z, \bar{u}, \bar{v}]| \leq p(x, y, z)[|u - \bar{u}| + |v - \bar{v}|]
\]

(40)

where \( p \) and \( q \) are as in Example 1. The problem (35) is equivalent to the equation (38). Then for any two solutions \( u \) and \( \bar{u} \) of (35) we have

\[
u - \bar{u} = g(x, y, z) - \bar{g}(x, y, z)
\]

\[
+ \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} \left\{ f \left[ s, t, r, u, \sum_{k=0}^{s-1} \sum_{i=0}^{t-1} \sum_{l=0}^{r-1} h(s, t, r, k, l, n, u) \right] - f \left[ s, t, r, \bar{u}, \sum_{k=0}^{s-1} \sum_{i=0}^{t-1} \sum_{l=0}^{r-1} h(s, t, r, k, l, n, \bar{u}) \right] \right\},
\]

(41)

where \( g(x, y, z) \) and \( \bar{g}(x, y, z) \) depends on the given boundary conditions. Using (39) and (40) in (41) and further assuming \( |g - \bar{g}| \leq \varepsilon \), for arbitrary \( \varepsilon > 0 \), we have

\[
|u - \bar{u}| \leq \varepsilon + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) |u - \bar{u}| + \sum_{k=0}^{s-1} \sum_{l=0}^{t-1} \sum_{n=0}^{r-1} q(k, l, n) |u - \bar{u}|
\]

Now a suitable application of Theorem 2 (with \( a + b + c = \varepsilon \)) gives

\[
|u(x, y, z) - \bar{u}(x, y, z)| \leq \varepsilon + \varepsilon \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} p(s, t, r) K(s, t, r),
\]

where

\[
K(s, t, r) = \prod_{k=0}^{s-1} \left[ 1 + \sum_{l=0}^{t-1} \sum_{n=0}^{r-1} (p(k, l, n) + q(k, l, n)) \right],
\]

Since \( \varepsilon > 0 \) is arbitrary we have \( u = \bar{u} \), i.e., there is at most one solution of the equation (35).

We note that, here is a case where the simpler bound \( |u - \bar{u}| \leq R = \varepsilon k(x, y, z) \) gives the conclusion \( u = \bar{u} \) more easily.

EXAMPLE 3. Our third application is an example of continuous dependence of the solution on the equation and boundary data. Consider the boundary value problem (35) given in Example 1 and

\[
A^s U_{xyz} = F \left[ x, y, z, U, \sum_{s=0}^{x-1} \sum_{i=0}^{y-1} \sum_{r=0}^{z-1} H(x, y, z, s, t, r, U) \right],
\]

(42)

with given boundary conditions at \( x = 0, y = 0, z = 0 \), where all the functions are real-valued and defined on their respective domains of
their definitions and

\[
\left| f\left[ s, t, r, U, \sum_{k=0}^{x-1} \sum_{l=0}^{t-1} \sum_{m=0}^{r-1} H(s, t, r, k, l, n, U) \right] - F\left[ s, t, r, U, \sum_{k=0}^{x-1} \sum_{l=0}^{t-1} \sum_{m=0}^{r-1} H(s, t, r, k, l, n, U) \right] \right| \leq \epsilon ,
\]

and suppose further that the functions \( h \) and \( f \) in (35) satisfy the conditions (39) and (40) with \( q(s, t, r) = M_2 \) and \( p(x, y, z) = M_1 \), where \( \epsilon, M_1, \) and \( M_2 \) are positive constants. The equations corresponding to (35) and (42) are (38) and

\[
U(x, y, z) = G(x, y, z) + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} F\left[ s, t, r, U(s, t, r), \sum_{k=0}^{x-1} \sum_{l=0}^{t-1} \sum_{m=0}^{r-1} H(s, t, r, k, l, n, U(k, l, n)) \right] ,
\]

where \( G(x, y, z) \) depends on the given boundary conditions for the equation (42). From (38) and (44) we have

\[
u - U = (g - G) + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} \left\{ f\left[ s, t, r, U, \sum_{k=0}^{x-1} \sum_{l=0}^{t-1} \sum_{m=0}^{r-1} h(s, t, r, k, l, n, U) \right] - F\left[ s, t, r, U, \sum_{k=0}^{x-1} \sum_{l=0}^{t-1} \sum_{m=0}^{r-1} H(s, t, r, k, l, n, U) \right] \right\} .
\]

By subtracting and adding

\[
f\left[ s, t, r, U, \sum_{k=0}^{x-1} \sum_{l=0}^{t-1} \sum_{m=0}^{r-1} h(s, t, r, k, l, n, U) \right]
\]
in the braces of the above equation, and further assuming \( |g - G| \leq \epsilon \) and using (43), (39), and (40) as mentioned above we obtain

\[
|u - U| \leq \epsilon + \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} \left\{ M_1 |u - U| + \sum_{k=0}^{x-1} \sum_{l=0}^{t-1} \sum_{m=0}^{r-1} M_2|u - U| \right\} + \epsilon \} .
\]

A suitable application of Theorem 2, on the compact set \( 0 \leq x, y, z \leq C, \) yields

\[
|u - U| \leq M\epsilon \left\{ 1 + M_1 \sum_{s=0}^{x-1} \sum_{t=0}^{y-1} \sum_{r=0}^{z-1} \prod_{k=0}^{x-1} \left[ 1 + (M_1 + M_2)tr \right] \right\} \leq M^*\epsilon
\]

where \( M = 1 + C^3, \) and \( M^* \) is obtained by replacing \( x, y, z \) by \( C \) in the expression in brackets. Thus the solution of the given boundary value problem (35) depends continuously on \( f \) and the boundary values. If \( \epsilon \to 0, \) then \( |u - U| \to 0 \) on the set.

In concluding this paper we note that the inequalities and their applications presented here can be extended very easily to \( n \) independent variables. We omit the details.
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