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Word equations in free semigroups have been studied by
many authors. However, word equations in geometrically
arising semigroups lead to word equations in free product
of copies of positive reals under addition (see "Word equa-
tions in some geometric semigroups" by Putcha). In this
paper we generalize Lentin's theory of word equations in
free semigroups to free product of copies of positive reals
under addition.

1* Preliminaries. Throughout this paper ZOf Z+, Z, Qo, Q
+, Q,

Ro, R+, R will denote the sets of nonnegative integers, positive in-
tegers, integers, nonnegative rational numbers, positive rational
numbers, rational numbers, nonnegative real numbers, positive real
numbers and reals, respectively. If S is a semigroup without an
identity element, then S1 = S U {1} with obvious multiplication. If
a,beS, then a\fb (a is a final segment of 6) if b = xa for some
xeS\

If Γ is a nonempty set, then let J^ = ^~(Γ) denote the free
semigroup on Γ. If w e ^~9 then let l(w) = length of w. Let
J^R — J^R(Γ) denote the set of all nonempty finite sequences (also
called words) of the type w = A?1 A£n where n e Z+, a19 , an e
R+, Alf - ,AneΓ and A, Φ Ai+1 for i, i + 1 e {1, , n}. We define
e(w) = n and l(w) = a^Λ han. Let wl9 w2 e ^~R. Suppose wx-=
Afi A%«, w2 = Bfr J5£*. Then we define

J5ίr if An = B,
B!r if AnΦBlt

Now of course expressions of the type w = A?1 A%n{au - , an 6
R+; A19—-,AneΓ) make sense even when At = Ai+1 for some i,
i + 1 e {1, , n}. But note that if n = e(w), then At Φ Ai+1 for any
ί, i + 1 e {1, , n). In such a case we call A?1 AZn, the standard
form of w. ^R(Γ) is a semigroup and is just the free product of
\Γ\ copies of R+ under addition (see for example [3; p. 411]). If
w € ̂ i 1 , then we let w° = 1. Let Γ = {Aα|A eΓ,ae R+}. Ifu9ve Γ,
define ^ — -y if u = Aα, v = Â  for some a, βeR+, AeΓ. Let we
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w = At1 Aln in standard form. Then we say that w starts with
A1 and ends with An. Let Ae Γ. Then A appears in w if A = A*
for some ie{l, •• ,w}. A appears integrally in w if for each
i 6 {1, , n}, Ai = A implies a^e Z+. Otherwise A appears nonin-
tegrally in w. Note that if A does not appear in w, then A appears
integrally in w. A appears rationally in w if for each i e {1, , w),
At = A implies at e Q+. Let ^q(Γ) = {w|w e J^(Γ), A appears ration-
ally in w for each A e Γ}. If ΛSΓ, then let J^(/ΊΛ) = {w|w e
A appears integrally in w for each A e 4 So ^R{Γ\Γ) —
and ^ ( Γ 1 0 ) - ^ ( Γ ) . Also let J^(Γ14) = ^ ( Γ 1 4 ) Π J ^ ( Γ

Let Λ £ Λ, Λ2 £ Γ2, <£: 7\ -> ̂ i (Λ |Λ) such that ^(Λ\Λ) C
Then we can extend ^ to a homomorphism

by letting φ{Aa) = [^(A)]α for A 6 Γ ^ i , α e l ϊ + . We call φ the natural
extension of ^. Let ψ: c^i(A\Λ) —>

 ̂ Λ ( A \ Λ ) be a homomorphism.
Let AeΓ^Λ^ Then A and hence ψ(A) has nth roots for all ne Z+.
It follows that ψ(A) e T2\A2. We say that ψ is a natural homo-
morphism if ψ(Aa) = i/r(A)α for all i e Γ ^ , α e i ί + . In such a case
ψ — φ where φ is the restriction of ψ to Γx. In this paper we only
consider natural homomorphisms.

DEFINITION 1.1. By a word equation in variables Xίf •• ,X n

we mean {̂ x, w2} where wγ — wx(X19 , XJ, ^ 2 = w2(Xlf , X J e
•^(Xi, •••, XJ 1 . I t is not necessary that each Xt appears in wγw2.
Let S be a semigroup and a19 •• , α 5 t e S . Then (α^ , a n) is a
solution of {wlf w2} if wλ(au ••-,«») = w2(«i, , α»).

Detailed study of word equations leads to the concept of a gen-
eralized word equation defined below. This concept is similar but
not identical to the concept of a constrained word equation defined
in [5].

DEFINITION. By a generalized word equation in variables
Xu , Xn we mean <W = {w19 w2; Tlf , Ts} where wι == wx(Xu , Xn),
w2 = w2{Xlf , X J 6 J^XXx, , X J 1 and Tlf -- ,TS are pair wise
disjoint nonempty subsets of {Xlf , Xw}. (s = 0 means that ^ " is
the word equation {wlf w2}.) Let X e {X19 , X J . Then X i s a con-
strained variable if Xe Tt for some ΐ. Otherwise X is a free vari-
able of 5^".

Let uu " >9une ^R{Ω). Then /̂  = (u19 ••-,%»), is a solution of
^ ^ if (i) w^u^ — -, un) = w2(u19 , %Λ), (ii) X t e Ty implies e(̂ <) = 1,
and (iii) Xί9 Xke Tό implies ut~uk. Let Ωx — {A|Ae Ω, A appears in
u, un) and i32 = {A|AeΩ, A appears integrally in each uif

i = 1, , n}. We define the symbol Ωι\Ω2 to be the alphabet of μ.
If i?! = Ω2 we also write Ωι instead of Ω1\Ω1. Clearly uu , une

2). In this paper we only consider solutions of (generalized)
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word equations in ^R(Γ)9 Γ a nonempty set.

DEFINITION 1.2. Let v = (a19 , an), μ = (6lf , bn) be solutions
of a generalized word equation <W such that v has alphabet / Ί l ^
and μ has alphabet Γ2|Λί2. Then v <^ μ (μ follows from v) if there
exists a natural homomorphism ψ: ^R{Γ^A^) —» J^r

R(Γ2 \ Λ2) such that
^(a^) = 6^1 = 1, , n. We write ψ:v <L μ if we want to take into
account the corresponding homomorphism ψ. u ^v if μ <̂  v ^ μ.

REMARK 1.3. ^ is transitive in the class of all solutions of a
given generalized word equation ^ " . When we restrict the above
definition to solutions in free semigroups of word equations, we are
led to Lentin's concepts in [1] (some of the incorrect concepts in [1]
are corrected in [2]).

2* Principal solutions* We now generalize Lentin's concept of
a principal solution [1, 2].

DEFINITION 2.1. Let μ be a solution of a generalized word
equation ^ \ Then μ is a principal solution if for any solution v
of <W, v ^ μ implies v ^ μ.

Let μ = φ19 ••-,&») be a solution of a word equation 5^\ Then
i " e y (as a solution of "W) if there exists a solution v = (α1? , an)
of W~ such that the following properties are true:

(2.2) There exists a unique f:v ^ μ.
(2.3) If δ is a solution of ^ * such that d ^ μ, then v £ δ.
(2.4) Let Λ|Γ2 be the alphabet of v. Then for each A e Γlf

there exists ί e {1, , }̂ such that α< ends with A.

REMARK 2.5. i; above is necessarily principal. We will show
(Theorem 2.19) that if μ is a solution of any generalized word equa-
tion: then μeS^. We will also show (Theorem 2.23) that any
principal solution v satisfies both (2.4) and its right-left dual.

In Lemmas 2.6-2.18 we develop the machinery for replacing the
solution of a given word equation with a simpler solution of a
related word equation.

LEMMA 2.6. Let W = {wlf w2; Tu , T8} be a generalized word
equation in variables Xl9 , Xn9 n > 1. Suppose Xγ is a free
variable not appearing in wxw2. Let μ = (u19 , un) be a solution
of 'W. Let (W^f — {wl9 w2; T19 •••, Ts} considered as a generalized
word equation in variables X29 , Xn. Then μr — (u29 , un) is a
solution of <W\ If μr eS^9 then μeS^.
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Proof. Suppose μ! e S^. Correspondingly there exists a solution
v' of 5T~ satisfying (2.2), (2.3), (2.4). Let i/ = (v29 , vn) with
alphabet Γ'\Λ'. There exists unique f'w'^μ'. Let A&Γ, set
Γ = Γ' U {A}, Λ = Λ' U {A}. Let ^ = A, v = (^, v8, , vn). Then y is
a solution of ^ ^ and has alphabet Γ\Λ. Also f:v ^μ where / is
an extension of / ' with /(A) = uu Suppose g: v ^ μ. Let #' be the
restriction of g to ^i(Γ'|Λ'). Then g':v' ^ μ'. So f = g'. Since
/(A) = /(vj - flr^) = g(A), f=g. Let BeΓ. If B = A, then wx ends
with A. Otherwise BeΓ' and some ^ , i > 1 ends with I?. Finally
suppose δ is a solution of W~,δ<.μ. Let <5 = (a19 , α j . Set
δ' = (α2, •••, α j . Then δ' is a solution of ^ ' . So there exists
g'\ vr ^ δ'. #' extends to g:v ^δ where g{A) = α^ This proves that

LEMMA 2.7. Lei Ύ/^ — {uw19 uw2; Tlf , Γs} 6e α generalized
word equation in variables Xlf , Xw. Suppose μ is a solution of
Ύ/^. Then μ is a solution of W^' = {wl9 w2; Tu , Γ8} iw variables
Xlf , JfΛ. If μe£S as a solution of Ύ^', then μeS^ as a solu-
tion of

Proof. This follows trivially since the solutions of W are ex-
actly the same as the solutions of

LEMMA 2.8. Let Ύ/^ — {w19 w2; Tlf , T8} be a generalized word

equation in variables Xlf •••, Xn. Suppose Tx = {X19 •••, Xk}9

u, v e ^" (2\) . Lei ^ = (6t, , 6»), P = (alf , an) be solutions of
Ύ/^9 v ^ μ. Let c, = ^(6^ , 6J, c2 = v(bl9 , 6fc), ^ = u(a19 , α*),
cί2 = v(al9 , ak). Then c1 = c2 if and only if dγ — d2; l(cλ) < l(c2) if
and only if l{d^) < l(d2).

Proof. Let f:v<^μ. Let Γ\Λ be the alphabet of v. There ex-
ists AeΓ such that al9 , ake A. So cίf c2e A. Suppose Z(cJ = l(c2).
Then e1 = c2 and so d± — /(ct) = /(c2) = cZ2. Next suppose Z(ct) < l(c2).
Then c2 = c,x for some x e J^R{Γ\Λ). So cί2 = /(c2) = f{cλ)f{x) = ^/(α?).
Thus Z(di) < ϊ(da). Similarly i(c2) < l(c^ implies l{d2) < l{d^). Since
these are mutually exclusive cases, we are done.

LEMMA 2.9. Let <W = {w^ w 2 ; ϊ7!, , T8} be a generalized
word equation in variables X19 *--9Xn such that uve^ίTJ. Sup-

pose μ — (b19 •••,&») is a solution of y/^ such that u(b19 , bn) =

v(b19 , δ j . Then μ is a solution of W — {w19 w2; Tlf , T8] in

variables X19 , Xn. Moreover, if μe 6^ as a solution of Ύ/^'9 then

μ G S^ as a solution of
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Proof. Let Jzf = v \ v is a solution of "W9 v <; μ}9 & = {v \ v is a
solution 5^ ' , p <; μ}. It suffices to show that J ^ = &. First let
^ — (αi> * •> °ϋ G * ^ Then by Lemma 2.8, w(αx, , α j = v(a19 , α j
and so v e ^ . Conversely if v e ^ , then the same argument shows
that v

LEMMA 2.10. Lei ' ^ = {%Wi, vXjW2; Tl9 , Γ,} δe α general-
ized word equation in variables Xlr *-,Xnsuch that uv&J?~(Tΐ)9

Xjβ T2. Let μ = (b19 •••, δ j δe α solution of c%^ such that
l(v(bl9 , δ j ) < Z(^(δi, *' #> &n)) Γ&ew μ is a solution of Ύ/^' = {uwlf

vXόw2; TλΌ T2, T3, •••, Ts}. If μe^ as a solution of ^ ' , then
^ as a solution of

Proof. Let cx = u(b19 , δ j , c2 = v(δx, , δ j . Then cx ~ c29

lipz) < l(Ci), Ci = c2bj . Since X-,- is constrained, it follows that
eφj) = 1 and δ i - c, - δx. So for all Xk e T29 bk - δ i - δx. It follows
that /̂  is a solution of Ύ/^'. I t is clear that every solution of <&r9

is a solution of "W. So it suffices to show that if v is a solution
' 3 ^ and v ^ μ9 then v is a solution of Ύ/^f. Let v = (αx, •••, α j .
By Lemma 2.8, Z(^(αi, •••, an)) < l(u(a19 •••, α»)) and the above argu-
ment shows that v is a solution of <W~t.

LEMMA 2.11. Let W = {w9 w; Tl9 ••-, T8) be a generalized word
equation in variables X19 , Xn. Let μ = (u19 , un) be a solution
of Ύ/^. Then

Proof. Since the solutions of *W are the same as those of {1,
1; TΊ, •••, T8) we can assume without loss of generality that w = 1.
First assume s — 0. Then by Lemma 2.6, we can assume that n = 1.
Introducing a new symbol A we see that x; = (A) is a solution of
Ύ^ and satisfies (2.2), (2.3), and (2.4).

Next assume s ^ 1. Then by Lemma 2.6, we can assume that
Ύ/^ has no free variables. Let Ω = {Alf , A J where At = Ak if
and only if Xi9 Xh lie in same Tά. We define a solution y = (vt, , vn)
of Ύ^ as follows: Let Γ,- = {Xjω, . . . , XJ(ί)}. Let the alphabet of
μ = Γ1 \Γ2. There exist AeΓ19ru , rt e R+ such that uj{i) = A r i.
We wish to distinguish two cases. First suppose there exists
deR+,hu - , kt e Z + such that (rlf , r«) = d f e ••-,&,). Then we
can assume &!, -*-,kt are relatively prime. Also, if r1? •• , r t e 2 + ,

. In such a case set vj{i) = Cki where C = A, ω = =
Ad, i = 1, , t. Next assume there is no such d. Then

set vί(i) = il&,, ̂ (Ai(<)) = A, i = 1, , t. Then v = (vx, , v j is a
solution of Ύ/^. Let i?! = {A^A* appear integrally in each vj9 j = 1,
• , n). Then φ{Ω\Ω^Γ\Γi. Also if 0 is the natural extension of φ
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to j^R{Ω\Ω^)y then φ:v^μ. Since e{u%) = e(v%) = 1 for all ΐ, it is easy
to see that φ is unique. Also it is clear that for each BeΩ there
exists Vi such that vt ends with B.

Now let d — (aίf « , α j be a solution of 2^", with alphabet
ΛI4, g: δ ^ μ. We wish to define ψ:v <^d. Let ϊ1,- = {X, (D, , X, (ί)},
um = A% α i ( 1 ) = 5 % i = 1, •--,*, % „ - C\ CeΩ. Let 0(C) = A\
g(B) = A9. Then d(kίf •••,*«) = (r t, , r,) = g(px, , p t). Define
ψ(C) = Bd/q. We must show that if ΰ e 4 then d/qeZ+. So let
5 e Λ2. Then j ^ , , pt e Z+. Then by above, kί9 > -,kte Z+ and are
relatively prime. Also pjkt = d/q, i — 1, , t. There exist
πi9 '' Ί πt € Z such that πJc^Λ \-τttkt = 1. So d/q — πJc^djqΛ h
πtktd/q = 7ΓiPi+ +πtPt e %• So d/q e Z+. It is clear that if ψ is
the natural extension of ψ to J^R{Ω\Ω^9 then ^ : v ^ δ. So v satisfies
(2.2), (2.3) and (2.4); proving the lemma.

LEMMA 2.12. Let W~ = {w^ ^ 2 ; Tu •••, ΓJ δe α generalized
word equation in variables Xlf « ,X W . Suppose W" has no free

variables and μ = (6^ •••,&») is α solution of W~. Then μe &*m

Proof. We prove by induction on Z(^x^2) + β. If w1 = w2 = 1,
then we are done by Lemma 2.11. So assume W1Φ1 (and hence
W2Φ1). Without loss of generality we can assume that w1 starts
with a letter in ϊ\. We can write w1 — uxu2 such that u
l(u±) maximal. Similarly write w2 = VyV2 such that /v1e,^r(jΓ1)

1,
maximal. If UjfJ)lf •••,&») = ^i(δi, , &J, then we are done by
Lemma 2.9 and the induction hypothesis. So by symmetry assume
l(viΦi, , bn)) < i(%i(6i, , 6»)). Let v2 = X2v3. Without loss of
generality we can assume X2e T2. We are again done by the induc-
tion hypothesis and Lemma 2.10.

LEMMA 2.13. Let W~ — {uwu vw2; Tu ••-, T8} be a generalized
word equation in variables Xlf , Xn. Let μ = (6^ , 6J,
v = (al9 « , α j be solutions of Ύ/^,v<.μ. Set cι — u{au^'fan)fc2 —
v(aίt , an), dλ = %(6i, , &J, cί2 = v(bl9 , δ j .

Proof. Let f:v <^ μ. Then /(cx) = d^ /(c2) = d2. Now ^ =
c2 . If l(cΐ) — Z(c2), then c,. = c2 and di = d2. If l{c^) < Z(c2); then
c2 = CiC2 for some c'2Φl and so d2 = d^ where d[ — f(c'2) Φ 1. Hence
Z(dx) < l(d2). Similarly l(c2) < Z(cJ implies Z(d2) < Z(dO. Since these are
mutually exclusive cases, we are done.

L E M M A 2 .14. Let C W = {uwu vXάw2, Tu •••, Ts} be a general-
ized word equation in variables Xu ---,Xn such that uv
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and Xs is a free variable. Let μ = φu , bn) be a solution of
Set cγ = u(bl9 , bn), c2 = v(bu , bn). Suppose l(c2b3) ^ Ifa). Let
W~' = {uwlf vXjW2; ϊ\ U {Xj}, T2, ••-, T8) in variables Xlf , Xn.
Then μ is a solution of *W*\ If μeS^ as a solution of W 9 then

^ as a solution of

Proof. l(c2bj) <̂  Z(Ci) and cλ = c2bά , and so e(bό) — 1, bj~ct.
It follows that μ is a solution of Ύ/^f. It is also clear that every
solution of eW' is a solution of W. We need only show that if v
is a solution of Ύ/^ and v ^ μ, then p is a solution of ^ " ' . So let
v = ((&!, , an) <^ μ. Let cϋj. = t6(ax, , a j , d2 = !;(»!, , a j . Then
by Lemma 2.13, l{d2a3) S l(at). So by the above argument v is a
solution of

LEMMA 2.15. Let Ύ^ = { 1 ^ , vXόw2\ Tu •••, T J δe α general-
ized word equation in variables Xlf- -,Xn such that uve^{T^)
and X3- is a free variable. Let μ = (6^ •••,.&») δβ α solution of Ύjf~.
Set cx = w(6i, , 6J , c2 = !;(&!, •••,&»). Suppose l(cjbs) > Ifa) > l(c2).
Then there exist bn+19 b) Φ 1 s^cA that bn+1 ~ cι ~ c2, bd — bn+1b] and
0i = 0s&»+i Introduce new variables Xj, Xn+1. Set T[ — Tλ U{Xw+i}.
Z/βί ^ ί , w2 be the words obtained by replacing Xό by Xn+1X'ό in wί9 w2

respectively. Let Ύ/^' be the generalized word equation {w[, XjW2;
T[, T2, , T8} in variables Xu . -Xj_u X'if Xj+1, - ,Xn, Xn+1. Then
f*r — Φu ' F &i-i> b'j, bj+i, ' 9,bn, bn+1) is a solution W. Moreover,
if μr eS<*, then μe&*'.

Proof. Now c1 = c2bά and so the existence of bn+u b'5 fol-
lows. It is clear that μ' is a solution of <Wt. Suppose μf e £f. Then
there exists a solution v' — (alf , a^^ a5, ai+ι, , an9 an+1) of 5 ^ ' ,
/: v9 ^ ^ ' such that (2.2), (2.3), (2.4) are true. Let as = an+1a'j9 v=
(a19 , α^..!, aό, aj+1, , αΛ). By Lemma 2.8,1/ is a solution of the
word equation {u, vXn+1}. I t now follows easily that v is a solution
of ^ \ Let Γ|/ί = alphabet of 1/. Then alphabet of v = Γ\Λ and
f:v <Z μ. If g: v ^ j«, then by Lemma 2.13 g: 1/ <: μf and so g = f.
Let A e Γ . If αw + 1 ends with A, then so does ak where Xk e Γ1# If α^
ends with A9 then so does ad. It follows that v satisfies (2.4). Finally
let<? = (d19 , dj be a solution of S^~, h: d <> μ. Let c3 = ^ ( ^ , dn),
c4 = v(dί9 •••, d j . By Lemma 2.13, l{c^ds) > Z(c8) > Z(c4). As above
there exist dn+ί9 d'3 Φ 1, such that dn+ί~cz~cA, d5 = d%+1d, , c3 = c4cZn+1.
It follows that d' — (d19 , dj_u d'jf dj+1, , dΛ9 dn+1) is a solution
^ " \ It is also easily seen that h: <5' ̂ μ'. So there exist hλ: vr ^ δ'.
It follows as above that h^ v ^ δ. Thus jtί e Sf 9 proving the lemma.

LEMMA 2.16. Let Ύ/^ = {^, w2i Tu •••, Γ J 6e a generalized
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word equation in variables Xί9 , Xn. Suppose Xd is a free vari-
able of W. Let μ = (bl9 , 6J be a solution "W such that for any
solution v = (alf , α j of "W, v ^ μ implies e(ad) = 1. Let cWf be
the generalized word equation {wlf w2; Tl9 Tsf {Xd}} in variables
Xu , Xn. Then μ is a solution of W"'. If μeS^ as a solution
of c/^t

 9 then μeS^ as a solution of

Proof. Clearly, every solution of W is a solution of <W. Let
V be a solution of Ύ/^ such that v ^ μ. Then by hypothesis v is a
solution Ύ/^'. Then lemma now follows trivially.

LEMMA 2.17. Let Ύ/^ = {X{wl9 Xdw2; T19 •••, Ts] be a general-
ized word equation in variable X19 , Xn such that Xj is a free
variable. Let μ "= (bl9 •••,&„) be a solution of Ύjf such that
Iφi) < ϊ(&y) Then there exist b) Φ 1 such that bd = bfi'j. Introduce
a new variable X] and let w[9 w[ be the words obtained by replacing
Xj by XXά. LetW = {w[, X'sw't; Tu ., Ts} in variables Xly , Σ%.
Then μr — (b19 , bβ_ίf b'jf bj+ί, , bn) is a solution of W. Let

= {v\v is a solution of W9 v ^ μ}9 & = {vf\v' is a solution of
\ vf ^ μ'\. Let v = (a19 , an) e j ^ . Then there exists aά Φ 1

such that ad = a^a). If Φ(v) is obtained by replacing α, by a\ in v,
then Φ(ι>) e&. If f:v<,μ, then / : Φ(p) ̂  μ'. Let vf = (aίf , a',,
• , α j 6 ̂ . If Ψ(v) is obtained by replacing a] by a5 — a^a], then
Ψ(vr) e j * . If f: xf ̂  μ\ then f: Ψ{v') ̂  μ. Moreover Ψ = Φ'\
Finally μeS^ if and only if μf eS^.

Proof. Suppose v = (α^ , an) e <$/. By Lemma 2.13, l{
and so there exists a] Φ 1 such that a5 = ata'j. So Φ makes sense.
Let xf = Φ(ϊ̂ ). It is clear that v satisfies (2.4) if and only if v' does.
Rest of the assertions are now fairly obvious.

LEMMA 2.18. Let W~ = [Xtw19 X2w2; Tίf •••, T8} be a general-
ized word equation in variables X19 , Xn such that X19 X% are free
variables. Suppose μ = {b19 - - *,bn) is a solution of "W. Suppose
bλ — b2. Let w[, w'2 be obtained by replacing Xx by X2 in wl9 w29 re-
spectively. Let Ύ/^' be the generalized word equation {w[f w2;
Tly , T8} in variables X2f , Xn. Then μf == (b2, , b%) is a solu-
tion of W"'. Moreover, if μf eS^9 then μ 6 S^.

Proof. Let <$/ = {v\v is a solution of W~9 v ^ μ), 32 = {v\v is
a solution of W"'9 v ^ μf). If v = (al9 , an) e J ^ , then by Lemma
2.13, «i = a2. So Φ(v) = (α2, , α j 6 ̂ . Also, f:v <: μ implies
/: Φ(v) ̂  Φ(j«) = μ'. It is also clear that v satisfies (2.4) if and only
if Φ(v) does. If i/ = (α2, , an) e ̂ , then let Φ(ι/)=i> = (α8, α2, , α j .
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It is clear that v e Szf. Also g: vt <; μf implies g: v ^ μ. Finally, it
is obvious that ΦΨ, ΨΦ are identity maps of έ% 9 jzf respectively.
So Ψ — Φ~ι. This correspondence yields the result.

T H E O R E M 2.19. Let Ύ/^ = {wί9 w2; T19 ••-, Ts} be a generalized
word equation in variables Xl9 , Xn and let μ = φl9 •••,&») be a
solution of 3P~. Then

Proof. Let d denote the number of free variables of Ύ/"\ We
prove by induction on d. If d = 0, we are done by Lemma 2.12.
So assume d > 0. We now (for a given d) proceed by induction on
s. If w1 — w2, we are done by Lemma 2.11. So assume w1 Φ w2.
Let wx start with Xi9 w2 start with X5. By Lemma 2.7, we can
assume that Xt Φ Xs. Next suppose Xi9 Xs are both constrained,
Xiβ 2\. If Xjg T19 we are done by Lemma 2.10 and our induction
hypothesis on s. So let Xs e Tx. Now wx — uw3, w2 — vw^ such that
u,ve ^ " ( T J , l(uv) maximal. Let cx = u(bu , bn), c2 = ^(6^ , &J.
By Lemma 2.9 and an easy induction on l(w1w2)9 we can assume that
Kci) =5* ife). By symmetry assume i(c2) < i(Cj). If w4 starts with a
constrained variables we are done by Lemma 2.10 and our induction
hypothesis on s. So assume w± starts with a free variable. Thus
by Lemmas 2.14 and 2.15, we can assume, without loss of generality,
that either X* or X5 is free. By Lemma 2.6 and our induction hy-
pothesis on d, we can assume that each free variable occurs in wxw2.

We now assume ueS^ and obtain a contradiction. Let <^ =
{r\Xr 6 Tq for some q}. Let μ(0) = μ, b™ = br, r - 1, . . , n, W~w = W,
wΓ = wιt w{

2

0) = w2j Xr

{0) = Xrf r = 1, , n. Also let Jlfw - Ko ) =
(αf °, •••, α^°)|αeβ} denote the class of all solutions of Ύ^ such that
v ^ μ. Let ^ ( 0 ) = w^^Xi, , Xw), m .̂0) the number of times Xr ap-
pears in u(0). Then m?} > 0 for r $ <if. Let δ = ^ ^ ^ δ ^ , δ j and
for aeΩ9 let αα = u(0)(αf'°, •• ,α^' 0). We will construct a sequence
of generalized word equations ^~ ( f c ) with particular solutions μ{k) =
Φίk\ *"ybik)) such that the following conditions are true for all
k e Z. Intuitively we are looking at the sequence of word equations
obtained by always truncating on the left.

(I) 5T~(*> = {Wo»f W(*>; τl9 , Γ.} in variables X*\ , X™ such
that Xίk) = Xr for rerέf.

(II) w?\ wik} start with different variables, at least one of
which is free.

(III) The class of solutions v of W~[k) such that v ^ μ{k) can be
written as JT ( f c ) = {v{

a

k) = (aΐ'\ ••-, <' & ) |αei2}.
(IV) There exists u{k) e ^ f l , , Xn) such that &• =

^(fc)(δf5, , δifc)), αα = u(fc)(αf'fc, , α:'fc) for all aeΩ. Let mί*> denote
the number of times Xr appears in u{k\ If k > 0, then m{k) ^m{k~~ι\
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r = 1,
(V)

that &
aeΩ.

(VI) Suppose k > 0. Then there exists g e {1, , n}q g <̂ % such
that X,(fc) ^ Xq

{k-1] and X(&) = Xr

(/b"1} for all r e {1, , n}, r Φ q. Also
there exists t e {1, 2} such that wίk) starts with Xq

{k) and wlk~ι) starts
with Xy-". If w{k_~tι) starts with Z^" 1 *, then mf > mp

k~ι).
(VII) Suppose k > 0, r e {1, , n). If Xik) = X^"1 }, then

&w = ft^"1), α?-fc = a^-1 for all α 6 Ω. If Xr

(fe) ^ X?~ι\ then 6^)|/δ^fe-1),
αί^l/α *"1 for all aeΩ.

(vπi) μ(fc) e ss.
Clearly 5 ^ ( 0 ) satisfies (I) to (VIII). We proceed by induction.

So, having constructed ^~ ( 0 ) , ...,5^< fc> satisfying (I) to (VIII), we
proceed to construct Wk+ι\ Let w[k) = X^w[, w{k) = Xq

{k)w'2. Then
2> ̂  q and ei ther Xp

(fc) or Xq

Uc) is free. ^(fc) = ψίk), •••, 6ife)) is a solu-
tion of 5 ^ ( f c ) . If l{¥k)) = i(δίfc)) then 6̂ ,&) = &£fe) and by Lemmas 2.14
and 2.18, μ{k)eS^, contradict ing (VIII). By s y m m e t r y assume
l(h{k)) < l(Vq

k)). By Lemma 2.14, Xq

Uc) is free. Also ¥k) = ¥p

kΨq

k+1)

for some bq

k+1] Φl. Introduce a new variable Xq

ik+) and set Xr

(&+1) =
Xίk) for r Φ q. Also let ¥r

k+1) = δί /c) for r ^ 9, ̂ (fc+1) = (6{Λ+1, , Kk+1)).
Let wf+1) be the word obtained by replacing Xq

{k) by X^k)Xq

(k+1) in
wί and w{k+1) = XJ&+1)^2' where wj' is the word obtained by replacing
Xq

{k) by X™X}k+1) in wj. Then wί*+" does not s tar t wi th X}k+1). Let
3^<*+1> = {wί*+1>, ^ f c + 1 ) ; 2\, •••, Ts} be the generalized word equation in
variables Xx

(fc+1), , X«+1). So (I), (II) are satisfied. By Lemma 2.17,
is a solution 2^ ( f e + 1 ) and μ{k+1) $ S^. So (VIII) is satisfied. If

, t h e n b y L e m m a 2.17, aa

q>
k = aa

p>
k = aa

p>
kaa

Q'k+1 f o r s o m e aa

q>
k+1Φl. S e t

α?' f c-α?' f c + 1 for rΦq, v{

a

k+1) = (aΐ>k+1, , α«'fc+1). Let , ^ ( Λ + 1 ) - M & + 1 ) | α e ΰ}.
That JT ( / 5 + 1 ) satisfies (III) follows from Lemma 2.17. Let u{k+1) be
the word obtained by replacing Xq by XpXq in u{k). Let m^ + 1 )

denote the number of times X{k) appears in u{k+ι\ r — 1, •••,%. Then

It is now easy to see that (IV), (VI), (VII) are satisfied. Let u{k+1) =
Xr for r Φ q, uq

k+1) = XpXg. It is then clear that (V) is satisfied.
This completes the construction.

Let & = {r\m{

r

k) -» 00 as fe->oo}. By (IV), Σl=i^rc) -> °° and
so & Φ 0 . Let J ^ = {r\ for any fee Z+, there exists kr > k such
that Xr

(fc'> ^ Xr

(fe'+1)}. We claim that & = j ^ . First assume r e ^ .
It follows from (IV) that l(¥Jc)) -» 0 as fc-> 00. It then follows from
(VII) that rej^f. Hence ^Qjzf. Conversely let r 6 j ^ . Suppose
r ? ^ . Then there exists keZ+ such that m{k) = m^fc/) for all fc' > /b.
There exists m>k such that X^m) Φ X{

r

m+1). There exists πe&.
So π Φ r and by above, π e J^f. So there exists Θ e Z + , θ > m such
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that X™ Φ Xi0+1\ By (VI) X™ = Xίθ+ι). Choose j > m, minimal so
that X^ = X}*+1). Then X?~ι) Φ X}*\ By (VI), there exists t e {1, 2}
such that w{

t

j) starts with Xi'\ It then follows again by (VI) that
m{j+1) > mp, a contradiction. So r e ^ and j ^ = &. It follows
that ^ 0 ^ = 0 .

Since J ^ = & 9 it follows from (VII) that there exists ε e Rλ

such that l(blk)) ^ ε for all k e Z+, r e {1, . . . , n}\&?. By (IV), it fol-
lows that Z(δί.fc))->0 for all r e ^ . Since & is finite, there exists
Me Z+ such that l(b(

r

M)) < ε for all r e &. Let m > M. Repeated
application (V) shows that there exist vίm), , <m ) 6^~(XU « , X J
such that aVM = v{

r

m)(aΐ>m, , aa

n>
m), r = 1, , n, a e Ω and Vr

M) =
^ w ) (δ | m ) , ••-, δΓ), r = 1, •••, n. The choice of M implies that for
r G ^ , t ; ί m ) does not involve Xt for any ί g ^ . Thus for r e ^
^ m ) is a word in Xt(te&). Let αei2, re&. We will show that
β(α?>Λf) = 1. Since J ^ = ^ , we see by (VI) that there exists N> M
such that for any θ > N, w[θ\ w{

2

θ) do not start with X3

m for any
j $&. It follows from (IV) that there exists L > N such that for
any θ ^ L,te &, e(a"'θ) = 1. Since r e J^% there exists P> N such
that X,ίP) Φ Xr

(P+1). So by (VI), there exists π e {1, 2}, such that w<P)

starts with Xr

(P). Suppose ^spl starts with X3

 P). Then by above
j 6 ^ . So e(α?'p) = e{afp) = 1 and so α? ' p ~ α?'p. We claim that for
any p^P, if either w[v) or w^0 starts with X}p\ then α? p — α?>p.
We prove the above property for p + 1, assuming it to be true for
p. By symmetry, let w[p) start with Xt

(ί>), Xt

(p) Φ X?+1). Then by
(VI) wίp+1) starts with X^4"15 and by (VII), α?'p+1 - α?'p - α?'*\ If
w^+1) starts with X^+1), then clearly < p + 1 - α? p + 1 - α?'p. Thus the
asserted claim is true. Now let te&. Then since ί e j / , there
exists p > P such that Xip) Φ X\v\ So by (VI), either w[p) or w{

2

p)

starts with XpK By above, α?-31 - aa

r'
p. Since p > L and e(aϊL) = 1,

we see by (VII) that a?'L - aa

r>
p. Now a?*" = v{

r

L)(aΐL, , α^'z).
Since Xt does not appear in vι

r

L) for ί ί &, we see by the above
that e(aa

r'
M) = 1. Since M is independent of α, we see by Lemma

2.16 (and our induction hypothesis on d) that μ{a) e S^, contradicting
(VIII). This contradiction proves the theorem.

COROLLARY 2.20. Let *W" be a generalized word equation and
μ, vlf v2 solutions of Ύ/^ such that vι ^ μ9 v2 ^ μ. Then there exists
a solution v of "W such that v ^ vx and v <̂  v2. In particular, if
v19 v2 are principal, then vx <*& v2.

LEMMA 2.21. Let Ύ/^ be a generalized word equation, μ a
principal solution of Ύ/^ such that μ satisfies (2.4). Then μ satis-
fies the right-left dual of (2.4).

Proof. By the dual of Theorem 2.19, there exists a principal
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solution v of W satisfying the dual of (2.4) such that v ^ μ. Since
μ is principal, v ** μ. There exist f:v <k μ, g: μ <; v. Let the alph-
abet of μ = Γλ\Λu alphabet of v = Γ2\Λ2. Then f(Γ2\Λ2) Q Γ\ΛU

g{Γ\Λ,) £ f\pΓ. Let v = (αx, , α j , μ = (δt, , δ j . Let A 6 Λ
Then there exists i e {1, * ,w},δei^CTJ^) 1 such that δ* = δA. So
α* = gφi) = ag(A) where a — g(b). Let #(&<) end with BeΓ2. We
claim that BeΛ2. Suppose not. Now g(A) = eJBr for some reR+,

c e J^(Γ 2 | Λ2)\ Since B e Γ2\Λ2, f(B) e T^A. Let /(J3) = D\De Γ\Λlf

teR+. But &A = 6, = /(α,) = f(a)fg{A) = f(a)f(c)Dtr, a contra-
diction since A e 4 B ί Λ Thus B G ^ and we can assume that
g(A) - c£ for some c e ^R(Γ2\Λ2)\ Now δA = 6, - /(α4) = f(ac)f(B).
So /(J5) = dA for some d e ^ i ( Λ I Λ ) 1 . Also the dual of the above
argument, applied to B, shows that there exist je{l, •• ,n},xfyG
jrR(Γ2\Λ2)\ z e J^OΓJA)1, C e Λ, such that aά - Bx, f(B) = Cz, g(C) - By.
We claim that C = A. Suppose not. Then since Cz — /(iϊ) = dA,
we see that f(B) = CuA for some n^^R{Γγ\Λ^)\ Then gf{B) =
g(C)g(u)g(A) = Byg(u)cB. Thus J3 appears at least twice in gf(β).
An easy induction shows that B appear at least 2* times in (gfY(B).
In particular l((gf)\B)) —> oo as ΐ —> oo. However αy = (g/)*(&,) =
(gfY(B)(gfY(x) for all i. This contradiction shows that A = C. So
&,. = /(αy) = f(B)f(x) = C /̂(α;) = Aί5/(flj) and δ, starts with A.

Next suppose i e Γ ^ . There exists ie{l, — ,n} such that 6<
ends with A. So there exists r e JS+, δ e ^R{Γ\A^γ such that δ* = δAr.
Now g(A) e 7\\ΛΓ. SO there exists keR+,Be Γ2\Λ2 such that g(A) = B\
Now f(B) e ΓXΛΓ. SO there exist teR+,Ce Λ\4 such that f{B)-=Cι.
Thus

δA' = δ, = /(α,) - Λ ^ ) = fg(b)C«k .

It follows that C = A. There exists ie{l , •••,%} such that αy

starts with -B. Since f(B) = A*, δy = /(α,-) starts with A. This com-
pletes the proof.

LEMMA 2.22. Let Ύ/^ be a generalized word equation with
solutions v = (alf , an), μ = (δ1? •••,&») having alphabets Γλ\ΛL, Γ2\Λ2,
respectively. Suppose v satisfies (2.4) and its dual, and fiv^μ,
g: μ <: v. Then g — f~x and f, g are unique. If f19 f2 are restrictions
of f to Λx and ΓJΛι respectively, then ft: Λ1 ~> Λ2 and f2: ΓJΛ1 -+
Γ2/Λ2 are bisections.

Proof. Now /(Γx\4) £ Γ2\Λ21 g(Γ2\Λ2) Q Λ\Λ Let A 6 Aλ. Then
there exist ί, j e {1, , n}9 c, de ^R{Γ\Λ^ such that α* = AC, aό = dA.
So Ac = at = gf(at) - gf(A)gf(c). Similarly dA = gf{d)gf{A). Thus

starts and ends with A. Let /(A) start with B, end with C.
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If B 6 Γ2\A2, then (B) e Γ^Λ, contradicting the fact that gf(A) starts
with A. So B 6 A2. Similarly C e A2. So /(A) -Bx=yC for some x, y e
J^R(Γ2\Λ2y. Also gf(A) = flr(B)flr(a?) = g(y)g(C). So ?(£) starts with A
and 0(C) ends with A. So there exist a, be^(ΓJ^)1 such that #(!?) =
Aa, g(C)'=bA. We claim that /(A) = J5. Otherwise there exists
ze^R(Γ2\Λ2γ such that /(A) = BzC. So #/(A) = AazbA. An easy
induction shows that A appears at least 2k+1 times in (gf)k(A) for all
ke Z+. In particular l{gf)\A) -* oo. But α, = (0/)*(α*) = (gf)\A)c
for all fce Z+. This contradiction shows that /(A) — 1?. Now g(B) —
Aa — bA. We claim that A = 0(1?). Otherwise there exists c^e
J ^ ( Λ IΛ)1 such that g(B) = AαxA. So /flr(S) = Bf(a,)B. As above,
this implies that l((fg)k(B)) —> oo as k-^ oo. This contradicts the
fact that (fg)\B) is a segment of (fg)\bτ) = 6, for all fceZ+. So
A = flr(JB). Thus /(ΛJ £ yl2 and 0/ is the identity map on Λγ. So /
is 1-1 on Λx. Let DeΛ2. There exists je{l, —-,n} such that D
appears in bs. Now f(Γ\Λύ QT2\Λ2. Since b£ =/(αy) it follows that
5y and hence D lie in the semigroup generated by Γ2\Λ2 and f(Λ±).
Hence Def(Ax). So /(^J = yl2. Let Λ be the restriction of / to Λ,.
fii Aγ —> A2 is a bijection.

Now let A 6 A\^i There exists i e {1, , n} such that α̂  starts
with A. So there exist a e^R{Γ1\Ay-f re R+, such that at = Ara
and a does not start with A. Then /(A) e Γ2\Λ2. So there exists
J5 6 Γ2\4, ί e JS+ such that /(A) = £*. Now Ara = α, = ^/(α,) =
g(Brt)gf(a). So # ) e ί . Thus gf(A)eA for all AeΓAΛ It fol-

lows that / is 1-1 on /W^. Since #/(A) = ^1, it also follows that
in the above instance, gf(a) does not start with A. So g(Brt) = Ar.
Hence g{B) = AVί and gf is the identity map on Γ\A^. Let D e Γ2\A2

Then Z) appears in bό for some ie{ l , •••,%}. Since fiao) = b5 it
follows that 6y and hence D is an element of the semigroup generat-
ed by f(Γ\A) and Λ2. So Def{Γ\A^). Hence / ( Γ p ό = A H So
if f2 is the restriction of / to Γ\Al9 then /2: Γ\AX —> JΓ2\^2 ίs a bijec-
tion. Also, it now follows that /: <βr

R{Γι \Aj) -> ̂ ^(Γ2|yί2) is a bijec-
tion. Since βr/ is the identity map on A1 and T\Alf it is the identity
map on ^R{Γ\\A^). So g = / - 1 . If gf: μ ^*v, then the above argu-
ment shows that #' = / - 1 — ̂ . So # is unique. Similarly / is uni-
que.

THEOREM 2.23. Let W be a generalized word equation and
μ — (bίf , bn) a principal solution of Ύ/^ with alphabet Γ\A. Then
for each AeΓ, there exist i, j e {1, , n} such that b{ starts with
A and bβ ends with A.

Proof. By Theorem 2.19, there exists a principal solution v of
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satisfying (2.4) such that /: v ^ μ for some /. By Lemma 2.21,
v satisfies the dual of (2.4). Since μ is principal, there exists
g: μ <; v. Thus / has the structure given by Lemma 2.22. It im-
mediately follows that μ satisfies (2.4) and its dual.

Lemma 2.22 and Theorem 2.23 imply the following.

THEOREM 2.24. Let W~ be a generalized word equation with
principal solutions v, μ having alphabets Γ1\Λ1,Γ2\Λ2, respectively.
Suppose f: v <̂  μ. Then f: ^R{ΓX\A^) ^ ^R{Γ2\A2) is a natural iso-
morphism. Moreover f is unique and f1: μiίv. If fl9 f2 are the
restrictions of f to Λx and Γ\ΛX respectively, then f: Λx —• A2,
f2: /"Ί\Λ —> Γ2\Λ2 are bisections.

REMARK 2.25. Let v, μ be solutions of a generalized word
equation W~ such that Γx | Λί9 Γ2 \ Λ2 are the alphabets of v, μ, re-
spectively. Suppose /: v ^ μ, g: μ ^ v. In free semigroups (i.e., if
Γ1 = Λ19 Γ2 = A2) this implies that /, g are unique and g = f~\ How-
ever, this is not true in general. In fact consider the word equa-
tion [X, X). Let μ = (AB1/2) with alphabet {A, B}\{A}. Then /: μ^μ
where f{A) = AB1/4> and f{B) = JS1/2. Also I:,μ ^ μ where I(A) = A
and I(B) = B.

THEOREM 2.26. Let μ, v be solutions of a generalized word
equation Ύ/^. Suppose v is principal and g:v^μ. Then g is
unique.

Proof. By Theorem 2.19 there exists a principal solution d of
^ " , f:δ ^ μ such that / is unique and deS^. Since δe^ and v
is principal, v ^ μ. By Theorem 2.25, there exists h such that
h: δ <Ξ v, h~u. v ^ δ. Tnen gh: δ ^ μ. By uniqueness of /, gh — f. So
g = fh~ι. Similarly if gf\ v <; μ, then gf — fh~\ So g is unique.

EXAMPLE 2.27. Theorem 2.26 is not true without the assump-
tion that v is principal. To see this let "W — {X, X). Let v — (AB),
μ = (AB2) in alphabet {A, B). Let /: J^~(A, B) -> jF"(A, B) be given
by f(A) = AB, f(B) = 5. Let g: J^(A, B) -> ̂ "(A, B) be given
b y g(A) = A , g(B) = 5 2 . T h e n f . v <, μ, g:v ^ μ, b u t / ^ flr.

DEFINITION 2.28. Let ^ ^ be a generalized word equation and
μ = (6U ., 6J a solution of W". Then ^ is integral if blf , bn e

for some Γ. μ is rational if blf , bn e J^iΓ) for some Γ.

OBSERVATION 2.29. Let μ, v be solutions of a generalized word
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equation *W such that v <; μ and μ is integral. Then v is integral.

THEOREM 2.30. Let μ, v be solutions of a generalized word
equation W~ such that v <> μ, μ is rational and v is principal.
Then v is integral.

Proof. Let μ = (blf , bn) with alphabet Γ\Λ. Then b19 , bn e
It follows that there exists a natural automorphism φ of
such that φ restricted to J^~(Λ) is the identity map, and

Φfa), , Φ(bJ 6 J^ίΛ). Let at = 0(&,), ί = 1, . . . , n. Then μ^
(tti, ••-,««) is an integral solution of 5 ^ and φ~u.μx^μ. By
Theorem 2.19, there exists a principal solution Vi of W" such that
î ^ μ- By Observation 2.29, ^ is integral. Since v1 ^ μ, v ^ jtβ,

Corollary 2.20 implies that v ^ v1# Again by Observation 2.29, v is
integral.

COROLLARY 2.31. Let μ be a rational, principal solution of a
generalized word equation Ύ/^. Then μ is integral.

3. Rank of a word equation. We now study the maximum
of the cardinalities of the alphabets of the principal solutions of a
generalized word equation. For word equations in free semigroups,
this number has been studied in some detail by Lentin [2] and
others.

DEFINITION 3.1. Let Ύ/" be a generalized word equation and
let μ be a solution of *W~ having alphabet Γ\Λ. Then rank of
μf R(μ) = |Γ | , the number of elements in Γ. Rank of 5T~, R(W)-
Sup. {R(v)\v is a principal solution of "W). The integral rank of
^ I.R{^) = Sup. {R(v)\v is an integral principal solution of W~).
We take Sup. 0 to mean 0.

Let ^ " be a generalized word equation and μ a principal solu-
tion of *W. Consider the following property of μ:

(3.2) There exists an integral principal solution v of W" such
that R(v) ^ R(μ).

Following a procedure similar to that of § 2 one can show that
every principal solution of a generalized word equation satisfies
(3.2). The following theorem then follows,

THEOREM 3.3. Let 3P~ be a generalized word equation. Then
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The following theorems can also be proved in a similar manner.

THEOREM 3.4. Let W~ = {wλw2; Tlf •-, Ts} be a generalized word
equation with r free variables. Then R{"W^) <^ r + s.

THEOREM 3.5. Let JP" = {wlf w2; Tlf •••, Ts} be a generalized

word equation in variables X19 ,Xn such that wxφw2. Then

n - 1.
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