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We will study symmetric shift registers over the field
GF(2) ={0,1}. The symmetric shift register 4;: {0, 1}» - {0, 1}»

corresponding to a symmetric polynomial S(z,, ---, z,) is
defined by
Oday, -+, @) = (@z, *++, @) Where a,,, = a; + S(a,, *+-, a,) .

p is a period of A {0, 1}* with respect to 0, if 05(A) = A. If
p is the least period of A, then 4 > 04A)—> --- > 654)=A
is the cycle corresponding to A. This is the first of two
papers where we will determine in a constructive way (for
each S);

1. The minimal period for each A< {0, 1}~

2. The possible minimal periods.

3. The number of cycles corresponding to each minimal
period.

Kjeldsen [1] and the author ([2], [3]) have earlier proved some
partial results about these symmetric shift registers. In this paper
we will define a block structure for each A€ {0,1}" and study how
this block structure alter by applying #s. This will be the basis for
the forthcoming paper. Moreover, ags an easy application we will
for each A find a period (not necessarily the least). This application
demonstrates how the block structure can be used. By refining the
proof of this application we will determine the minimal periods in
the next paper.

Now we give a summary of the paper. In §2 we introduce some
notation and mention how the problems are reduced to the case
S=EFE,+ -+ + K., where E, is defined by Ea, ---, a,) =1 if and
only if a, + -+- + a, = 1.

In §3 we define the block structure for each A¢<{0, 1}* and
formulate Theorem 3.2 which determines periods. In §4 we prove
that A is uniquely determined by its block structure. Moreover,
we study how this block structure change by applying 6s. We also
prove Theorem 8.2 by finding a p such that the block structure of
respectively A and 65(4) are equal. In the end of §4 we mention
how the lemmas will be used in the forthcoming paper. In §5 we
prove some of the lemmas in §4.

The author is grateful to Kjell Kjeldsen who inspired him to
study symmetric shift registers.

2. Preliminaries. First we introduce some notations: a, b, ¢, d
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denote the integerse {0, 1}. e, f, g,--- denotes the integers=0. We
denote finite sequences of the integers 0 and 1 by capital letters
(also the empty sequence). The letter B will always denote a block
(Definition 3.1).

For s€{0,1, ---} we define s(4) = A --- A where A appears s
times.

Welet 1,=1.--1(resp. O, =0 -.-0) denote a string of ¢ con-
secutive 1’s(resp. 0’s).

We denote @ = (a,, -+, a,)€{0, 1}" also by ¢ =a,---a,. The
weight w(a) of a vector @ = (a,, -+, a,) is defined by w(a) = >.r, a,.

Suppose A =a,---a, and C=aqa,---a; is a piece of A. We
define the left (resp. the right) position of C by I(C) = i(resp. »(C) = j).

Moreover, we refer to the index of notation. Next we formulate
Lemma 2.1 and Theorem 2.2 in [2]. These results reduce the problem
to the case S = E, + --- + E,,,. Let S, be the homogeneous sym-
metric polynomial of degree p» in the variables «,, ---, 2,. Then we
have ([2, Lemma 2.1])

fl

S, kg (i‘; )(mod 2)E,

where <l;> denotes the binomial coefficient. We define intervals in
the set of the integers Z in the usual way by

l[g,t] ={i:i€eZ and ¢g=i<t}.
Let S be the symmetric polynomial in the variables «,, - - -, x, given by

S = Z Ek
keM
and M = U/, [q,, t;] where g, and ¢, are integers such that ¢, + 1 <
q;s, for ie{l, ---, f —1}. Then we have by [2, Theorem 2.2]:

If w(a)e[q,, t; + 1] for some ¢, the periods of @ with respect to
respectively the difference equation z,., = z, + S, ---, z,) and z,,,, =
®, + (B, + -+ + E, )@, ---, 2,) are equal.

Otherwise, the periods of a with respect to the difference equation
Tpiy = %, + Sy, ---, x,) and 2,,, = %, are equal.

Theorem 3.2 solve the case S = E, + +-- + K,,,. For each sym-
metric S we can therefore determine a period for each Ae{0, 1}".

3. The main definition and a theorem. The main concept in
this paper is the blocks of A€{0, 1}*. We define the blocks with
respect to p in A by an inductive procedure. Roughly, the blocks
are defined as follows:

(1) For 1 <1 < p,1 consecutive 1’s is an <-block.
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(2) More than p consecutive 1’s constitute a (p + 1)-block.
This is the correct definition if the distances between the blocks are
“sufficiently” large. Here is an example with » = 4

A = 0110000011100001111110000001111111
— At S S
2-block 3-block 5-block 5-block

The general definition is more complicated. The main difficulty is
that the blocks can contain subblocks.

An example will illustrate this point: We let 8 = 6y where
S=EFE,+ E, and

A = 00011110001000

By direct calculation or by using Lemma 4.3 in [2] we can prove

6"+*(A) = 00011110010000
6*++9(4) = 0001111010000
6+*+9(4) = 0001110100000
6'>+(4) = 00011011100000
6°»+2(4) = 00010111100000
6*+9(A) = 0010011100000
67+2(4) = 0100011100000
6*+9(4) = 1000111100000

g+ +3(A) = 0001111000001

U A) = 0001111000100

We have underlined the 2-blocks in our example and put a * above
the 1-blocks where the blocks are defined as in Def. 3.1. The ex-
ample also gives an indication of how we can determine the period
of A by studying the movement of the blocks. We need more nota
tion. If A =a,---a, and 7 < j, we define

f4(3) = (the number of 1’s in a, - -+ a;) — (the number of 0’g

3.1 .
ina;, - a;.
If C=a,---a, then we define
(3.2) F4C) = fi@) .

Moreover, we let f4 denote fii;;., When there is no room for
misinterpretation, we write f = f4.
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(3.3) te D means tell(D), r(D)].
(8.4) C < D means that C is contained in D and C= D.

Now we will define the blocks. That a block B, is on level 1
will mean that the block is contained in a chain of blocks

(8.5) B, >B,--- > B,_, > B, where B; is on level j .

We divide the definition of the blocks into two parts by first
defining 1-structures and 0-structures of A. A l-structure (0-structure)
is a generalization of ¢ consecutive 1’s (respectively 0’s) which is
succeeded by g 0’s (respectively 1’s). a A b denotes the minimum
of a and 5.

DerFINITION 3.1, part 1. Suppose A =a, --- a, € {0, 1}*.
(a) Suppose a,=1. Let s be the maximal integer such D =
a, - - - a, satisfies

(1) 0< fla,---a) = fla,---a,) for iefr,---, s}
and
(2) If »r<i<j<s, then fla,---a;)> —(+1).

By definition D is a 1-structure with respect to p.
(b) Suppose a, = 0. Let s be the maximal integer such that
D =a,---a, satisfies

0> fla,---a) = fla,--- a,) for ’iG{T, ""3}'

By definition D is a 0-structure.

DEFINITION 3.1, part 2. (a) Suppose A =a,---a,€{0, 1}*. We
define the blocks in A with respeet to p by induction with respect
to the level of the blocks in the following way: (The l-structures
are defined with respect to p.)

Level 1. We decompose A in the following way A=0,B0,, ---
B,0, . where B; is a 1-structure. By definition B, ---, B, are the

tmtl

blocks in A on level 1.

Level 2. Suppose B is a block on level 1. We decompose B in
the following way

(3.6) B=1B1,B;---B,1, where B; is a 0-structure .

tm+1

By definition B, ---, B,, are the blocks in A on level 2 which are
contained in B.
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Level 3. Suppose B is a block on level 2. We decompose B in
the following way

3.7 B =10,B0,B,--- B,0, where B; is a l-structure .

tm+1

By definition B, ---, B,, are the blocks in A on level 3 which are
contained in B.

We continue in this way. If 7e€{3,5,7, ---} and B is a block
on level 4, we decompose B as in (3.6). If 7¢{4,6,8, ---} and B is
a block on level 7, we decompose B as in (3.7).

(b) Let B be a block in 4 on level ©. Then we define level(B)=
1, type(B)=| f(B)|A(p+1) and m(B)=|f(B)|. Moreover, if type(B)=
g we say that B is a g¢-block or that B is a block of type q.

Here is an example with p = 3.

001111001001111000011L0J100|111L0J1111

‘ L l
By |

Bg

Bg

By
type(B,) = type (B, =type (B,)=1, type(B;)=2, type(B,)=3, type(B;)=
type (B;) =4, level (B,) =level (B;) = level(B;) =1, level (B,) =level(B,) =
level (B;) = 2 and level (B,) = 3.

We observe that the decomposition in (8.5) is unique and that

type(B;) > type(B;,,) for j =1, ---,2 — 1. Here is an example with
p=4
2-block
A=00000111100011001111000000
L 3-block
5-block

The main part of our proofs is how the blocks move by applying
Oyt sy We Will get that the movement of a j-block, where
j < p + 1, can be characterized by an equation (j).

We associate p equations to A as follows:

Let v; = the number of j-blocks in A with respeet to
p(i=1,---,p+1). Let

p+1
a;,=mn-+ 7 — 122min{@', gt .
=1

We define the equations (1)—(p) as follows:
(p): a,X, =Y.
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—1): a, X, ,=2Y +27,X,.
(P—2): a, X, ,=38Y + 27, X, , +47,X,.
(P—38): a, X, s =4Y + 27, X, . + 47,..X,, + 67, X, .

(1): X, =pY + 27X, + -+ +2(»p — )7, X,) .

If v, =0, we replace equation (i) by X; = 0. In this way we
obtain a system of p» equations associated with A and with respect
to p, i.e. for je{l, ---, p} the equation (j) is defined by

aX;=@+1—-7)Y +i§+127i(i — DX, if v, #0.

X:,- =0 if ;= 0.

Suppose &, » and n satisfies 0 <k <k + p <n. We define as in

the intrOductiOn 0(:1:1, ey, xn) = 0Ek+"‘+Ek+p (xu ) xn) = (w27 tt xn+1)
where

Dy = Ty + By + oo 0+ Eiy )@, <0, 2,) o

We say that PER is a period for A4¢{0,1}" with respect to ¢
if 6775 4A) = A.

THEOREM 3.2. We determine the periods with respect to 6 =
OpytotByy, W1 this way:

Let Ac{0,1}* and w(A) =k + p + 1. Suppose A contains 7,
i-blocks with respect to » for i =1, --.,p + 1.

(@) Suppose ¥, # 0 and v;# 0 for an integer © < p + 1. Suppose
Y, X, -, X, are positive integers satisfying the system of equations
associated with A and with respect to p. Then

PER = (n+ p + DY + 3,2-i-7,-X,

is a period for A.
(b) If there exists only ome j such that v; = 0, then PER =
n + J is period for A.

We prove this theorem in §§4 and 5. If w(A) = sup, w(#'(4)),
we can always suppose w(4) =k + p + 1 and 7,,, # 0 by Lemma 5.6
(b) and (a) respectively.

By putting Y =, --- @, we get a solution of the system of the
equations in Theorem 3.2. Moreover, it is very easy to see that a
least solution exists: Suppose Y, X, ---, X, and Y*, X, --., X} are
two solutions and that Y <Y*. By equation (p) we observe that
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X, < X}, by equation (p—1) we then get X, , < X}, and ete.
The least solution can be obtained in this way: X7 =1 and Y? = «a,
is the least solution of equation (p). Let » be the least integer 7
such that ¢t = (2Y?* + 2v,X%)-r/a,_, is an integer. Put Y*'=+»-Y?7,
Xot = p. X2 and X272} =¢. Then X727}, X27% and Y* ! is the least
solution of the equations (p) and (p—1). By continuing in this way
we will finally obtain the least solution Y*, X}, ---, X} of all the
equations.

4, The properties of the block structure. In this section we
will introduce a lot of lemmas about the block structure and prove
Theorem 3.2.

The Lemmas 4.4, 4.6, 4.7, 4.8, 4.10, 4.11, 4.12 and 4.13 are proved
it the next section.

First we define a measure d which measures how much to the
left a block is in A€ {0,1}*. We do the convention that B always
denotes a block. s A t denotes the minimum of s and ¢. For 1 <
s<t<mand A=aq,- - a,c{0,1})" we define

dy(4,s,t) =da,---a;) =t —8+1— 3 {g Atype(B*):s < U(B*) = t}
— >, {g A type(B*):s < r(B*) = t} .

If B is a block such that type(B) = ¢ and (B) > 1, then we define
d(B) = dy(a, -+ @yz-1) -

We observe that d,(B) and d(B) are different by definition.
Moreover, if I(B) = 1, then we define d(B) = 0. This measure is very
important.

The next two lemmas desceribe some of the properties of the
block structure. For example, Lemma 4.1 gives for one thing that
each Aec{0, 1}* is uniquely determined by its block structure.

LemMA 4.1. (a) Suppose w(A) =k + p +1 and A contains v,
i-blocks (1 =1, -+, p + 1).

(There exists m = 0 such that m + fi-vi =k4+p+1
(1) 4
ltmd m +2-i§_‘{i-7i =n-+p+1.
Suppose Bi, ---, B, are the i-blocks in A numbered from left to right.
We put t: =d(B)(t =1, ---,p+1;5=1, ---,7,) and {2 = m(B:™) —
(p + 1) where m(B) = | f(B)| as in Definition 3.1. Then we have
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Oétfé"'§t§1§ai fo’]'i:]_,-..’p.

O§t§+1,0§tf;+2 forj:]-,"';’yp'l—l-

(2) Az 4o < g for j=1, %, —1 and
Uops T U0, = Qpr
85 e g2 =

(b) Suppose m, v, and ti satisfy (1) and (2) in (a). Then there
exists one and only one Ae{0, 1} such that w(A) =k + p+ 1 and
all blocks in A can be numbered by (from left to right) Bi(t =1, - --,
P+ 1; j = 19 ) ’Yi) such that type(Bf) = ’i’ t; = d(Bf)(’b = 1! Tty
p+1;5=1,---,7) and € =m(By") —(p+1) for =1, -+, 7,.,.

(¢c) By definition m, v, and t] satisfy (2) if and only if m,,
and t] satisfy (2), § >0 for i =1, .-+, p and &} + 7 = a,,,.

If wA) =k +p + 1, A ends with a (p + 1)-block and starts with
0 or a (p + 1)-block, then m, v, and t{ in (a) satisfy (1) and (2).

If m, v, and ti satisfy (1) and (2), the corresponding A€ {0, 1}*
in (b) ends with a (p + 1)-block and starts with 0 or a (p + 1)-block.

Proof of (a) and (b). We suppose first that 4 ends with a
(p + 1)-block denoted by B;y,. We call a piece 0,1, = B,1,(respectively
1,0, = B,0,) of A, such that B, = 0,(resp. B, = 1,) is an i-block in A4,
an ¢-component of A. We decompose A in this way:

A = K\(4) Ky(A) e K,..(4)

where K,,,(4) is constructed by removing all the 7-components in
K,(A). K, (A) will only contain blocks of type =4. To each ¢-block
B there corresponds a chain of ¢-blocks

B=K(B)— -+ — KB)
where K,,(B) is constructed by removing all the i-components in

K,(B). By the definitions of m(B) and d(B) we get easily m(K,(B)) =
m(B), type(K(B)) = type(B) and d(K(B)) = d(B).

By the decomposition method we get

the length of K,..(4) =n — 2307, .

the number of 1's in K, (A) =k +p +1 — 3i-7,.
i=1

We put m =" + .- + ¢, Since K,,,(4) only contains (p + 1)-
blocks we observe
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the length of K,,,(A) = UK, (Bgyp)) — 1 + m(Beyp) -

The number of 1's in K,,,(4) =m + (»p + 1)7,,,. By combining
these equations we get

(4.1) n =237, = UKy (Bewo) — 1 + m(Br) -

E+p+1l—3i7=0+L7,., +m.
=1

Now we will prove (1). The last equality implies m + 32l i-v, =
k+ p+ 1. We observe that

UK, (Bzeyp) — 1
= 3, {m(K,.(B)) + (p + 1): type(B) = p + 1 and B # By}
=m + (p + )27, — 1) — m(Bgyp) -

Hence, by (4.1)
=237 = UKy(Bewo) = 1 + M(Bp) Zm + (9 + D@7y — 1)

and (1) follows. Now we do some observations. Suppose C is an
i-component which we remove from K, (A4). There are three pos-
sibilities:

1. If K(A)=C.--, then C = 1,0,.

2. If K(4)= -.--C, then C = 0,1,.

3. Suppose K, (A) = ---C ---. If thereis a1 in position I(C) -1,
then C = 0.1,; otherwise C = 1,0,. Moreover, I(C) — 1 is not among
the first 7 positions in a block and not either among the 7 positions
which succeed a block of type > 7.

Moreover, we observe
o, =n—+1— 2-_§i_‘, J-7; — 2i-(the number of blocks in K, (A))
j=1
= <n — 2-i, j-')’j> — 1-(2-the number of blocks in K,,,(4) —1).

Hence,

a, = the length of K, . (A) — i-(2-the number of blocks in

42 kW -1.

By using these observations we will now construct K,(4) from
K,,,(A). We must put each ¢-block in between the right positions
in K;,,(A). We pass over the first ¢-positions in each block and the
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i-positions which succeed each block in K, ,(4). We number the
remaining positions from left to right by 1, ---, @; (the number
of enumerated positions is «, by (4.2)). Suppose B is an i-block
in A such that 0 < d(B) < a,. We consider the following 3 possi-
bilities:

1. If d(B)=0, we put 1,0, in the front of K,  (4). Then
K,.(B) =1,.

2. Suppose 0 < d(B) < a;,. Suppose position » in K, (4) is
numbered by d(B). If there is a 1 (resp. 0) in position », we put
0,1,(resp. 1,0,) in between the positions 7 and » + 1 in K,,,(4). Then
K(B) = 0(resp. Ki(B) = 1,).

3. If d(B) = «a;, we put 0,1, in the end of K,,,(4). Then K,(B)=
0,. (The last position in K,,,(4) is always numbered by «,.)

If there are several i-blocks B such that d(B) = q, we put the
i-components corresponding to these blocks in between the same
positions.

Now we prove that this construction method is correct. Suppose
we are in Case 2 (we treat Cases 1 and 3 analogously). We observe
that position 7 is numbered by

7 — i-(the number of end positions of blocks €{1, ---, #})
= d(K;1.,(4), 1, 7) .

Wherever we put the other i-blocks into K, (4) we get d(K,(B)) =
d(K;,(4), 1, r). Hence,

d(K,(B)) = the integer which position = is numbered by = d(B) .

We observe that 0 < d(B) < a, for all i-blocks. If d(B) <0 or
d(B) > «a,, there is not any appropriate place where we can put
K,(B) into K,.,(4).

We will now prove (2). 0=# = .- =t = a; follows easily.
By definition m = ¢/** + --- + ¢*?. The remaining claims in (2)
follows by studying K,.,(4). We let l(C) denote the left position
of C relatively K,.,(4). Let

s = U(K,(B?™) and t = UK,.(B})—1.
Then we observe that
dpii(Kpii(4), 8, t) =2 m(K,(By™) — (0 + 1) =& .
Hence,

51t = d(K,(Bi)) = d(Kp(Bi™) + d(K,14(A), 8, 1) = 857 + 857 .
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Moreover,

a,., = the length of K, ,,(4) — (» + 1)(27,,, — 1)
= [Z(Kp+1(BEND)) ~ 1] + m(Buyp) — (0 + 1)(27g+1 —1)
= d(Byy) + [M(Boy) — (p + D] = 8271, + 27

o1 p+1

and (2) is proved.

(b) follows by constructing A step by step: K,,,(4) — - -+ K,(A) —
K/(A) = A as in the proof of (a). The uniqueness follows from the
construction method.

Finally we suppose that A does not end with a (p + 1)-block.
We define A* = A0,,,1,,,. By using the lemma on A* it is easily
seen that the lemma is true for A. For example, we prove d(B) < a;
in the following way:

If A does not end with a 1-block, then K,(4*) obviously ends
with 0,,,1,,,. Next we suppose A ends with s 1-blocks. Then A*
has the form

A* = ... 001010 - - - 1010,,,1,,, = - - - 00s(10)0,1,., .

In the construction of K,(4*) s(10) is removed. Moreover, the 0
marked by a * is maybe removed. In any way K,(A*) will end with
0,,,1,.,. In the same way we prove that K, ,(4*) always ends with
0,..1,,,. Moreover, the number of positions in 0,,,1,,, which we
enumerate is at least 2-(p + 1 — 7) when we construct K;(4*). Hence,
if type(B) = ¢, then

dB)saf —2(p+1—1)=a,
where af is “a, relatively A*”.

Proof of (¢). Suppose A ends with a (p + 1)-block and starts
with 0 or a (p + 1)-block. We observe: If d(B)=0 for some B
with type(B) < p + 1, then A must start with some block of type <
p + 1. Hence, d(B) >0 for type(B) <p + 1. ' + 7 =a,,, is
proved in the proof of (a) and (b). Hence, the first claim follows

by using (a). The second claim in (¢) follows analogously.

To illustrate the proof we study the example in §3 with p = 3:
A = 001111001001111000011010011101111

contains 3 1-blocks (6, 14, 17), 1 2-block (9), 1 3-block (3) and 2 4-blocks
(2, 8) where the distances of the blocks are in the round brackets.
We now construct 4 = K,(A) — K,(4) — K,(A) — K,(A). We
underline the i-components in K;(4). We also number some of the
positions in K;(A) as in the second part of the proof: We put a *
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above the positions which we do not number. The remaining positions
in K,,,(4) are numbered from 1, ---, a;. We put the correct numbers
above those positions corresponding to the i-blocks in A. If the
components are put into K,,,(4) as in the proof, we observe that
we get K,(A).

K,(4) = 001111001001111000011010011101111
Ky(A) = 001111000111100001100111111
Ki(A) = 00111100011110000111111
K,(A) = 00111110000111111
LEMMA 4.2. Suppose Ac{0, 1}, w(A) =k + p + 1 and A = DE.
We suppose that D has the form
D =0,BC, - 0,BC0,

r+i

where (for 1 <1 < 7)B; is a block of type = p and 0 > f. (t) = f(C;) =
— f(B,) for teC,.

Let gef{l, ---,p + 1}. We suppose K starts with a 0 or a block
of type > q. Then for all block B such that type (B) = q, we get:

d(B) £ d,(D) for B< D and d(B) > d(D) for B< E .
(In this lemma we admit D= @ or E= Q.)

Proof. We only sketch the proof since no new ideas are involved.
We decompose D and E as in the previous proof:

D=KD)— ---— K,,(D).
E=K(E)— - — K,,(K).

Since F starts with 0 or a block of type > ¢, it follows from the
construction process that d.(B) > 0 for B < K(d,(B) is the distance
of B relatively E). By induction it is easily proved that the number
of positions in K, (D), which we enumerate, is d,(D). From these
two claims the lemma follows.

The Lemmas 4.6-4.14 describe how the block structure change
by applying 6. All these lemmas are proved in §5 and they are all
a consequence of Lemma 5.1. Lemma 5.1 is the key lemma in this
paper.

First we prove a lemma which shows how 6z, ....5,, , works. We
need a definition:

Ifa=1,thena =0. If a =0, then o’ = 1.
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If C=a,---a; then C' =aq;--- al.

LEMMA 43. Let A=a,---a, and E < wld)<k +p + 1.

@) If E=swld) —-fO=k+p+1 for t<s, then 0°(A) =
Qusy o - 0 - @

b) IfwdA)=k+p+1and a,---a, =0, then 0°(A) = a,,, ---
Ay * @y

() IfwA)=kanda, - a,=1,,then °(4A)=a,,, - a,a, - Q,.

Proof. (b) and (c) are easily shown.
(a) We prove by induction with respect to ¢ that
w(0'(A) = w(4) — fi(t) and 0(4) = awyy ~ - @i -+ @ .
We divide the basis step into 3 cases.
Case 1. w(A) =k + p + 1.

E+p+1—fQ0)=wl) -1 =k+p+1 implies f,(1) > 0.
Hence, a, =1 and w(a,, ---,a,) =k +p. We get

dn+1:a1+(Ek+ +Ek+p)(a/2;"'7an):1+1:0:-a;’

Case 2. w(A) = k.

k=< w(d) — f(1) =k — fi(1) implies f,(1) < 0. Hence, a, =0
and w(a,, ---,a,) = k. We get

Upis = @y + (B + -+ + By, )@ -, 0,) =0+ 1=1=aq;.

Case 3. k< wA) <k+p+ 1.
We get immediately w(a,, ---, a,)e ik, ---, k + p}.

In all the cases w(0(A4)) = w(A) — f,(1). The induction step is
proved analogously.

When we prove Theorem 3.2(a) we reduce the problem by the
following lemma:

LEMMA 4.4. We suppose w(A) =k + p + 1 and A contains a
(p + 1)-block. Then there exists am i such that 0'(A) satisfies:

(0) The number of j-blocks in A and 6(A) is equal for j =
1, cee, D+ 1.

(1) 6(A) ends with a (p + 1)-block.

(2) w@(A)=k+p+1

(3) 6%A) starts with 0 or a (p + 1)-block.
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(4) X{m(B):type(B)=p + 1 and B block in A} = X{m(B):type(B) =
p -+ 1 and B block in 6°(A)}.

In the rest of §4, except Lemma 4.12, we therefore suppose that

A ends with a (p + 1)-block.
(4.3) wA)=k+p+1.
A starts with 0 or a (» + 1)-block.

We denote the last (p + 1)-block in A with Bgy,.

Now we will study how the blocks move and change by applying
6. We need more notation. We divide each (p + 1)-block B into
two parts H(B) and K(B) as follows

(4.4) B = H(B)K(B) where f,(t) < p + 1for t e H(B)and f(l(K(B))) =
p+2or K(B)=©.

If type (B) < p + 1, we put H(B) = Band K(B) = . Furthermore
we associate to certain blocks B a tail as in the next definition.

DEFINITION 4.5. (a) We decompose A (by induction) such that

A= 0i1B1T10i2 --- B,T,0, BEND

‘m+1

where B, is a block on level 1 and 7, is maximal with respect to
(1) and (2):

(L) 0> fr(t) = —type(B,) for teT,.

(2) f(T;)) = —type(B)).
We call T, the tail of B,.

(b) Suppose B is a (p + 1)-block. We decompose K(B) (by
induction) such that

KB)=1BT1,,---1, B,T,1,

tm+1

where B, is a block on level 2 and T, is maximal with respect to (1)
and (2):

(1) 0 < fr(t) < type(B)).

(2) f(T)) = type(B;).
We call T, the tail of B,.

Suppose B is a block in A. If I(B)e T where T is a tail, it is
easy to see that B is contained in 7. Furthermore, if I(B)ec H(B,)
where B, is a block, B is contained in H(B,). If B is a block we
define as before
(4.5) m(B) = |f(B)| = |(the number of 1’s in B) — (the number of

0’s in B)| .
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The next lemma gives us a bijective correspondence between the
blocks in 4 and

(4.6) A = ovA)N,,, € {0, 1)rreir

LEMMA 4.6. There is a bijective correspondence B — B: {the
blocks in A} — {the blocks in ff} such that m(B) = m(f?),

type(B) = type(B) and:

If B has a tail T, then l(ﬁ) = [(B) + (the number of positions
in H(B)). 7(B) = r(B) + (the number of positions in T). Further-
more,

UByryp) = U(Bgyp) + (the number of positions in H(Bgyp)) .
T(BEND>:n+p+1-

Otherwise, I(B) = I(B) and »(B) = 7(B).
LEMMA 4.7. There exists an integer s > 0 such that 0"t°(A)

satisfies (4.3).
Let s, be the least imteger with this property. Then p + 1=

s. < n. Besides every block in A is either contained in a,---a,, or
Oy 10O ipry Where A = G, + -+ Qpypyy.

We define
4.7) P(A) = "*°4(A) .

(4.8) IAf B corresponds to a block B in @, - - @,,, we say that B and
B cireles around by o.

The next lemma describe the block structure of ®(4). In the
proof of Theorem 3.2 we study @(A4), p*(4), ---. We will find a ¢
such that the block structure of A is equal to the block structure of
®(A). This will imply that 4 = @ (A).

LEMMA 4.8. There is a bijective correspondence B — ¢(B): {The
blocks in fi}—»{the blocks im @(A)} such that type(®(B)) = type(B),
m(p(B)) = m(B) and:

If B circles around by @, l(@(B)) = l(ﬁ) — 8, +n and r(@(B))=
7’(1?) — 8,4 + M. If B does mot c'i'rfle around and B # BEND, then
UP(B)) = UB) — s4 and 7(P(B)) = r(B) — 84. UP(Bexp)) = UBexo) — 84
and 7(P(Bgxp)) = n.

The next lemmas describe how d(B) change by applying the shift
register. To formulate these lemmas we need the following definition.
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Condition 4.9. Suppose B — B* is a bijective correspondence
between the blocks in A and A*. Suppose BY, ---, Bj are the ¢-blocks
in A numbered from left to right.

By definition B — B* satisfies Condition 4.9 if there exist integers
Te g =1, ---, »p + 1) such that

{1) The order of the g-blocks in A* from left to right is
Bz;—H, Tty B?;y ;I', ] Bg;-

(2) For j=1, ---,r, we have d(B") = d(B%) + a, — x,.

For j=»,+1, ---,7, we have d(BY) = d(Bj) — x,.

(3) m(Bi™) = m((By*)*) for j =1, -+, Vi

R LeMMA 4.10. If B is a block in A, then d(ﬁ) = d(B) + type(B)
(B is as in Lemma 4.6).

Now we consider B — ¢(B) which is defined in Lemmas 4.6 and
48. A=4d,---@,,,,, and s, are defined in (4.6) and Lemma 4.7.
We define

A

4.9) z,(4) =p +1 —q + I{2(type(B,) —q): B, < &, ---@&,, and
type(B,) > q}. (x(4)=d,/@ ---@a,,)—q) .

This last equality is proved in Lemma 5.5.

LemMA 4.11. (a) B— @(B) satisfies Condition 4.9 with r, = the
number of q-blocks in @, - -- d,, and x, = x,(A) as in (4.9). Specially,
we have T,y = X,y = 0.

(b) If type(B)=¢q < p + 1, we have B < @&, --- &,, = d(B) £ =,.

() Suppose type(B) =q¢ < p + 1.

If d(B) < ,(4), then d(@(B)) = d(B) + a, — z,(4).
If d(B) > z,(A), then d(p(B)) = d(B) — x,(4).

(d) T(A) =D +1—q+ Z?=q+12'<i —q)r, and 0< xq(A) = aq
g=1,---, 0.

(e) P(A) =06"(A) where t =n + 9+ 1+ 30,297, <2n and t
is the minimal integer such that 6°(B) satisfies (4.3).

LEMMA 4.12. We suppose that w(A) = w(f'(A)) =k+p + 1. Then
there exists a bijective correspondence B — 6'(B) between the blocks
in respectively A and 6*(A), satisfying Condition 4.9.

(4.10) We define @,i.(A) = 6'(A)where >0 is the least integer ¢ >0
such than 6°(A) satisfies (4.3).

If A contains only 1 (p + 1)-bloek, @.i.(4) = (4). The next
lemma takes care of the other case.
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LemMA 4.13. Suppose A = a, -+ - a, contains more than 1(p + 1)-
block and B is the first (p + 1)-block in A.

(a) Puni(4A) = 6°(A) where 6 < n.

(b) A block in A is contained in a, -+« @; 07 Asyy *** @y

(¢) a,--a;=--- BT where B is the first (p + 1)-block in A
and T is the tail of B.

(d) There is a bijective correspondence B — @.,;,(B) between the
blocks im respectively A and Pn.(A), satisfying Condition 4.9 with
r, = the number of q-blocks in a, --- a, and x, = d (a, -+ - ;).

(e) If type(B,) =q<9p+1, then B, <a,-:+a;=d(B,) < x,.

(f) @, =d(B)+m(B)— (p+1)+ 302, 2-( — q)-7; and 0<z,<a,
(q = 1: ”',p)-

(8) Puim(A) = 0'(A) where t = d(B) + m(B)— (p+ 1)+ 257,

Now we will prove Theorem 3.2. We define
(4.11) Li(A) = 2,(A) + - -+ + z(9'(4)) .

We need the following lemma.

LEMMA 4.14. Suppose B is o block in A such that type(B) =
j<o+1. Let s be a positive integer. Suppose t =0 is the least
integer such that d(B) + ta; — Li(A) = 1. Then

d(¢*(B)) = d(B) + ta; — Li(A) .

Moreover, B circles around t times by @° (i.e., there exist t different
integers s' such that 0 < s* < s and 9*(B) circles around by ).

Proof. We prove this by induction with respect to s.
Suppose the lemma is true for (s — 1) and that ¢’ is the least
integer such that

(4.12) dB) + t'a; — L7(A)= 1.
Then,
(4.13) d(@*Y(B)) = d(B) + t’a; — L' (A) .

Moreover, we suppose d(®*(B)) = z;(P*(4)) (if d(@*7(B)) > x;(9*(4))
the proof is analogous). By Lemma 4.11(c)

(4.14) dP(PH(B))) = d(9(B)) + a; — (9 (A) .
(4.13) and (4.14) imply

AP (B)) = d(B) + (¢ + Da; — Li(A) .
By (4.13) we get
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d(B) + t'a; — Li(A) = d(P(4)) — a9 (4) 0.
By (4.12) and Lemma 4.1 we get
dB)+ {# + Va; — Li(A) =1+ a; —z;(e(4) =1

since 7,(-) £ a; by Lemma 4.11(d). Hence, (¢ + 1) is the least in-
teger such that d(B) + ta; — Li(A) = 1. Hence, the lemma is true
for s.

Moreover, we need two observations:

(4.15) x,.,(A) = 0. Hence d(B) = d(®(B)) and m(B) = m(®(B)) when
type(B)=p + 1.

(4.16) Suppose 1 < j < p. If L{4) = ta;, then for each j-block B
we have d(@*(B)) = d(B) and B circles around ¢ times by o.
(This is an easy consequence of Lemma 4.14.)

The proof of Theorem 3.2. (b) is trivial. By Lemma 4.4 we
suppose that A satisfies (4.3). By (4.15) d(¢*(B)) = d(B) and m(@*(B)) =
m(B) when type(B) = p + 1. @"(4) = A follows from Lemma 4.1(b)
and the following claim: d(B) = d(®¥(B)) for every j-block, and every
j-block circles aroud X; times by 9*(j = 1, ---, »). This claim follows
from (4.16) if we can prove that L'(4) = X;a;for 5 =1, ---, p. We
prove the last statement by induction with respect to j starting with
J = p.

By Lemma 4.11(d) z,(¢%(4)) = 1, hence L;(4) =Y = a,X,. Suppose
LY(A) = X;a; for f=p,p—1,---,5+1. We get 2;(0'(4)=p+1—
Jj — Z{2(type(B) — 7): #*(B) circles around, type(B) > j}.

When g > j each g-block B circles around X, times by @” (this
follows from the induction hypothesis and (4.16)). Hence,

LHA) = o(4) + -+ -w,(@ (A) = ¥(p + 1 = i) + 3 X, 7,2(g — J)
= a,--X,—.

Finally we compute ¢*. By Lemma 4.11(e) 9" is equal to ¢ applied

Y}:f,l(n + p + 1+ {2 type(B): /(B) circles around by o})
=Yn+p+1+27-X +47-X,+ - +2p-7,- X, times .

Finally we mention how the lemmas will be used in the forth-
coming paper. If w(4) = sup, w(6*(4)), Lemma 4.12 will imply that
all 8*(A) such that w(6‘(4)) = w(A) have the “same type” of block
structure as A. When we determine the minimal periods, we will use
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Pmin. instead of @. Lemmas 4.11, 4.18 and 4.14 will be used in the
study of ®,;,. The minimal period of A will be determined by its
block structure. When we determine the possible minimal periods
we will use Lemma 4.1 which characterize the possible block struc-
tures. We will also need this lemma when we determine the number
of cycles corresponding to each minimal period.

—

5. The proofs. In this section we prove the Lemmas 4.4, 4.6,
4.7, 4.8,4.10, 4.11, 4.12, and 4.13. The key lemma is Lemma 5.1. We
need more notation. We define

(6.1 If KB)=1BT ---1, B,T,1,,,, is as in Definition 4.5, then
K(B) = 1,BT, --- 1, B,T.1

tmt1’
Moreover, we say that A satisfies Condition (5.2) if

(5.2) w(A) =k + p -+ 1, and A starts with a 0 or has the form A=
B .- B, where type(B) = type(B,).

(5.3) 6(A) is the least index such that 6°“(A4) satisfies (5.2) (if it
exists).

LeMMA 5.1. Suppose A = H(B)K(B)D satisfies (5.2). Let h =
the number of positions in H(B)K(B).

(a) (1) 6"A) = DH(BYK(B).

(2) w@(A) =%+ p + 1 — type(B).

(3) wO (A)=k+p+1—type(B) for 1<t =< h.

We define A" = 0"(A)lypem = DH(B)’KTB)IWDE(B) € {0, 1}nriveets,

(b) There exists a bijective correspondence B, — Bl:{the blocks
in A}-—{the blocks in A"} satisfying type(B,)=type(BL), m(B,)=m(BL)
and:

(1) If B, < H(B), then B. = B..

(2) Suppose B, < K(B). If B, has a taitl T(B,), then B =
T(B.). Otherwise B. = B..

(3) If B, < D, then B = B,.

(4) B'= K(B)lyen-

() (1) 0 = o(6"(A)) exists and type(B) <06 < U(K(B)). We de-
compose A = DIDZK’(VB)LW(B) where r(D,) = 0.

(2) Ewery block in A* is contained in D, or DZK(AB)LM,?(B).

(8) 0"%(4) = D,K(B)D;.

(4) w@A)=k+ p+1—type(B) for L=<t =<65. Wedenote
D, by T(B), i.e., 6"*(A) = D,K(B)T(BY).

(d) There exists a bijective correspondence Bt — B+ {the blocks
in A" — {the blocks in 6""°(A)} satisfying type(BL™) = type(B,),
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m(B4"?) = m(B,) and:
(1) If Bt < D,K(B), then B’ = B".
(2) If B:. < D,, then Bt = BY.
(3) B" = K(B)D.

We observe that the definition of T(B) in Lemma 5.1 corre-
sponds to the definition of the tail of B in Definition 4.5: Suppose
A=0BT,---B,T, OZm+1 END is as in Definition 4.5. If we apply
Lemma 5.1 on 6%(A) = --- we get T, = T(B,). Analogously we
get T, = T(B,) for ¢ :2, ---,m

We will now illustrate the proof by an example. The clumsy
formulation of the lemma is necessary to treat all cases. However,
if we suppose A = BT where T is the tail of B, the lemma is easier
to understand. In this case 2 and 6 in Lemma 5.1 are given by
h = the length of B, and 0 = the length of 7. We therefore study
the following example with » = 8: 4 = H(B)K(B)T

H(B) K(B) T |
-
=11011100101111000101101110110001101000
L U L L L
1 6 [1T() 8
5 1()

0"(A) = 6M(A) = H(B)'K’(“B)T'
6™(B)

El l1010011111&10010011011110010111

The blocks in A, except B itself, are nummerated from 1to 9. The
corresponding blocks in 6*(A4) are also nummerated from 1 to 9.
Moreover, we have denoted the tail of the blocks No. 5 and 7 by
T(5) and T(7) respectively. We observe that the blocks of §"(4) are
obtained from the blocks of A in the following way:

1. B—K®BT.

2. We remove a level from the blocks in H(B).

3. We add a level to the blocks in 7.

4. The block No. 5— T(5), and the block No. 7 — T(7).

5. We remove a level from the blocks contained in the blocks

No. 5 or 7.
6. We add a level to the blocks contained in T(5) or T(7).

Proof of Lemma 5.1.

Proof of (a). We put z = »(H(B)). We get from Lemma 4.3(a)
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that 6*(A) = K(B)DH(B)'.
If K(B) # @, then w(0*(A)) = k and by using Lemma 4.3(a) and

4.3(c) several times we get 0*(4) = DH(B)’KTB) and w(6"(A)) = k. (2)
and (3) are easily shown.

Proof of (b-3). We only need to prove this for blocks on level
1. Let B, <D be a block on level 1 in A. We must prove that
B, is succeded by a D, in A" satisfying:

0> fp(t) for te D,
r(D,)=n-+type(B) or f(D,)= —min{f(B,), p+1} = —type(B,) .

If D= DB,D,D, where D, satisfies (5.4), there is nothing to
prove. Otherwise D = D B,C, where C, satisfies: 0> f.(t) for
teC,. Suppose first C, = @. If type(B) =p + 1, we get

FC,HB)Y)< —(p +1) and fo(t) <0 for teC,H(B) .
If type(B) < » + 1, then A* = D,B,C,H(B)'l,,p and
folt) <0 for teC,H(B) L, -

(5.4)

If C, = @, we have by (5.2) that type(B,) < type(B). Hence, B, is
suceeded by H(B) and f(H(B)) < type(B,). In all these cases we
get easily a D, satisfying (5.4).

The proof of (b — 1) is the main part of the proof.
Proof of (b—1). Because of (b—3) the first 1 in H(B) will

start a block on level 1. Suppose H(B) = 1,B1,B, - B,1 where
B, ---, B, are the blocks on level 2 in H(B). We get

imt1

H(B)’ = O’llB;Oi2B; A B:no,;m_H .

Since fum(t) = f(H(B)) for te H(B), there exists C, such that H(B) =
...BlCl... and

0 < fo,(t) = f(C) = type(B,) for teC,.
We get
HBY =---BC. ---
0 < f&(t) = f(B]) = type(B,) for te B;
0> fe(®) = f(C)) = —type(B,) for teC;.

By definition B; is a block in A" satisfying type(B!) = type(B, and
level(B]) = 1 = level(B,) — 1. We treat B,, ---, B, analogously.
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_ By the same argument we prove (by induction with respect to
level (B,)) that (b—1) is true for all B, < H(B).

Proof of (b —4). K(B)lypew Starts with a 1. Hence by (b—1)

there starts a block on level 1 in position l(KTB)ltype(B)). If K(B) =
@, there is nothing to prove. Otherwise, we prove easily that

fam(®) >0 for teK(B)l,. and f(K(B),.) >p-+1.
Moreover, there is no C contained in K(Z?)L,H satisfying f,(¢t) <0

for teC and (f(C)= —(p+1) or »(C)=n + » +1). Hence, B" =
KTB)1p+1 is a (p + 1)-block. Furthermore,

f(BY) = f(K(B)) + p + 1 = f(K(B)) + f(H(B)) = f(B).

Proof of (b—2). K(B)=1,BT]1,---B,T,l,, ,, Wwhere B, (i=
1, ---, m) are the blocks in K(B) which has a tail 7;. We get
KB) = 1,BIT1,, --- BLTol, .. .
We treat only B,T,. B,T,, ---, B, T, are treated analogously. Asin
(b—1) we get: For all B, < B,, B, is a block in A" such that type
(B.) = type(B,) and level(B.) = level(B,) — 1.
Next we show that B! = T,. T, satisfies

(5.5) 0> fr(t) = f(Ty) = —type(B,) for tely.
Obviously B* = K(B)1,,, has the form B! = ... T!C,--- where C,
satisfies

0 < fo(t) = f(C)) = type(B,) .

Hence B! = T} is a block of type(B,) such that level(B!) = level(B,).
At last we prove as in (b — 1) that: For all B, < T, B, is a
block in A* such that type(B,) = type(B,) and level(B.) = level(B,) + 1.

Proof of (c¢). We have 6"(A) = DH(B)’K(NB). We prove that
g"(A) has the form 6*(4) = D,D,K(B) where
(5.6) 0> fp,(t) = f(D,) = —type(B) for te D, .

Since B is a block in A = H(B)K(B)D we have two possibilities. If
fo(t) <0 for te D, we get f,(t) <0 for te DH(B)Y and f(DH(B)) <
—type(B). Otherwise, D = D,D, where D, satisfies (5.6).

We choose D, maximal with respect to (5.6). We put é = »(D,).
By (5.6) every block starting in D, is contained in D,. Hence, (2)
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is true. (3) and (4) follow from Lemma 4.3. However, we are not
able to prove (1) without using (d). Hence, we proved (d) first.

Proof of (d). If B < D, is a block on level 1 in A", we show
that ¢*7°(4) has the form 6**°(4) = ... BLD, --- where D, satisfies

Jot) <0 for teD,.
(D) =mn or f(D,) = —type(B%).

If D,=..-BiD, .- where D, satisfies (5.7), there is nothing to
prove. Otherwise A* = B41C, where f,.(t) <0 for teC,. In this
case type(B)<(p +1) and K(B) = ¢¢. We obviously have C, =
Cl,;pe Where f(C,) < —type(B). D, = C,T(B) will satisfy f5.(t) <0
for te D, and »(D,) = n. Hence, (d—1) is true for B < D,.

(5.7

Next we prove (d—3). If K(B) = @, B*’ = T(B) satisfies the
lemma. Otherwise, KTB) # @ and type(B) = p + 1. We get

f (K(BYT(B)) >p +1 and Jewm(t) > 0 for te K(B)T(BY .
Suppose there exists a C < A" such that

I(C)e K(B)T(BY
FC) S fut) <0 for teC
r(C)=n or f(C)=—(p+1).

We see easily that C < KEVB). This is a contradiction since B* =
K(B)1,,, is a (p + 1)-block. We therefore get that B*+* = K(B)T(B)
is a (p -+ 1)-block. Hence, we have proved (d—3).

We prove trivially that (d—1) is true for B: < ﬁB). Finally
we show (d—2) in the same way as (b—1).

The proof of (c-1). We suppose D, @ (if D, = @, then the
proof is analogous and much easier). By the maximality of D, with
respect to (5.6) we get that D, starts with 0 or a block of type =
type(B). By (d—1) #**(A) = D, --- starts with 0 or a Dblock of
type = type(B). Moreover, if D, satisfies (5.6) and is not maximal
with respect to (5.6), then D, starts with a block of type < type(B).
By (d—1) 6*+%(4) will start with a block of type < type(B). Hence,
0 is the least index satisfying (5.2).

LEMMA 5.2. Suppose w(A) =k +p + 1 and A = B,C.DB where
type(B,) < type(B) and

0> fe,(t) = f(C) = —f(B) for teC,.
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Let h = »(C,). Then we have 6*(A) = DBB;C; and w(0*(A))=k+ p + 1.
Furthermore,

w(@(A) =k +p + 1 —type(B,) for tef{l,---, h}.

There exists a bijective correspondence B, — BL: {the blocks in A} —
{the blocks in A"} such that type(B%) = type(B,), m(B%L) = m(B,) and
(1) If B, < D, then B. = B,.
(2) If B, < B,C,, then B = B,.
(3) B"= BB.C,.
(4) If B, < B, then B. = B,.

Proof. We observe that f(BB;C:) = f(B) and fx(t) >0 for te
BB;C;. Hence (3) is proved. (1) and (4) are trivial. (2) is proved
in the same way as Lemma 5.1(b-1).

Proof of Lemma 4.4. The lemma follows easily by using Lemmas
5.1 and 5.2 several times.

Proof of Lemma 4.6,4.7 and 4.8. Suppose A = 0, B,T,0, B,T, ---
B,T,0,, Bzy, where B, = H(B,)K(B;) and T; is the tail of B,, We
prove Lemma 4.6 by using Lemma 5.1(b) and (d) respectively m + 1
and m times. We also use Lemma 4.3(b) m + 1 times. Then Lemma
4.7 follows from 5.1(c) (s, = d(6"(4))), and Lemma 4.8 follows from
5.1(d).

LEMMA 5.8. Suppose C < A, f(C) =0, C starts with a block and
0<|fe®| Z=p+1 for teC and t =+ 7).

Then the length of C = A(C) where A(C) = 321 2-1-(the number of
i-blocks B < C).

Proof. The proof is by induction with respect to j = the number
of blocks contained in C. If j =1, then C =10, or 0,1, and the
claim is true. Suppose the claim is true for 1, ---, 7. Suppose that
C contains j + 1 blocks. C = BE where B is a block. Suppose
level(B) is odd. (If level(B) is even the proof is analogous.) Then

B=1,C1, - Cl, , and E=0,D0, - D,

Tg+1 Ir+1

where D; and C, satisfy the hypothesis of the lemma and
G4+ et =g+ o+ + Jo, = typeB.

By the induction hypothesis, the lemma is true for C, and D;, and
we get the length of BE = 4(BE).



SYMMETRIC SHIFT REGISTERS 225

LEMMA 5.4. Suppose A = HB)K(B)D=a,---a,, type(B) =gq,

A" = qgla? ..., B, — B and B. — B:"’ are as in Lemma 5.1.

(a) B, — B satisfies Condition 4.9 with r; = the mumber of
j-blocks im a, --- a, and x; = di(a, - -+ a,).

(b) Bl — BL" satisfies Condition 4.9 with 7; = the number of
j-blocks im al ---ak and x; = di(al --- al).

(¢) Suppose type(B,) = j < type(B) = q. Then Bl < a} ---akif
and only if d(BL)<d;(al --- ab).

Proof. We suppose that K(B) is as in (5.1). Hence,

A = HB)KBD = HBLBT, -1, B,T,1, . D.
A" = DH(BYK(B)l, = DH(BY1,B.T, --- 1, B,T:1, 1

im+1mq
(If ¢g<p-+1, then K(B)= @».) By Lemma 5.1(b) we get B" =

K(B)1, and B = T, for i = 1, ---, m. The other blocks get displaced
h positions modulo %.
We observe that

(5.8) di(D) = di(A) — d;(H(B)K(B)) and a; =d;j(A)+J.

First we consider B". H(B) has the form H(B) =1,C1, ---C,1, .,
where C, satisfies Lemma 5.3, and ¢, + --+ + 7,4+, = ¢. By Lemma
5.3 d,(H(B)) = q. Hence,
d(B") = dy(D) + d,(H(B)) = dy(D) + ¢ = o, — d,(H(B)K(B))
= d(B> + o, — dq(a/x e ah)
by (5.8) and since d(B) = 0 and a, --- a, = H(B)K(B).

Next we suppose B, < H(B), type (B,)=s and A= EB, ---.
Then A* = DE'BL ---.

There is a bijective correspondence between {the end positions
of blocks in E}\{I(B)} and {the end positions of blocks in E’}. Hence,
d(E") = d(E) + s=d(B,)+s. Hence, by (5.8)

d(B%) =d (D) + d(E') = d(D) + s + d(By) = d(B,) + a, — d,(H(B)K(B))
=d(By) + a, —d(a, -+ - ay).

All the other cases are treated in the same way.
(b) is proved as (a), and (c) follows from Lemma 4.2.

Proof of Lemma 4.10. We treat only the case type(B) = ¢ and
B has a tail. Then by Lemma 4.6

A =EHBXK®B) ---, A=EH®BYB---

and there exists a bijective correspondence between
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{the end positions of blocks in K}
and
{the end positions of blocks in &} .

Therefore d},(E) = di(E'). As in the previous proof d,(H(B)) =q.
We get d(B) = d (&) + d(H(B)) = d,(E) + q =d(B) +q. All the
other cases are treated in the same way.

LEMMA 5.5. Suppose A satisfies (4.3). Suppose r; = the number
of j-blocks in @, --- @,, where A =a, -+ Gpipr, and s, are defined in
(4.6) and Lemma 4.7.

@) sa=p+1+>0.20-7,.

(b) ds(@ ---a,,)=p+1+ 37 ;4,2:(1 —j)r, = x,(A) + J where

x;(A) 1s defined in (4.9).

Proof. s,=06(0"(4))=0@,---a,). By (5.6)in the proof of Lemma
5.1 we get

O>f(dx(,it) = _f(dl"'@sA): —(p-l-l) for 1 <t<s,.
is equal to

O,L'x(;’lo,;2 R Cmo

Hence, @, --- a,,

Im+1

where C, satisfies Lemma 5.3 and ¢, + -+« + 9,4, = 9 + 1.
(b) By definition

i o
Qi@ -+ 8,) =8, = 2200 — J- 3 207,

i=j+1

and (b) follows from (a).

Proof of Lemma 4.11. From Lemma 5.4(b) we get that B— @(B)
satisfies Condition 4.9 with 6 = s, and

r; = the number of j-blocks in @, --- @, .
x; = dia, - @) =x;(A) + j (Lemma 5.5) .

Moreover, if type(B) = j we get by Lemma 5.4(c)
B<@, -8 —dB)<d@,---a) .

Since d(f?) = d(B) + type(B), Lemma 4.11(a) and (b) are true. By
combining (a) and (b) we get (c) easily.

The first parts of (d) and (e) follows from Lemma 5.5. Moreover
z(A)Zea, (g =1, ---, p) is proved as follows: Let Bgxp be the last

A

block in A. If B+ Buyp is a block in a,---a,, then B<a,---d,.
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But »(Buxy) =7 + » + 1 and 1(Bexy) = n + 1 if K(B) = @. Hence,
d, @, --a,) =dya, ---a,) +2q

and by Lemma 5.5(b) and (5.8) we get

€ (A) = dp(@y -+ 8,,) —q=dG---8,) — (@=dJa---a,)+q=q,.

That ¢ is the least integer such that 6'(A4) satisfies (4.3) follows from
the proof of Lemma 5.1.

Proof of Lemma 4.12. Let ¢ be the least 7 such that w(6'(4)) =
k+ p»+ 1. We divide the proof into 3 cases.

(1) If A starts with 0, then 7 = 1.

(2) Suppose A satisfies Lemma 5.1. Then B — B" will satisfy
Condition 4.9 by Lemma 5.4(a). We do a little modification of Lemma
5.1 (e¢) and (d): We use ¢’ instead of §, where ¢ is the least integer
6" > 0 such that w(@+'(4) =%k + p + 1. (In the proof of Lemma
5.1 we choose D, minimal with respect to (5.6) and put &' = »(D,).)

As in Lemma 5.4(b) B* — B+ will satisfy Condition 4.9. Hence,
B — 0""(B) will satisfy Condition 4.9.

(3) Suppose A is as in Lemma 5.2. Then ¢ = k. As before it
is easy to see that B — 0"(B) = B" satisfies Condition 4.9.

Proof of Lemma 4.13. (a), (b) and (c) follows from Lemma 5.1.
The proof of (d) and (e) are modifications of the proof of the Lemma
5.4.

(f) We prove that

(5.9) the length of @, --- a, = m(B) — (p + 1) + d(B) + ;2w .

Suppose a, --- a; = DBT. D has the form
D=0,,C0,---C,0

tm1
where C, satisfies Lemma 5.3 and 4, + --- + 4,4, = d(B). Hence,
the length of D = d(B) + 3. {2-type(B*): B* < D} .
We prove analogously,
the length of B = m(B) + >, {2-type(B*): B* < B} .
the length of T = (p + 1) + >\ {2 -type(B*): B* < T} .
(56.9) follows from these equalities since type(B) = p + land r,, = 1.
(f) follows from (5.9) by using the definition of z, = d(a, --- a;).

Moreover, (5.9) implies (g). (x, < a, is proved as follows: It is not
difficult to prove d,(a;+,- - -a,)=p+1—-2q. (For example if a;,,---a,=
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1,+; where 1,,, is a (p+1)-block, then d (a;s;---a,)=p+1—2q). Hence,

xqqu(a,l...m) :dq(al"'a'n)—dq(a§+1"'an)
é(“q_4)~(p+l—2q):aq_(p+1_q)<aq).

Now we prove two lemmas which we will use in the next paper.

LEMMA 5.6. (a) We suppose Ac{0,1}" and w(A) =k + p + 1.
We determine the block structure of A with respect to ». If j =
sup{type(B): B block in A}, then w(05(A) =k + p + 1 — J and 04(4) =
05.(A) for every i, where S=FE, + -+« + FEpp, S = Ep + -+ + Epipy
p=j—1land ¥ =k+»+1—7].

(b) We suppose Ac{0, 1}*, S = E, + -+ + E,y, and w(4) =
sup w(0s(A)) =k + " + 1. Then 6%(A) = 6%(A) for every 1, where
S =E,+ -+ E,p.

(e) We suppose A=a, -+ a,€{0, 1} and w(ld)=k+ p + 1.
Moreover, we suppose 1 <2< p + 1 and A = B is a z-block or

A =BTB,T,--- B;_,T;_B; where type(B;) =z and
T, =a,- - a, satisfies
0>.f(a’r'"a“j>g —z:f(TJ fO’l' .7 =1, "'98(7::17 ""f_l)'

Then for p > p we have 0%.(4A) = 045(A) for every i, where S' = E, +
e _{_E]H_pf and S:Ek+ et +Ek+p-

Proof. (b) Suppose ' < p. Suppose 65(4A) =¢ ---¢,. If
w(ey-+-¢,) =k +p +1, then ¢, = 0. Hence 65(4) =¢, -+ ¢,c; and
w05 (A)) =k + p + 2 which is a contradiction. Hence, we have
proved w(c, -+-¢,) <k -+ p’. Hence, S(e, ---¢,) = S(cy + - ¢,)-

(a) w@5(A) =k +p+1— 4 follows from Lemma 5.1(a-3) and
(c-4). Then 6i(A4) = 65.(A) follows as in the proof of (b).

(¢) We suppose A = B = H(B)K(B) as in Lemma 5.1. (The other
case is treated analoguously.) We let & and 6 be as in Lemma 5.1.
We observe h =% and 6 = the length of H(B): By Lemma 5.1
0%(A) = H(B)'KTB). Moreover, 0%7(A) = KTB)H(B) is a (p + 1)-block.
Moreover, it is not difficult to prove (for example by Lemma 4.8) that

w(0%5(A) <k + p + 1 or 64(A) starts with 1
fori=1, ---,h + 6. Hence, 05(A) = 65(A) fori=1, ---, h + 8. This
is proved analogously for 7 > h -+ 4.

LEmMA 5.7. Suppose Ac{0,1}" and wA) =k +p+1 and S =
E, + - + Ey,. Suppose A= BTD where B is a block and T =
a, - a, satisfies
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0> fla, -+ a;) = —type(B) = f(T) for j =7, -+, s.
Then w(O3(A) =k + p + 1 where z = the length of BT.

Proof. The Lemma follows from Lemma 4.3.

s(A)

0, 1,

w(-)

i), »(+)

A

teD

C<D
type(B), level(B)
o

s, Y

a,-), d,(A, s, t)
d(B)

SNt

a,C
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