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Differential inequalities containing functionals are as-
suming an increasing importance in problems of biomathe-
matics, mathematical medicine, chemistry, heat flow and
population growth. Many of these applications lead to an
equation which is of parabolic structure, in the sense that
the equation would be parabolic if the functional in it
were replaced by a known function. One way in which a
functional arises in such equations is through a Volterra
type memory term, which takes account of the past history
of the process.

We shall present a number of comparison inequalities
for parabolic functional operators. These can be used to
answer questions pertaining to unigueness, monotonicity,
stability and qualitative behavior with the same simplicity
and directness as has long been available in the purely
parabolic case. As an application, we obtain new results
on the behavior of strongly coupled systems.

The particular formulation adopted here has its historical origin
in the concept of monotone operator, as introduced by Collatz [1].
Without getting involved in technical details, let us suppose that
we have an “interior operator” P and a “boundary operator” R
defined for functions in some suitable class Z. The pair (P, R) is
said to be monotone in the sense of Collatz if the implication

Pu< Py Ru S Rv=—u=<v

holds for u,veZ. In the case of an unbounded region one may
need a growth condition such as sup (u — v) < . Further general-
ization can be achieved by allowing an interior error ¢ and a
boundary error ¢. The implication is now

(1) Pu—Pv=90, Ru—Rv=<e¢, supu—v)< co=—=u—9v=p0,

where the bound p is supposed to be effectively computable in
terms of 6 and e. The usefulness of such results in the study of
uniqueness, stability, numerical estimation and existence is well
known [2, 12, 13].

The above formulation (1) is one-sided, in the sense that there
is a one-sided bound in both hypothesis and conclusion. Many im-
portant results (such as Harnack inequalities, for example) do not
hold in the one-sided case, but do hold when the estimates are two-
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sided. The two-sided version of (1) is

|Pu— Pv| <0, |[Ru — Rv| =< ¢, sup|u —v| < o
—lu—vl=p.

(2)

Even in the case of purely parabolic operators, one-sided estimates
hold only for systems satisfying certain monotonicity conditions,
while two-sided bounds can be obtained for a much larger class of
equations.

The following results are formulated in the style (2). The
necessary additional assumptions needed for corresponding results
(1) are, roughly speaking, a quasimonotonicity condition with respect
to w and a monotonicity condition with respect to u(-). The modi-
fications in the proofs are easy and are left to the reader.

We point out that existence theorems for the type of problems
discussed here can be proved, using essentially the same methods as
in the purely parabolic case (a priori estimates combined with fixed-
point theorems or Leray-Schauder degree theory). We shall come
back to this matter in another paper.

2. Notation. We use |-| for the Euclidean norm; the argu-
ment can be any finite-dimensional vector or matrix. Points of
R* are written in the form (x,¢) with xe R* and ¢t€R. The
letter G denotes a nonempty subset of R"*' which has the following
two properties:

(i) inft =0, supt =T > 0 for (x,t)e@G.

(ii) If (z, t) € G then a half-neighborhood of form

Gt —a<t =t lo—¢& <al

with & = a(x, ?) > 0 is also in G. We define I' = G, — G where G,
is a given closed set containing G and we use the terminology

G = parabolic interior, I" = parabolic boundary.

As explained in [9], introduction of G, is needed to ensure that
expressions like u(2x,t — 1) are defined in G. In purely parabolic
problems G, =G and I is the parabolic boundary in the ordinary
sense.

At certain points (z, t) € I' one can define an inner normal v(z, t)
by use of a sequence of points (x;, t)eG; see [13; §31]. A point
(x,t)e " is called a boundary point of Type I if the normal deriva-
tive does not occur in the boundary condition at (x, t). All points
in '—G are of Type I, as are all points (x, 0)el’. A point (x,t) e
I' is of Type II if the boundary condition involves the normal
derivative at (x, t); this implies of course that v(zx, t) exists.
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For functions w: G,-> R™ we assign to w,, w,, w,, w,, the mean-
ings that have long been traditional in parabolic problems. Thus,
w, is a one-sided derivative from below with respeet to ¢, w, is the
inner normal derivative, w, is the gradient, and w,, the Hessian.
At a given point (x, t) where these expressions exist we have

w, € R*, w,e R", w,e(R")", w,,€(S")"

where S™ denotes the set of real symmetric # by % matrices. Ex-
istence of w,, means that each coordinate of w, is differentiable in
the n-variable sense; mere existence of the second partial derivatives
is not enough.

We conclude this summary of notation by giving two definitions
and a notational convention.

DErFINITION 1. The class Z™ of admissible functions is the class
of funetions w: G, — RB™ such that

(i) w is continuous in G,,

(i) w,, w, and w,, exist in G.

DErFINITION 2. For ze R*, ¢ Z* and we Z™, respectively,

HzH = (jzll, lzz’) Tty }sz ’
1ple = sup {[¢(5, D) (§, D) e Gy, T = ¢},
Hwlly = (w'ly, [wly, -, [w™]) .

This use of the subseript ¢ should be distinguished from its use to
denote partial differentiation, as in u,.

Notational convention. The letters w and v denote functions
of class Z™. The letters 0, ¢, 0 denote continuous functions
(— =, T]— R™ which are constant for ¢t < 0.

This convention is introduced to eliminate unnecessary clutter
in the statements of our theorems. The functions 4, ¢, 0 are given
in the first instance as functions [0, T] — R™, but are extended to
(— o, 0) so they will be defined on G,.

3. Inequalities and monotonicity. Inequalities between vectors
of R are interpreted componentwise, but inequalities between sym-
metric n by n matrices are interpreted by means of quadratic forms.
Thus, if 2z¢ R™ and z< R™, then

PERZ—2 =27, 2<Z—2 < (1=1,2,---,m).

But if s€S” and se€S*, then
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$S=8=—=¢&s—5)&=0 for £ R",

where (s — 5)¢ denotes the quadratic form 3.2, (s;; — 5,;,)&:£;. Ine-
qualities are extended to functions by the usual pointwise definitions,
and we set R* = {z:2e R", 2 = 0}, R, = R'..

In general a function «r is increasing if

8§=85=—=qy(s) = ¥,

where the ordering is that which is appropriate to the category of
the variable. For example, if  is a function S” — R, then the
inequality s < § is a matrix inequality as introduced above, while
if +r is a function BR™ — R™ both inequalities are vector inequalities
in R". A function 0: [0, T] — R™ is increasing if each coordinate p*
is; this is consistent with the above conventions.

In nonlinear problems it is essential to specify the “base value”
at which the monotony inequality is required. This is accomplished
here by use of an arrow which also specifies the relevant variable.

For example, if ¢ is a function G x R™ x R" X S™ — R the state-
ment

o(x, t, u, u¥, wk, 1) is monotone
means that
o, t, w, wi, wi, + 8) Z §(x, t, u, ul, ui) = 9@, T, u, ul, ui — )

for seS", s = 0. Here u is a specific function we Z™ and u, u*, uk,
are abbreviations for

ulx, t) , u(x,t), ub(et),

respectively. The inequality is required for (z, t)eG.
In a like fashion, if ¢ is a function I" X R™ X R — R, the state-
ment

é#(x, t, u, u* 7)) is monotone
means that
¢(.’E, ty ’LL, uf + S) z ¢(x; t; 7/(/, uf) Z 95(1;; t: u’ ulf - 8)

for se R, s = 0. Here u is a specific function w € Z™, and w and !
are abbreviations for u(x, t) and u*(x, t), respectively. The inequality
is required for (x, ) eI’. Naturally, similar conventions apply if ¢
has an extra argument u(-), as in the sequel.

Throughout this paper, monotonicity conditions are prescribed
at the argument % and continuity conditions at the argument v,
where % and v are specific functions entering into the statements of
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our theorems.
We conclude by introducing the following definition:

DEFINITION 3. The function w: R x R" x R™ — R is quasimono-
tone inereasing if the conditions

T=y, ¥=9y", 2=z, z*=2"

together imply w,(, ¥, 2)=w,({, ¥, 2) for te R and for k=1, 2, ---, m.

A similar definition applies to the function (¢, ), which does
not depend on =z.

4. A preliminary result. Throughout the sequel we shall be
concerned with operators of the form

(3) (PI) 2)"'7Pm)) R:(RlyREZ!".rRm)r
where

(Pku = u? - fk(wy t; U, u‘.IT:; ula:& ? ) %())

(4a) (R = u* — g, ¢, u, u' T, u(-)) .

Here u(-) denotes the function itself, as a member of Z™, while
the other arguments of f, and ¢, stand for the values at (z,?).
Thus, f, and ¢, are respectively of forms

GXxR"xR' x8 xXZ"—R, 'XR"XRXZ"—R.

It is understood that the argument «* is absent from g, at points
of Type 1. At these points, no monotonicity condition for g, is
required.

As continuity conditions we assume

((sgn NSl T, v+2, V5, Vi, v()+w(-) — filw, ¢, v, vE, vE, 0(-))]
i = @ty (2], lwll)

»(sgnz") lgu(z, t, v+z, o5 v(-)+w())—g.(x, t, v, v%, v(-))]

‘\ = 7t (121 [wl]o)

These inequalities are needed for k= 1,2, ---, m and for
z=u—v, w()=u()—v().

However, since only one of the functions w or v is usually known,
we state conditions of this kind for arbitrary ze R™ and w(-)e Z™,
here and below.

The following elementary result serves as a preliminary to
Theorem 1.
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THEOREM 0. Let G, be bounded and let (P, R) satisfy (4ab),
where ® and Y are quasimonotone increasing. Suppose also that o
18 an inereasing solution of

o0 > llw —oll, 0> 0,0+, 0> 0 0 +e¢
on (0, T]. Then
||Pu — Pv|| <6 in G and ||Ru—Rv||<cec in I’
— |lu—v||Z<p in G, .
5. Proof. If the conclusion fails we can find an index k and
a point (& 7) € G, such that = > 0 and
[u*(&, 7) — v*(§, T)| = "),
while for j=1,2, .-, m
lui(z, t) — vi(z, t)| < 0/(t) for (x,t)eG,t < T.

We assume u* — v* = +p* at (¢, 7); the discussion with —is similar.
Since p is increasing, we have

uk(f, f) - Uk(é; T) = pk(f) ’ Hu(f, T) - ,U(E: T)l] é (O(Z.) »
|u* — v*|. = o*(z) , lu — vl = p(o) .

We consider three cases.

Case I. (& 7) is a boundary point of type I. The relation

R — Ry = 0"(7) — vulz, llu — o], [luw — »]]o)
2 [ok(7‘-> - 7k(T7 p(T)y P(T)) > sk(z.)
holds at (¢, 7) and contradicts the hypothesis ||Ru — Rv|| < e.

Case II. (£, 7) is a boundary point of type II. Here we have
u;, = v, at (& 7)
in addition to the relations above. The monotonicity of g, gives
R — Bw = 0, — 94§, T, u, v, u(+)) + 9x(& 7, v, v, v(+))

at (¢, 7), and a contradiction is obtained as in Case I above.

Case III. (¢,7)eG. Here we have
uf — v = of, up=v, ukl =<k

at (& 7), in addition to the relations of Case I. Hence, by the
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monotonicity of f;,

of = ui — vi = P + (g, T, u, uf, ub, w(-))
— P — fi§ 7, v, vi, vk, v(+))
= 0" + fiul§, T, w, VI, v, u(e)) — fiul§, T, v, O, L, v(0))
= 0" + oz, [lw — v, [lu — v]].)
= 0" + wy(z, p(7), p(7)) < oF,

which is a contradiction.

6. Formulation of the main theorem. We now suppose that
the coordinates x,, x,, ---, 2, are unbounded as (x, t) ranges over G
and that the remaining coordinates are bounded. It is also assumed
that the boundary operator R does not depend on u(-), so that

(Pku = uf —"flc(x, t’ U, uf: uljx T ’ u()) ’

5 h
( a) (Rku = uk - gk(xy t} u, uf T ) .

The argument «* is omitted at points of Type I. As continuity
conditions we require

(sgn 2°)[ fulw, t, v+2, Vi+D, vi.+q, v(-)+w(-))
=@, t, v, vi, v, v( DS w8, ||2]], [|wll) + Nlz| |p|+N|z*|q| ,
(sgn 2")[g.(x, t, v+7z, vi+8)—gu(x, t, v, V)=V, [[21])
+N|x||s|.

(5b)

In these relations ze R™, pe R", qeS", w(-)eZ™, se R and N is a
large constant that does not enter the final estimate. The inequality
(5b) for f, is required in the following two cases:
(i) |z| > N, |p| <1/Nlz|, |¢| <1/N|=z[, p,;=q¢:;=0 for i, j>I,
(ii) |[#|= N, »p=0, ¢=0.
The inequality (5b) for g, is required in these cases:
(i) |z|> N, |s| <1/N]z|,
(ii) |z| <N, s=0.
At points of Type I, the condition involving s is vacuous.
Finally, we assume that

0, (t, Y+2, Yy+2)— o, ¥, <K(|z|+|z|) for 2=0,2=0,

5c m
(5¢) Y@, ¥+ 2) — 7@, Y= 2 Kz for 220,
i=1

where K, K;; are constants satisfying K =0, K;; =0 for ¢ = j,
2 Ky < 1.

THEOREM 1. Let (P, R) satisfy (5abc) where @ and v are
quasimonotone increasing. Suppose also that o is anm increasing
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solution of
00) = [fu — [, 0z 00) +0, 07 p0) +e
on (0, T]. Then
[[Pu— Pv||<6in G, |[Ru— Rv||Zein F,sxpi\u~v{\<°’>
—llu —v|]| =0 in G,.

The choice v = 0, p = z in Theorem 1 gives the following:

COROLLARY 1. Let P be as im Theorem 1, with v = 0 in (5b),
and let u be a bounded solution of Pu = P0. Suppose z€ R7 1is
such that w(, z,2) <0 for 0 <t <T. Then ||u|l satisfies the maxi-
mum principle relative to z; that is, ||u(x, t)|| <2z in I’ implies
Hu(xe, t)|| £z in G.

This follows from Theorem 1 by taking g =v=0=0,p=¢=z.
If w{,y, 2) = Lt)y + K(t)z is linear the set of vectors z in
Corollary 1 is defined by

Ltz + Ktz =02, 0<t=T,

and hence is a convex cone. Further discussion of the linear case
is given in the following section.

7. Remarks and generalizations.

REMARK 1. The hypothesis (5¢) with regard to v can be relaxed
as follows. It suffices to assume that

(1) 7,y +2) — v, y) = M(t)z for z = 0,
where M(t) is a matrix-valued function continuous in [0, T'] such
that

(ii) o(t) > M(t)o(t) has a solution a(t) > 0 in [0, T'].
First we note that this assumption is weaker than the original one.
Indeed, if M(¢) = M = (K,;), where the K,; are the constants in (5¢),
then o(t) = (1,1, ---, 1) satisfies (ii). Second, we may assume that
the function ¢ in (ii) is smooth. For, if (ii) holds, then the Heine-
Borel theorem gives a finite set of relatively open intervals I; covering
[0, T] and a set of constant vectors & such that &,> 0, & > M(t)e,
for tel,. If p, are smooth functions R — R such that

p(t) >0 for tel, p(t) =0 for tel0, T] — I,
then the function G(t) = 3 &,,(t) is smooth and satisfies (ii).

REMARK 2. The first part of hypothesis (5¢) is needed only
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when y = o(t) and z||o(t), where o0:[0, T] — R™ is any continuous
function satisfying info, > — « as well as (i), (ii) above. Here
z||o(t) means z = \N{t)o(t), = 0. In any case (5¢) is needed only
for |z|,|z| < sup|w — v| and the constants can depend on (u, v).
They do not enter into the statement of Theorem 1.

Remarks 1 and 2 are most easily understood when @ and v are
linear. Let

w(t,y,2) = L)y + Kit)z, (¢, y) = Mty

where y € R", z€ R™ and where L, K, M are m by m matrix-valued
functions of ¢. The conditions for o now take the form

0. = Lo + K)o +3, o= M) + ¢
and the quasimonotonicity of @ and v is equivalent to
L) =0, K,&)=0, M,t)=0fori=j, 0=t=T.
The hypothesis (5¢) as restricted by Remarks 1 and 2 becomes
L(t)o(t) < const. , K(t) < const., M(t)o(t) < o(t) .

Here the first and third inequalities pertain to the ordering in R™
and the second means that each element K,;(t) is bounded above.
Since the diagonal elements of L and M can be negative, these con-
ditions are much weaker than corresponding original conditions

2. L,;(t)z; = const. |z| for 2 =20, M;t) = K;;, > K;<Ll.

When L is bounded above, any ¢ can be used with L, and hence
the ¢ from Remark 1 can be. Since the kth boundary operator R,
must actually involve wu*, it does not appear that the condition on
M given in Remark 1 can be significantly weakened.

If Mis a diagonal matrix with diagonal elements bounded above
by K, < 1, the sole condition on the continuous function o (other
than ¢ > 0, inf g, > — <o) is L(t)o(t) < const. Such a condition can
hold when the elements of L are severely unbounded, as is evident.
It should be observed in this connection that ¢, K and K, do not
enter into the conclusion of Theorem 1. Only their existence is
important, not their values.

REMARK 3. The hypothesis [|u — v]||, £ p(0) can be replaced by
the boundary condition

[|Ru — Rv|| =e(0), t=0,
provided the following conditions hold: ©(0) = 7[¢, 0(0)] + ¢(0) and
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(iii) M) = M(0) for t <0,

(iv) &eR", &> M@0)E=¢& > 0.
To see this, note that the boundary condition ||Ru — Rv|| < ¢(0) for
t <0 gives

luw — v[l = &0) + M(0) |lu — »]| (t=0).

On the other hand the comparison function + used in the proof of
Theorem 1 satisfies

=My pz=n(I— Mo+ (I—Mp>e0) ¢t=0).

Putting these two results together gives (I — M) — [Ju — v|]) > 0
for ¢t £ 0, and Property (iv) ensures

() lu, t) — v(x, O] <lx,t), t=0.

In the proof of Theorem 1, which is given below, it will be seen
that the only use of the condition p(0) = ||u — v||, is to establish
(x). This completes the proof of Remark 3.

In view of the above remarks, Theorem 1 implies the theorem
for the linear case which was stated without proof at the end of

[9].

REMARK 4. In most cases of interest a term |||/, does not
occur in the original statement of the problem, but arises by asses-
sment of a Volterra-type functional. In such cases one would
naturally expect K;; =0 for ¢ =7 as well as for ¢ # j. Even if
[lul|l, does occur in the original problem, the comparison function »
must be severely restricted, in general, before K, <0 can be allowed.
As an illustration consider

Pu =wu, — du + sup w(x,t), m=1.

lz] <00

Here we can take K = —1 provided v is a function of ¢ alone. If
the sup were replaced by supu(x, z) for < ¢, or by a sup with
respect to both x and 7, we could take K = —1 when v is constant.

Equations involving maximum operators such as the above do
arise in the theory of dynamic programming and elsewhere. How-
ever, we have allowed w(¢, ¥, 2) to be merely quasimonotonic in =z,
rather than monotonic, not with a view to any esoteric application,
but to show the parallelism between the dependence on % and that
on u(-).

REMARK 5. Let |¢]* and |Jw|| be defined as in Definition 2 in
§2, but with = <t replaced by 7 =t (i.e., the supremum is taken



COMPARISON THEOREMS FOR PARABOLIC FUNCTIONAL INEQUALITIES 457

only over z with ¢ fixed). If the estimate (5b) for f holds with
||w]|, replaced by ||w]|¥, then the assumption in Theorem 1 that p
is inecreasing can be dropped.

This remark applies, e.g., when the functional in P is of the
form wu(x + &(x, t), t), that is, when we have no delay in ¢, but a
deviating argument in x. Further discussion is given in §10.

8. Proof of Theorem 1. The side conditions associated with
Theorem 1 involve an index ! such that xz, x,, ---, #; are unbounded
in G, and the remaining coordinates are bounded. We define

X = <x17 Loy "'yxl)
and increase N, if necessary, so that N > 1 and also
@ 0)eG,, o]z N— |7| < |2 =27

We shall prove the theorem under the weaker assumptions outlined
in Remarks 1 and 2 of the preceding section.

Let ¢ be a smooth function satisfying (ii) in Remark 1, and let
o, 0, be constants such that

(6) 0<0,<1<a,00%t) > o) and (a(t) — M(t)ot))* > o,
for 0Zt<T, k=1, ---, m. Let
(7) t=0K+ @2+4n)N, B=0cK+sup|u—v|.

By replacing ¢ by the funection ceo(t), where ¢ is a large constant,
we can assume that o satisfies

(8) o, >po and 6* >1 k=1, ---,m) in [0, T].

Note that this change does not affect the properties (6) of w.
It will be proved by induction that

(9) Hu(z, t) — vz, DIl = o) + M@o@) for 1=10,1,2, .-,
where

Obviously, the conclusion of Theorem 1 follows from (9) for i— <o,
Since 0* > 0,0*>1 and B > |u — v|, inequality (9) holds for ¢ = 0.
Let us assume therefore that (9) holds for the index ¢ —1. In
order to prove (9) for the index ¢, we shall establish the estimate

(10) llu(x, ) — v(@, O = o) + (ah(@) + N(E)o(?)

for all « satisfying
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0<a<@NV nsup|o)™,
where
for 2| = N
o, + log |Z| for || > N.
2N

1

hx) =

o, = supjoj+ 1.

In what follows, we set

w=u—v, 1) =0+ (ah@) + NE)o) ,
and we define

o) = p(0), o) =0c0), @& =x(0) for £ <0.

The conclusion [|w(z, t)|] < 4z, t) holds for ¢ < 0 by virtue of
the hypothesis on p(0) together with the fact that o(0) > 0. If this
conclusion does not hold for all (z, t) € G, then we can find a point
(&, 7y e G, and an index %k such that z > 0 and

W', D) = 4"E 1), llw, O]l S 4, ¢) for t = 7.

A point of this kind is called a Nagumo point. We assume w*= +q*
at the Nagumo point; discussion with —is similar. Thus, the basic
conditions are = >0 and

(11) wk(E; T) = "ﬁ%g; T) ’ HW(.’X?, t)“ = "/f(x’ t) for t <.

The possible locations of (¢, 7) lead to the cases considered below.
Case I. Boundary point of Type I, |&] > N. Using first the

quasimonotonicity of v and then the hypothesis on p, we get

Rau — Rw = (&, ©) — vz, ¥(&, 7))
= e"(z) + NH(T) + vz, p(T)) — iz, p(7) + No(T)) ,

where we have introduced the abbreviation
N = ah(&) + N(T) .

We apply (5¢) with y = o(r) and z = no(zr) > 0. Thus, we get a
contradiction,

Ry — Rw = &5(7) + \o*(z) — (M()ano(2))* > e¥(z) .

Case II. Boundary point of Type II, |£] > N. Here we have,
besides the conditions used in Case I, the condition u*<vf+ah.0%(c).
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Since |[h,| < |h,| < 2/|x| because of |z| < 2|Z|, the smallness of «
ensures |8| £ 1/N|x| for s = ah,0%z). Upon using first the mono-
tonicity of g, then the inequality involving v, and finally the results
noted in Case I, we see that

Rau — R = &¥(z) + Mo(t) — M(z)o(r))* — 2aNo*(z) .
Since » = aa, and a0, > 2Nsup|o|, a contradiction is obtained
again.
Case III. Interior point, |£] > N. Here we have (11) and also
wE = gf, uk— vk = ah,0*, ul, — v < ah,0" at (7).

Since |k,| < 2/|«| and |k,,| = 4V n/|x|’, the smallness of a assures
the side conditions (i) following (5b). Using first the monotony with
respect to u,, given by (5a), and then the continuity hypothesis (5b),
we get

Pau—Pw Z i, 0)— oz, [|wE ), [|wll)—a@+4 n)Nokz) .

By (11) and the quasimonotonicity of @ we can replace ||w(&, 7)||
on the right by (& 7). To effect a similar substitution for ||w||;
let us define se€ R™ by

|wi|, = pi(t) + &7 if |wi|, = 0'(t) ,
otherwise s = 0. Then we can replace ||w]||, by o(t) + s to get
Pau— Py Z $(E, )~ w4z, ¥(&, 1), p(7)+3)—a@+4V n)Nok(z) .
Upon recalling that
P(x, t) = ak(@)o(t) + n(Eo(E) + o)

and that o, = o by (8), we see that + satisfies the differential
inequality

P > (ah + AU + B0 + @, p, ) + 0 .
On the other hand with A = ah(g) + \(r) the hypothesis (5¢) gives
(T, p(7) + Ao (7), p(7) + 8) — wi(z, (z), P(7)) = K(\|o(z)| + [s])
= E(\oy0*(z) + Mou(7)o0"(7)) -

In the last step we used the fact that |o| < o,6* by (6), and also
the induction hypothesis (9) for the index 7 — 1. The latter gives
Is] < Mi(7) |a(z)|. Because of the inequalities satisfied by «, @8 and
o, the two inequalities above lead to a contradiction:
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Pku—Pk’l)>5k—l—()\:}6—1-67\,,;_1—]{0'0()\;-}—)%,1)—a(2+41/%)N)0'k>5k
at (¢, 7).

Case IV. |&| < N. If ||w|| =+ fails, it has been seen that
there is no Nagumo point in |2| > N, and hence there must be one
in |x| < N. This is true for every a > 0. In general, both the
point and the distinguished index % might be expected to depend on
«; thus, (&, 7) = (&, 7a), k = k.. However, since h(x) = 0 for |z|=<N,
it is not hard to show that one and the same point (¢, z) and index
k can be used for all &« as a« — 04. This point is also a Nagumo
point when «a = 0, and a contradiction is obtained as in the proof
of Theorem 0 in §5.

The result of the foregoing analysis is that (10) holds for a=0,
hence (9) holds for the index 4, and the proof by induction is com-
pleted.

9. Remarks on strongly coupled systems. In this section and
the next we give examples of the foregoing theory, making special
choices of the functional implied in u(-).

Partial derivatives are denoted by the usual indicial notation,

D* = 0" pxdxe- - -9xir , |lal=oa, +a,+ -+ + a, .

If 0<6<x/2 and h >0, a cone C, h) with vertex at 0, vertex
angle 26 and height 2 is the set of all x e R* satisfying

ex = |x|cosd, x| h.

Here ¢, is a unit vector defining the axis of the cone and ¢ denotes
the inner product. When n = 1 we agree that C(4, h) denotes a line
segment of length h. The set 2 C R" belongs to the class K(4, k)
if for each x ¢ 2 there exists a cone C(4, k) such that x+C(, h)C Q.

If 2c R* is an open set, the class C%%, R™) is the class of
funections 2 — R™ such that all derivatives of order <d are continu-
ous. The class C¢(Q, R™) is the subclass of functions in C4Q, R™)
for which the derivatives of order d satisfy

(12) | DPu(x) — DPu(y)| = ¢(le —yl), [Bl=4d,

where ¢ is a modulus of continuity; that is, ¢ is continuous and
#(0) = 0. In our applications we shall have Q¢ K(, h) and (12) is
required only for (x, ¥) such that

le —y|<h, Me+@A—Nyel, 011,

Hence, by the mean-value theorem, the condition holds with ¢(s) =
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(const)s if all derivatives of order d + 1 are bounded.
The following lemma is proved in [11]:

LeMMA 1. Let 2 CR" be an open selt of class K(0, h), bounded
or unbounded, and let we CHQ2, R™) for some modulus of continuity
é6. Let

W, = sup {| D*w(x)|: |a| =k, e} k=01,---,d)

where W, < oo. Then W, < o, and there exists a modulus of con-
tinuity @, depending only on (@, h, d, m, ¢), such that

Wo+ Wi+ - + Wy (W) .

Actually the result is deduced in [11] from a hypothesis which
is much weaker than we Ci(£2, BR™). However it follows from the
conclusion that in fact we CH(R, R™) for some ¢ and hence, the above
formulation has been preferred here.

These considerations are extended to functions w(x, t) defined on
the region G by means of the following definition:

DEFINITION 4. Let G, denote the nonempty cross sections
G,={xecR" (x,t)eG}.

Then G belongs to the class K(0, h) if each G, does so, with (8, h)
independent of t. The function w: G — R™ belongs to CHG, R™) if
w(t, -) belongs to CHG,, R™), where the modulus of continuity ¢ is
independent of t.

It is convenient to denote by Du the vector of m(1+n+-- - +nf)
components which contains all z-derivatives D*u, |a| < d. Thus, D
is of order d. We consider the operators

P = wi — fu(@, t, u, uz, wi. T, Du) in G

13 _
(13a) R = u* — gz, t, u* 1) inl'=G6G-@,

where Du is an abbreviation for (Du)(x, t) and where

(sgn 2 fu(w, t, v + 2, v,, V,,, Dv + 3)

(13b) — fu®, t, v, v,, V.0, DV)] < 0, |2], |])

for k=1,2, ---, m. Here s=(s,), |a|=<d, and the function w: [0, T]x
R? — R satisfies

w is continuous, increasing in the last argument, and

(13¢) ®(0,0,0) = 0.
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THEOREM 2. Let (P, R) satisfy (13abe) in a bounded region GC
K0, h) and let (u,v) belong to CHG, R™) with d =1. Then the
conditions

| Pu — Pv| = o(1) and |Ru — Rv| = o(t) as t —— 0+
uniformly in x
imply

| Du — Dv| = o(1) and |u — v| = o(t) as t —> 0+
uniformly in « .

In particular, if either of the forward derivatives ou/ot or ov/ot
exists at (x, 0) then the other exists and has the same value.

Before giving the proof we illustrate Theorem 2 by two ex-
amples.

ExAMPLE 1. Let » =1, ' = 2z, and let G be defined by ¢t > z2
Consider the problem

(14) 2up = uy — 2u5, , 2ui=ul — 2u., @ t)eqG,
subject to #* = u?> = 0 on I'. This problem has the two solutions
U = (uly u2) = (t - x2’ t— xZ)’ v = (/Ul, /02) = (09 0) ’

which do not satisfy the conclusion of Theorem 2. Nevertheless,
all the hypotheses of Theorem 2, except one, are satisfied with a
great deal to spare, and both # and v are of class C*. The only
condition which fails is Ge K(6, h). To be sure, each cross section
G, satisfies G, e K(0, t¥?); but the parameter h = ¢ tends to 0 with
t, and hence the condition does not hold uniformly in the sense
required by Definition 4. This uniformity is therefore essential for
the truth of Theorem 2, even when [I” is smooth.

ExaMpLE 2. If the hypothesis of Theorem 2 is strengthened to
Pu = Py and Ru = Rv, and ® is linear, one might expect that the
conclusion could be strengthened to w = ». However, this is not
the case. Using the notation of Example 1, let G be bounded by
the three lines # + ¢ =0,t =0, x = 1, and consider the system

bu; = Uy, — (L — 2)u?, — 3ul

2 2 1 2 (, heG
5ui = ui, — (1 — 2)ul, — 3u’

subject to w = 0 on I". This problem has the solution

u= @+t +2) @=0; vu=(0,0 @=0



COMPARISON THEOREMS FOR PARABOLIC FUNCTIONAL INEQUALITIES 463

as well as the null solution v = (0, 0). All the hypotheses of Theo-
rem 2 hold and, in agreement with the conclusion, ou/ot = ov/ot for
t=0,0<x<1l. Nevertheless, u # v.

The proof of Theorem 2 is simple. By Lemma 1 we can find a
modulus of continuity @(s) such that w = u — v satisfies

| Dw| = O(sup jw]) .

The condition for o in Theorem 0 is therefore

0(0) >0, o> 0@ 0 90)+ M), 0>,

where )\ is continuous and X0) = 0. These can be regarded as
scalar equations with 0" =p, w*=w® for k=1, .-, m. Given \e
(0, 1/2), there exists ¢ > 0 such that

0<t<p 0< o< p=—2\01 + & 0, 00) <\.

Hence we may take o(t)=nt+7, 0 <7 < /2, and we obtain |u—v|<
M+ 7 for 0<¢ < p. Letting » — 0, the result follows.

By using the full force of Theorem 1, one can readily extend
Theorem 2 to unbounded regions and to strongly coupled systems
containing functionals. Also one can obtain more detailed estimates
by means of the inequalities

(5) W, = (const) Wi~ *“[max (W,, W)I**, k=0,1,---,d

which are established for functions we C%®, R™) on regions Q¢
K9, h) in [11]. For suitably restricted polynomials H(Dw) in the
elements of Dw, the inequalities (15) give an estimate of form

| HDw)| = (const)(sup [w])*, p=1,

and this can be used to establish uniqueness, stability, and asymp-
totic stability for the null solutions of certain rather broad classes
of strongly coupled systems. Details of these developments are not
difficult and are omitted.

In conclusion, we mention that the idea of using Kolmogorov-
type inequalities in the study of strongly coupled systems is due to
Nickel [4, 5], and the fact that these results can be subsumed
under a general theory of parabolic equations with functionals was
pointed out by the authors [9, 10]. An existence theory within the
context of Nickel’s ideas is given in [8].

10. Systems with limited memory. The reason for requiring
o to be increasing in Theorem 1 is to ensure ||p]|, = || o(t)||, so that
o(t) gives an estimate not only for w(z, t) at the Nagumo point,
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but also for ||w]||,., The assumption of monotonicity does no great
harm on a finite interval [0, T'], and, if the differential equation
for o would allow a decreasing o, we could generally take o = con-
stant. But on an infinite interval [0, o) the monotonicity of o is a
serious restriction. The trouble is that one would like to establish
asymptotic stability,

lim |u(z, t) — v(x, t)| = 0 uniformly in z,
t 00

and this requires lim p(¢) = 0.

To deal with this problem let g be a specified function R—R
satisfying p(t) <t. Without bothering to introduce a new notation,
we alter the definition of |¢|, in Definition 2 as follows:

[¢], = sup {|#(&, )] (4 7) e G, p) =t = t} .
This gives a corresponding value, depending on p, for
Hwll, = (w'l, [0, - -, [w™]0) .

Roughly speaking, an expression which can be assessed by |[[wl},
cannot involve values of w at times prior to p(f). Such an expres-
sion can be thought to be of limited memory; a measure of the
memory at time ¢ is given by ¢ — u(tf). For example, the operator
w(x, t) — w(x, t—1) has memory 1. The operator w(zx, t) — w@x—t,1t)
has memory 0, as does also the operator w — Dw introduced in
the foregoing discussion. Operators given by integration over the
subset of points (& 7)eG, for which p¢(t) <7<t are of memory
t — p(d).

When the foregoing theory is developed in this setting, the
hypothesis in Theorem 1 that p is increasing can be replaced by a
requirement that w(t, y, 2 7) is increasing and that

0. = w(¢, o), O®) , P(t) = max {pi(t): put) = ¢ < t} .
In particular, if w(t, y, 2 7) is increasing, and also p is decreasing,
it suffices to have
o = o(t, p(7), p(UE))) -

Thus, the study of asymptotic stability leads to a specific class of
delay differential equations.

As a simple illustration, let a,, & and B be given functions of
type R*t*— R, R"** — R"*, and R"*' — R, respectively, and consider

Pku = u? + ak(a"r t)u'k - fk(m, t, u’;, u:x T ’ 7/6*)

162) (e, ) = wlate, 1), B, ) ) f6) < B, O) S © .
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Thus, #—u* is a Volterra displacement operator with memory
t — p(t). As continuity condition we assume that there exist con-
stants A and B and an increasing function N: R — R such that

a @, t)=A, A>B=0,
(16b> |fk(x9 t’ ’UI; + p, vl;z + q; ’l)* + 3) - fk(x’ t; Vs vxac; ’U*)|
= N@® x| |p| + N@) |z |q] + BmgXls"l

for (x,t)eG and k=1,2, ---, m. In each strip 0 <t < T this is
subject to side conditions for |x| > N(T) and |x| < N(T) similar to
those in Theorem 1.

THEOREM 3. In the region G = R* x (0, ) let (16ab) hold and
suppose also:

(i) Julz, t) — v(z, t)| is bounded in each strip 0 <t <= T,

(ii) limp(t) = < as t— oo.
Then Pu = Pv tmplies lim,_. |u(x, t) — v(x, t)| = 0 uniformly in .

For proof, let w=wu —v. To get a useful assessment for
[lw*|| we ought to choose t, so that p(t) =0 for ¢t = ¢, and work in
the region t = t,, However, since the main hypotheses are invariant
under a translation of ¢, we shall use Theorem 1 as it stands. The
conditions for o are satisfied if p is a decreasing solution of

ot = —Ap'®) + Bmax (), p(0)  ||w(a, 0)] .

This can be solved by setting o = \(o, 0, - -+, 0) where A\ is a suffi-
ciently large constant and where ¢ is a decreasing solution of the
scalar equation

17) 0,2 —Ao(t) + Bo(ut)) , 0(0)>0, @) =0.

There is no difficulty in finding particular solutions of form e *,
(t + B)~* corresponding to particular choices u(t) =t —v (v>0), p#(t) =
o0t (0 <6 <1). Such choices are useful in that, when they apply,
they give a specific estimate of the rate with which |u — »| ap-
proaches 0. However, the general case depends on the following:

LEmMA 2. If A>B=0 and lim,,, pt) = o, then (17) has a
decreasing solution o such that lim,., o(t) = 0.

The condition on g is appropriate, since if g is bounded and
B> 0, there can be no such funection o.

For proof suppose lim ¢#(f) = « and construct a sequence {t,}
with ¢, =0,¢,+;, > ¢, + 1, such that x(t) >¢,, +1 for t =¢,. For
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o we choose a continuous function which is linear in each interval
(t., t, + 1) and is constant on the complementary intervals. It is
readily checked that such a ¢ can be constructed so as to be decreas-
ing and to satisfy (17) except at the corners, and also

1+ B
O<at”<const[ :\
() < ( )1 A
Thus, limo(t) = 0. A modification of this constructions gives a
continuously differentiable o, but in fact a countable set of hyper-
planes ¢t = const. in which %, — v, and o, fail to exist does no harm.
It is perhaps unnecessary to mention that the region and the

operator in Theorem 3 can be strongly generalized, by using the
full force of Theorem 1.

11. Boundary conditions of the second kind. The foregoing
results extend to cases in which the boundary condition at some
points involves only the normal derivative w,, and not the undif-
ferentiated function . Boundary conditions of this type are of the
second kind. A suitable regularity condition is given by the follow-
ing definition:

DEFINITION 5. The boundary [I' is regular if there exists a
function ¢(x) € Z* satisfying c¢.(x) = 1 at all boundary points (x, t) of
Type II and also

0=5ce=s6Gy, e, | =6y, |c”]§02inG.

The constants C; are called the region constants relative to c.

This condition is satisfied by many regions, such as a cube,
that do not admit an internally tangent sphere in the sense of
Hopf. For further discussions see [7, 9].

We shall consider operators

(18a) Py = ul — flz, t, uw, ut, wk, 7, u(-))
subject to the following continuity condition:

(Sgn zk)[fk(x, t! v+ z, vlag + D, ,vla:x + q, ’0() + w('))

18b
(180) 1, v, o, o, () S 0¥t 2, 0]l (2], la]) -

Here w'(t, z, s, |p], |g|) is quasimonotone increasing with respect to
the arguments s, z and monotone increasing with respect to |p|, [q|.
For simplicity we assume also that @ has continuous partial deriva-
tives with respect to each of the arguments z,s, |p|, |¢]|. Instead
of introducing a boundary operator R we assume boundary condi-
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tions such that

|u® — v £ &F (1)

Pt > b=yt < b, Vi—ut>ef=—ut-0vt et (1)

(18¢)
%

at boundary points of type I and II, respectively. Here ¢ is a given
vector of R™, ¢ > 0.

THEOREM 4. Let (18abc) hold and let I' admit the region con-
stants C,, C,, C,. Suppose p is an increasing solution of

0F = wi(t, p, o, €°C,, &*C;) + 0%, p(0) = 1 + Cye,

on (0, T}, Then ||Pu— Pv||<9d tn G and supl|lu — v|| <o 1in
Go=||uw — v]| =0 wm G,

The proof follows by use of a comparison function +(x, t)—éc(x),
where € is slightly larger than ¢ and where + is the function used
in the proof of Theorem 1. It will be found that the hypothesis
involving p and ¢ is needed in a region somewhat larger than that
defined by |p] < Ci(maxé*), |g] £ C,(max &¥).

To illustrate the boundary condition, consider the operator R
defined by

R = a,(, Hu’ — by(x, thul + gu(x, t, u* 1) — hylew, ¢, ul 1),

where the arrow denotes monotony as usual. For points (x, t) el
of Type II we require

(@, 1) =0, byw, ) =0, aur,t)+ bz, t)=1.

At points of Type I we set a,(x, t) = 1 and omit the terms involv-
ing uf. Then the condition ||Ru — Rw|| < ¢ in I', implies the bound-
ary hypothesis of Theorem 4.

12. A theorem without growth conditions. For aeS” d¢
S*, b€ R*, be R" it is convenient to define

ad =

@55 bb = i btgj , bab = iZn. b,a;;b; .
i 7=

1

1,4

The hypothesis involving N |z|* and N |z| in Theorem 1 corresponds
to classical growth conditions for the coefficients of the linear
inequality

U T AUy +0U,, =0, m=1

where a=a(x, t) € S, b=>b(x, t) € R* and the products au,,, bu, denote
contractions as above. Namely, the maximum principle holds for
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bounded solutions in unbounded regions if a = O(|z[?) and b = O(|x|),
uniformly in ¢, as |x| — . It was noticed in [10] that these
growth conditions can be dropped if the elliptic problem associated
with awu,, + dbu, = 0 has effective dimension <2 in the sense of
Meyers and Serrin [3]; see Definition 6 below. Conversely, the latter
hypothesis is essential for the validity of the maximum principle in
the problem

(19) u, < Maw,, + du,), supu<co, m=1

when G =2 x (0, T], R* — 2 is bounded, and the growth of the
function \: G — R, is unrestricted.

By means of the technique used in the proof of Theorem 1 these
results can be generalized to nonlinear systems containing functionals.
To this end, we introduce the following definition:

DEFINITION 6. Let a and b denote functions G — S", G — R",
respectively. The operator S defined for weZ* by Su = au,, + bu,
18 said to be of Meyers-Serrin type if a = 0 and for some 7,

lez1:1‘ace a(x, t) + b(x, t)x

s2+4¢(z), @eG, |z|>n
xa(x, t)x

where ¢ is a continuous function R — R satisfying

Sm 1 exp [—ST ¢—{’E"—)ds]dr = oo .,

T ro S

The importance of this condition is that, when it holds, the equation
Sy < 0 has a radial solution ¥ = g¢(|z|) > 0 for || > 7, which satisfies
lim u(z) = o« as 7 — co: see [3].

We consider operators of the form

(20a) P = wi — filx, t, u, Su* T, u(-))

where f, is a function G X R™ x R x Z™ — R and where each S, is
an operator of Meyers-Serrin type. As continuity condition we
require

(Sgn zk)[fk(x; t; v+ z, Skvk, U(') + W(’)) - fk(x; t) v, Skvky ’l)())]

(20b) < ., Iz, llwll) ,

where ® satisfies the same conditions as in Theorem 1. Namely, ®
is quasimonotone increasing and

(20c) W, y+zy+2) -0ty y =Kz +]z) =20,z2=20).
The difference between this hypothesis and that of Theorem 1 is



COMPARISON THEOREMS FOR PARABOLIC FUNCTIONAL INEQUALITIES 469

that here we have no restriction involving the arguments » and g,
which correspond to the dependence of f on u, and u,,, respectively.

THEOREM 5. Let (20abe) hold in a bounded or unbounded region
G and suppose p is an increasing solution of

o= 0t 0,0 +0, p=e, 0<t=<T.
Then
|Pu— Rv||<d in G, |[u~v|[§sinl’,sgt:p|[u——v|l<oo
—|lu —v||=Zpin G,.

If G=2 x(0,T], where R* — 2 is bounded, the hypothesis
that each S, is of Meyers-Serrin type is essential even when f is
linear and the arguments u, u(-) do not occur. This follows from
the above discussion of (19); ef. [10].

To prove Theorem 5 construct radial functions y.(x) = Y, (|z])
such that S,y, < 0 for large |x| and also lim y,(&) = « for |x| — <.
We choose 7, so large that every vy, is positive (and satisfies its
differential inequality) for |z| > 7, and we define ¥,(x) =0 for
|| < 7r,. Theorem 5 now follows by use of a comparison function

P&, 1) = ay@) + M@)o (t) + o)

with ¥y = (¥, ¥, -, Y.) and with A, and ¢ as in the proof of Theo-
rem 1. In the present case the boundary is ruled out automatically
as a possible location of the Nagumo point, and in other respects
the proof parallels the proof of Theorem 1.
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