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In the beginning are defined right differential operators
for noncommutative algebras. Differential operators give
rise to right derivations, jet and Kahler modules for non-
commutative algebras, differential separability and differ-
ential inseparability (called differentially stacked). Differ-
ential separability is related to the abelianized algebra
being separable, Differentially stacked is related to pure
inseparability of noncommutative algebras.

Introduction* Suppose A is a not necessarily commutative
algebra with right A-modules M, N. For fe Hom(Af, N), aeA,
m e M let [/, a] e Hom(ilf, N) be defined by [/, a](m) = f(ma) - f(m)a.
So HomΛ(M, N) = {/ 6 Hom(Λf, N)\[f, α] = 0 for all aeA}. Induc-
tively define 3f\{My N) = KomA(M, N) (or &~A\M, N) = {0}) and

&ri(M, N) = {fe Hom(M, N)\[f, a] e &y\M, N) for all aeA} .

&A

n(M, N) is the module of nth order right differential operators
from M to N. This follows the definition in [3, (2.1.1) p. 210] where
A was assumed commutative.

An important example of first order right differential operator
is the right derivation, a linear map d: A—• N satisfying d(aa) —
d(a)a + d{a)a. 2$A\A, N) splits up as a direct sum of Hom^(A, N) = N
and the module of right derivations from A to N. More about right
derivations in a while.

As in the commutative case £&/(M, —) has a universal represent-
ing object. A right Λ-module Jn(M) together with j n e &Λ

n(M9 Jn(M))
where for each fe&Δ*(M, N) there is a unique F e KomΛ(Jn(M), N)
with Fjn = /. The key to dropping the commutativity requirement
on A is the introduction of the opposite algebra A and the envelop-
ing algebra Ae — A® A. A fair amount of our first section is an
adaptation of [3, §2, p. 210-220] to the noncommutative, a process
of discovering which A's to leave and which must become A's.

The (jet) modules Jn(M) depend on Zn(A)—&n A-bimodule—in
that Jn(M) = M®AJ%(A) an isomorphism preserving universal pro-
perties. A is right differentially separable if for all n (or n = 2)
(jn, Jn(A)) — (7, A). This is equivalent to &A(M, N) = Hom^(M, JV)
for all n and right A-modules M, N. In other words there are no
interesting (non A-linear) right differential operators. The opposite
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extreme is when for some n

(L, UA)) ~ (A^^l A', A') .

In this case A is called right n-differentially stacked which is
strongly related to pure inseparability as shall be seen. A being
^-differentially stacked is equivalent to &A

m(M, N) = Hom(M, N) for
all m^n and right modules M, N. In other words all maps from
M to N (linear with respect to the ground ring not A) are differ-
ential operators of order n.

Our second section is devoted to characterizing right differenti-
ally stacked algebras. The notion of not necessarily commutative
purely inseparable algebra is defined in [5, Definition 1, p. 343]. A
finite dimensional algebra over a ground field is purely inseparable
if and only if mod its Jacobson radical it is a purely inseparable
field extension. [7, Corollary 13, p. 353].

The main result of section two is the equivalence of the following
three conditions for a finite dimensional algebra A over a ground field:

( i ) A is a purely inseparable algebra,
(ii) {zeAe\z = i(g)a — ά (x) 1 for a e A} lies in the Jacobson

radical of Ae.
(iii) A is right ^-differentially stacked for some n.
Three and four are short sections giving the behavior of Jn(A)

with respect to algebra maps A —> B and base extension.
in the sixth section right differentially separable algebras are

characterized. Suppose A is an algebra over ground ring R. Let
3^ be the commutator ideal, i.e., the two-sided ideal generated by
{x e A I x = ab — ba, α, b e A} so that A\^Γ is A "abelianized". The
main results concerning right differential separability are:

If R is semi-simple and A separable then A is right differenti-
ally separable.

If A is commutative and A ®RA Noetherian then A is separable
if and only if A is right differentially separable.

If A is right differentially separable then A\^Γ is right dif-
ferentially separable.

If the Kahler module of A is a finitely generated A-module and
A\3^ is right differentially separable then A is right differentially
separable.

If R is Noetherian, A contains a finitely generated subalgebra
B and A is generated as an algebra by B and the elements of A
which are invertible with inverse in B then A is right differentially
separable if and only if A\3^ is separable. In particular finitely
generated algebra over Noetherian rings are right differentially
separable if and only if abelianized they are separable.
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Right derivations—mentioned earlier are the main tool used to
characterize right differential separability. An interesting example
of right derivation arises from skew commutative graded algebras
such as the exterior algebra. For such an algebra, projection onto
the odd graded part is a right derivation.

A Kahler module exists for right derivations, being a right
A-module KA and right derivation d: A -> KA with the property that
for any right A-module M and right derivation g: A —»M there is
a unique right A-module map G: KA^> M with dG = g. Right dif-
ferential separability of A is equivalent to KA — {0}. Among results
about KA is a finite generation theorem which asserts that KA is a
finitely generated A-module if A is generated as an algebra by a
finitely generated subalgebra B and elements of A having inverse
in B. This is not a surprising result since on inverses a right de-
rivation d satisfies dia'1)^ — d(a)-a~2.

Like derivations the kernel of a right derivation is a subalgebra.
Unlike derivations, right derivations vanish on commutators, [α, &] =
ab — ba. Which is why A "abelianized" comes into the characteriza-
tion of right differential separability.

If M is a right A-module Hom(A, M) is an A-bimodule. We
show how the right derivations from A to M naturally correspond
to a submodule of the ordinary derivations from A to Hom(A, M)
and characterize the submodule. This technique is used to consider
the matter of extending a map defined on a subset of an algebra to
a right derivation of the algebra.

One of the most interesting and important theorems about right
derivations yields a factorization. Suppose d: A —> M is a right deri-
vation and M = d(A)A. If ^ is the largest ideal of A lying in
the subalgebra Ker d then M^d — {0} so that M inherits an
module structure and d factors

dy being a right derivation for Al^d. Al^d has the properties that
all commutators lie in its Jacobson radical and Ker df is a central
subalgebra.

Used in showing that all commutators in Aj^d lie in the Jaco-
bson radical is the result:

If U is a simple ring with all commutators central then U is
commutative.
We include a snazzy proof, (5.21).

One corollary to the factorization theorem is that a semi-simple
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algebra with faithful Kahler module is commutative. In particular
a simple algebra with nonzero Kahler module must be a field.

We systematically work with right differential operators and
right derivations. The left analogue is mirror. Conditions (i) and
(ii) of (2.1) the characterization of right differentially stacked alge-
bras do not depend on right or left. Hence being right differenti-
ally stacked is equivalent to being left differentially stacked for
finite dimensional algebras over a field. The same is true—to some
extent—for characterizations of right differentially separable algebras
in § 6. However, in this paper we do not systematically compare
right differential conditions with left differential conditions.

Thanks to Alex Rosenberg for suggesting the condition (ii) in
the characterization of right differentially stacked algebras (2.1).

The most interesting order in which to read the paper is § 5,
§6, § 1, § 2, § 3, § 4. The logical gaps are off-set by the greater
motivation and interest of the material.

1* Right differential operators* Throughout the paper R is a
commutative ring with identity. Unadorned ®, Horn and End
denote ®B, ϊlomB and End^. Algebras are unitary ϋί-algebras unless
otherwise indicated. Subalgebras and algebra maps preserve unit.
If A is an algebra and we specify that M is an A-module (left or
right), this means that

1. M i s an j?-module,
2. M is a unitary A-module,
3. the jR-module structue on M induced by M being an

A-module agrees with the original j?-module structure on M.
Thus if M happens to be a module for several algebras all the

underlying ϋί-module structures are the same (as the original
iϋ-module structure on M).

Much of the treatment of differential operators in [3] gener-
alizes to noncommutative algebras. We present the generalization
giving references to [3].

For any right A-module L and a e A, let ar e Hom(L, L) be de-
fined by

ar(l) == la , for I e L .

Then for M, N right A-modules αe A, /eHom(M, N), [f, αr]eHom
(Λf, N) is defined by

= / M — f(m)a , for m e l .

The most direct definition of right differential operators follows
the definition above [3, (2.1.1), p. 210].
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DEFINITION 1.1.

3fl(M, N) = {fe HomCM", N) | [/, ar] = 0 for all a e A}

= Hom,(Af, JND ,

and inductively for l ^ ^ e Z ,

^Γ(Λf, N) = {fe Hom(Af, N)\[f, ar\ e ^A

n~\M, N) for all a e A} .

&A(M, N) denotes Ό&ΆM,N). The elements of &A(M, N) are
called right differential operators from M to N. The elements of
&A(M, N) are called nth order right differential operators from M
to N.

Note that if SrA~\My N) = {0} then

^ϊ(M, N) = {fe Hom(ikΓ, N)\[f, ar] e ^A~\Mf N) for all a e A} .

Right derivations—used extensively in sections five and six—are
first order differential operators. If M = A and d: A—>N satisfies
d(aa) = d{a)a + d(a)a for all α, ae A then d is called a right deri-
vation. It is easily checked that [d, ar](a) = d{a)a so that [d, ar] =
d(a) eN= KomA(A, N) = ^?j(A, N) and d e ^r}(A, N).

For a in the center of A, areKomA(L, L) = ^ i (L, L).
The assertion in [3, (2.1.1, b), p. 210] that "the associated graded

algebra is commutative" is not correct. For example if A is a field
and M a vector space of dimension at least 2 then u?j(ikf, M) — End^M
which is not commutative. What is correct is that the elements of
positive degree in the associated graded algebra are central; i.e., all
the noncommutativity occurs in degree zero. This correction and all
the rest of [3, (2.1.1)] goes over to the case of A noncommutative:

LEMMA 1.2. (a) Let M, N, P be right A-wiodules. The composi-
tion map

Hom(M, N) x Hom(2V, P) > Hom(ikf, P)

(u, v) > v°u

carries ^A

r(M, N)x^rA

s(N, P) into ^A

r+S(M9 P). // ueΈlomA(M, N)
and v e Homi(JV, P) then

(b) Under composition of endomorphisms {&/(M, M)} is a
filtered subalgebra of End M. If ue &A

r(M, M), v e &A\M, M) then
[u, v] — u o v — v ° u 6 &A

r+s~XM, M) when 0 <; r, seZ and r + s ^ 1,
so that uov = voy, mod &A

+8~\M, M) and in the associated graded
algebra of {£&A(M, M)} the center is
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Z&&M, I ) φ φ { ^ Ϊ + \ M , M)I&1{M, M))
ΐ=0

where Z&l(M, M) is the center of &l(M, M).
(c) Let A and B be algebras and let M, N be right A-modules

and M', N' be right B-modules (so M®M' and N®N' are right
A (x) B-modules). Then natural map

Hom(M, N) (x) Hom(M', N') > Hom(M(x) M\ N ® N') ,

carries

, N) (x) &&M\ N') into &l£i{M® M', N®N').

Proof, (a) HaeA,ueHom(M, N),veHom(iV, P), the first part
of (a) follows by induction on r + s using the identity:

(1.3) [v o u, ar] = [v, ar] o u + v o [u, ar] e Hom(M, P) .

The second part of (a) then follows from the first since
RomA(M, N) = &1{M, N) and RomA(N, P) - &1{N, P).

(b) The first part of (b) follows from (a) taking M = N = P.
In particular £&2(M, M) is a subalgebra of £&A(M9 M) so that for
u,ve &rj(M, M), [u, v] e &j(M, M). Using the identity:

(1.4) [[u, v]ar] = [[u, arl v] + [u, [v, < | ]

for uf v 6 Hom(.M, JV) the second part of (b) follows by induction on
r + 8 where r + s ^ 1.

(c) Let u e Hom(M, N), v e Hom(ikf', N'), aeA,beB then

(1.5) [u 0 v, (a (x) b)r] = (u o ar) (g) [v, br] + [u9 a
r] (x) (br o v) .

This identity gives (c) by induction on r + s.

For an algebra A let A denote the "opposite" algebra where

—: A-^-°^A is an algebra anti-isomorphism. Ά is identified with

A by means of the algebra isomorphism =: A >A. As in [2, p.
167] Ae = A (x) A is called the "enveloping algebra" of A. The two
maps

(1.6) -
a > 1 (x) α, a (x) 1 < a

are algebra maps.

DEFINITION 1.7. For an algebra A let d0 and cZx denote the maps
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a >ϊ (x) a — ά (R) 1 a .

Let D — Im d0 = Im dx and for 1 ^ n e Z, Dn is the R submodule of
Ae spanned by monomials of length n of elements of D.

For M, N right A-modules Hom(ikf, N) is a left Ae-module where
for fe Hom(M, N), a (x) a e Ae

(1.8)
(α (g) α)•/ = αr o / o α r 6 Hom(M, JV) so

(α) / = L Λ < | for α e i .

Unlike the situation with A commutative, &/(M, N) — even
*2fl(M9 N) — is not in general an Ae-submodule of Hom(M, N); see
[3, (2.2.1, b) p. 212].

A is a left Ae-module where for be A, ά (g) aeAe

(1.9)

'(a 0 cή b — aba and

a (x) a • aa

is a left Ae-module map.
Clearly kerμ = {xeAe\xΊA = 0} a left ideal in A.
For 1 ^ m e Z let [m] denote {1, 2, , m}; let [0] denote 0 . For

S a finite set #S denotes the cardinality of S. If 0 ^ *Sc[m] with

S = {iλ < < iι) and a = αx x x αm 6 A x x let

(1.10)

ί t 6 A

aH = aH
aHah e A and

= 1 eA , 0a = ϊeA .

LEMMA 1.11. [3, (2.2.2) p. 213].
(a) ker μ = AeD = eo(A)D = e[{ ~
(b) AeDm is the left eQ(A)-submodule or e^Άysubmodule of Ae

generated by {do(ax) do(aJ}aiX...xa,mBAτ^2.
m

(c) For a — ax\

do(am) =

Proof. Suppose 0 = Then
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Σ (α, <g> 1)(1 <g> α , - α 4 <g> ϊ )
i

- Σ «

• α4 - Σ 1'

Σ t t ® «*) • 1 - l®α,) .

Since Dakerμ a left ideal this proves (a).
(b) follows from (a).
(c) follows by induction on m.

LEMMA 1.12. [3, (2.2.3, a, 1 3), p. 213].

Let M, N be right A-modules and u e Hom(Λf, N) for O ^ ^ e Z .
The following conditions are equivalent:

(1) ue&XM,N),
(2) D'ue^/-\Mf N),
(3) (AeDn+1)-u = {0}.

Proof. By the inductive definition of s%rj(M, N) and the identity
(1.8) do(a) f = [/, αr], (1) and (2) are equivalent. Hence by induction
if ue&Λ

n(M, N) then D ^ u e ^ I , N) = {0} and (AeDn+1)-u = {0}.
Thus (1) and (2) implies (3). Conversely if (A'Dn+1) u = {0}, then
Z)%+1 ^ = {0} and D-(Dn u) = {0}. Thus by definition D % . ^ c
^ί(Λf, iNΓ). By induction D^'-ua&JίίM, N) which for i = w given
w e ̂ Γ(Af, iSΓ).

X have the left A-module structure

ϊ (g) X. For any left A-module Q

For an .R-module X let A <

arising from A. Let <J: X—
there is the natural bijective correspondence

A ® X, Q) > Hom(X, Q)

(1.13)

where for a

x) = α/(«)
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A right A-module N becomes a left A-module where a n = n-a for
a eΆ, neN. Suppose M is also a right A-module. Then A (x) M is
naturally a right A (x) A = Ae-module. The correspondence
Homi(A ® M, N) <-* Hom(M, JV) ties together a number of module
actions by the identity

A ( 6 ® m) (ά® α)) - bάf(ma) = (arofoarY(b (x) m)

= ((α<g)α)•/

for /eHom(M, JV), α(g)αeA% 6 (x) m e A (g) ikf. The identity (1.8)
and (1.4) combine to give

(1.15) f\z do(a)) = (dQ(a).fγ(z) = [/, a^{z)

for /e Hom(M, N), a e A, zeA(g)M.

DEFINITION 1.16. For a right A-module M let Jn(M) =
A (x) Ml {{A (x) M) D%+1). The map jn: M~> Jn(M) is the composite

Λ f — A® M -^-*A® MI{{Ά® M) Dn+1) = Jn(M) .

(A (x) M) Dn+1 is a left A-submodule of A ® ikf and the left A-module
structure on Jn(M) is the natural quotient module structure. The
left A-module structure on Jn{M) gives Jn(M) a right A-module
structure.

(Jn(M), jn) is the appropriate variation of the " J " defined in
[3, p. 214] for the noncommutative case.

UNIVERSAL PROPERTY THEOREM 1.17 [3, (2.2.6, a) p. 215].

If Jn{M) has the right A-module structure arising from its left
A-module structure then jn e £&/(M, Jn(M)). If N is any right
A-module and u e ^A

n(Mf N) then there is a unique g e Romj(Jn(M),
N) = RomA(Jn(M), N) with gjn = u. Thus the map

Ή.omA(Jn(M), N) - ΆomΊ(Jn(M), N) > &A*(M, N)

g — > gjn

is bijective.

Proof. If A (x) M has the right A-module structure arising from
the left A-module structure and α, a e A, ξ e M

((a ®a)-ξ)(m) = {ar ° ξ o ar){m) = a-ξ{ma)

= a (x) ma = f (m) (ά (g) α) .

Thus (ΰ w + 1 ί)(ilί)c(A(g)ikί) i)% + 1 = kerTΓ. Since j w - πξ it follows
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D**1-]. = 0 and by (1.12) jne^/(M, Jn(M)).
By (1.2.a) if g e Rom Ί(Jn(M)9 N) then gjne^/(M, N).
Say ue&Λ

n(M, N). By (1.13) ue is the unique element of
Hom^A 0 M, N) with neξ = u. By (1.15)

ue((A (x) M) ί)%+1) - (D +1.^) (Λ (g) M)

and Dn+1-u = 0 by (1.12). Hence we vanishes on kerπ and there is
a unique element # e Ή.omj(Jn(M)f N) with #ττ = ue. Thus βr is the
unique map with the property:

u = ueξ = gπξ = βriw .

Let us examine Jn(A). This is Ae/AeDn+1 which has a left
Ae-module structure since AeDn+1 is a left ideal. The left Ae-module
structure on Jn(A) gives rise to left A and A-module struct ures
from the algebra maps A-^> Ae <?-A. This left A-module structure is
the same as in (1.16), (1.17). The left A-module structure on Jn(A)
may be used to give an algernate construction of Jn(M) for a right

A-module M. The j n of Jn(A) is the composite A -A Ae^> Jn(A).

THEOREM 1.18. For a right A-module M there is a unique left
A-module isomorphism ψ: Jn(M) —> M ®A Jn(A) making the diagram
commute \

UM)

Hence M®AJn{A) together with M 7 ^ " ^ ^ M®AJn(A) has the
same universal property as (Jn(M), jn) in (1.17).

Proof. Since Ae — A (x) A we have

(1.19) M(g)A Ae = M®A (A (x) A) = A <g) (M ®A A) = A (g) Λf .

Apply M ® A - to the exact sequence.

0 > AeDn+1 > Ae > A'/A'D"-1 = Jn(A) > 0

to obtain the exact sequence:

(AeDn+1) -1-*M®A Ae > M®A Jn(A) > 0 .
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Using (1.19) to identify M®ΛA
e with A0M the image of 7 is

(A® M)-Dn+1. This gives the left A-module isomorphism

= A <g> M/((A <g) M) Z)^ 1) >M(g)A Jn(A)

with the commuting diagram.

Recall (1.11, a) kerμ = AeD. Hence the pair (JQ(A), jQ) is natu-
rally equivalent to (A, I) and the left A-module structure on A arises
from the right A-module structure AA. On occasion Jn(A) will as-
sume one of two (opposite) extremal forms. It may happen AeDn+1 =
AeD for all 0 <; n e Z. On the other hand there may be a value of
O^neZ with Dn+1 = {0}. Then Jn{A) = Ae/AeDn+1 = Ae and the
pair (Jn(A), jn) is simply (A% e0).

DEFINITION 1.20. An algebra A is right differentially separable
if AeD = AeD\ If Dn+1 = {0} then A is called right ^-differentially
stacked.

THEOREM 1.21.

(a) The following conditions are equivalent:
( i ) A is right differentially separable.
(ii) AeDn+1 = AeD for all/one l^neZ.
(iii) (Jn(A), JJ ** (A, I) for all/one l^neZ.
(iv) &/(M, N) = ^°(ΛΓ, N) = Hom^(M, N) for all right

A-modules M, N and all/one 1 :g n 6 Z.
(v) &rA*(A, N) = &2(A, N) = ΈίomΛ(Af N) = N M all right

A-modules N and all/one 1 ^neZ.
(b) The following conditions are equivalent:
( i ) A is right n-differentially stacked.
(ii) AeDm+1 = {0} for n^meZ.
(iii) (Jn(A), jn) ~ (Ae, e0).
(iv) (/m(A), i J « (A% β0) /or n ^ m 6 Z.
(v) &rΛ

n(M, N) = Hom(M, JV) /or αZΪ ri^/^ί A-modules M, N.
(vi) ^ m ( M , iV) = Hom(ikί, N) for all right A-modules Mf N and

n ^ meZ.
(vii) &An(A, N) — Hom(A, N) for all right A-modules N.
(viii) 3f±{A9 N) = Hom(A, N) for all right A-modules N and

n ^ meZ.

Proof, (a) By (1.16) the definition of Jn(A) and a remark above
(1.20), (ii) and (iii) are equivalent. By (1.18) the universal property
of (Jn(A)f jn)f (iii) and (v) are equivalent. Clearly (iv) implies (v)
and by (1.18), (v) implies (iv). Thus (ii), (iii), (iv) and (v) are
equivalent.
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Say A is right differentially separable so that AeD2 = AeD. By
induction on n, AβDn+\ AeD for all l^neZ. Say AeDn+1 = AeD
for owe l^neZ. Then the inclusions AeD%+1 c AeD2 c AeD show
that AeD2 — AeD and A is differentially separable. Thus (i) is
equivalent to (ii) and part (a) is proved.

(b) By (1.16), the definition of Jn(A) and a remark above (1.20),
(i) is equivalent to (iii) and (ii) is equivalent to (iv). By (1.18) the
universal property of (J<(A), j\), (iii) is equivalent to (vii) and (iv)
is equivalent to (viii). Clearly (v) implies (vii) and (vi) implies (viii).
By (1.18), (vii) implies (v) and (viii) implies (vi). We have estab-
lished:

(i) <=> (iii) — (vii) <=* (v)

(ii) «=> (iv) <==> (viii) <==> (vi) .

A is right ^-differentially stacked if and only if Dn+1 — 0 if and
only if AeDm+1 = 0 for n^meZ. Hence (i) and (iii) are equivalent.

So when A is right ^-differentially stacked Hom(ikf, N) =
j&A

n(M, N) = SfA{M, N) for all right A-modules M, N. There is a
particular test module and test morphism which we now describe.

Ae has left A-module structure from eλ: A —> Ae which gives Ae

a right ^4-module structure. (This is not usually the same as the

right A-module structure arising from A-^Ae.)

LEMMA 1.21. // eQ: A —> Ae is a right differential operator of
order n with respect to the right A-module structure on Ae arising
from eλ: A —> Ae then A is right n-differentially stacked.

Proof. Keeping track that Jn{A) = Ae/AeDn+1 and j n = πe0 then
by (1.17) there is a left A-module map /: AΛ/AβDn+1-> Ae making the
diagram commute

AΊA'D

Ae is generated by eo(A) as a left A-module. Hence / is surjec-
tive. πf: Ae/AeDn+1 —> Ae/AeDn+1 is a left A-module map with

= (^/)(^e0) = π(fπeQ) - πe0 = j n .
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By the universal property of (Jn(A), j%) it follows that πf is the
identity map. Since / is surjective π must be injective. Hence
{0} = k e r π = AeDn+1Z) Dn+1.

2. Right differentially stacked algebras* Throughout this
section the ground ring R is assumed to be a field. In [7, 1, p.
343] purely inseparable algebras are defined. An algebra A is purely

inseparable if A6'—> A is a projective cover of A as left Ae-module.
By [7, (13.b) p. 353] a finite dimensional algebra A is purely insepar-
able if and only if A/J is a purely inseparable field extension of the
ground field R, where J is the Jacobson radical of A.

PURE INSEPARABILITY THEOREM 2.1. For a finite dimensional
algebra A the following conditions are equivalent:

( i ) A is a purely inseparable algebra.
(ii) D lies in the Jacobson radical of Ae.
(iii) A is right n-differentially stacked for some n.

Proof, (ii) => (iii). Since A is finite dimensional so is Ae and its
Jacobson radical to some (n + 1) power is zero. Thus by (ii),
Dn+1 = {0}, and by (1.20) A is right ^-differentially stacked.

(i) => (ii). We consider characteristic zero and positive charac-
teristic separately. If R has characteristic zero then A/J being a
purely inseparable field extension of R implies that A — R φ J. For
reR,yeJ, dQ(r + x) = ϊ(x)x + x(x) 1 e A® J+ /(x) A and Dc:A(x)/+
J0A. Clearly A(x)Jand J(x)A (each nilpotent two-sided ideals)
lie in the Jacobson radical of Ae; hence D lies in the Jacobson
radical of Ae. This shows that (i) =* (ii) when R has characteristic
zero.

Suppose R has positive characteristic p. Suppose K is a purely
inseparable field extension of R of exponent s, i.e., xp" e R for x e K.
If xί9 - - , xt is a basis for K over R then in K (x) K

(1 <g> x, - x, (x) 1)((1 (X) x, - x± (x) IK" 1 (1 (x) a, - xt (g> l)*^1)

when regrouped will contain

since x?s e i2.
Ke — K® K may be identified with K® K since iΓ is commu-

tative. Since any x e K is an iϋ-linear combination of (cc '̂s it follows
that

{0} -
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Since Ke is commutative this shows that KeD is a nilpotent ideal
and D lies in the Jacobson radical of K\

Let 7: A —> A/J be the natural surjection and let 7: A -> A/J,
α—>7(α). Then 7(x)7: A ® A —> A/J® A/J is a surjective algebra
map with kernel A® J + J<g)A which lies in the Jacobson radical
of Ae. Since the kernel of 7(x) 7 lies in the Jacobson radical of Ae

it is easily shown that

(*) (2 (x) 7)-1( Jacobson radical of (A/J)e)czJacobson radical of Ae .

Since A/J is a purely inseparable field extension of R, by what
we have shown for K above it follows that (7 x 7) (D) lies in the
Jacobson radical of (A/J)e. Thus by (*) it follows that D lies in
the Jacobson radical of A\ which completes (i)=»(ii).

(iii) => (i). Suppose A is a right ^-differentially stacked algebra.
If a G A is idempotent then (ΐ (x) a — a ® I)3 = ( ϊ ® α - ά ® l ) and
so

α - ά ® l)odd p o w e r .

Since Dn+1 = {0} it follows

0 = ( ϊ ( g ) α - α <g) 1) % + 1 = ( ϊ (X) α - α <g) l ) n + 2 .

One of these coefficients is odd and soϊ(x)α — α(x)l = 0. Since J2
is a field 1 ® α — α(g)l = 0 implies α e R and hence α = 1. Thus 1
is the only idempotent of A, and A is indecomposable, i.e., A is
not of the form J 5 0 C where B and C are two-sided ideals in A.

Since A is right ^-differentially stacked Dn+1 = {0} and for
&, α0, --, aneA

do(ao)do(a1) do(αΛ) = 0

so that

= [•••[[&, α»L αn_J •••, α0]

and A" is a nilpotent Lie algebra. (A~ is A with the Lie structure
[6, α] = δα - αδ.) Thus by [6, (I, a, 7 => 9) p. 103] A/J is a field
since A is indecomposable. Let 7: A —> A/J be the natural algebra
map. Let DA be the DaAβ for A and D ^ be the Da(A/J)e for
A/J. Since (Ύ ®7)(DA) = DA/J if Z>2+1 = {0} then (τ®7)(i)r 1 ) =
jD»+i = {0} and A// is right ^-differentially stacked.

We are reduced to showing that if A is a field which is right
^-differentially stacked then A is a purely inseparable field extension.
Let S be the unique maximal separable extension of R in A. Since
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R is a field the natural map Se —> Ae is injective. Ds maps into DA\
hence, Dg+1 — {0}. However, since S is a separable field extension
by [2, (7.10), p. 179] and [2, (7.9), p. 179], Se is semi-simple. In
particular ker μ = SeDs is an idempotent ideal if not zero. Thus
D2+1 = {0} implies Ds = {0}. If seS - R then ΐ ( g ) s - s ( x ) 1 ^ 0
since iϋ is a field. Hence S = iZ and A is a purely inseparable field
extension of S = R.

3* Algebra maps* The proof of the pure inseparability theorem
suggests several techniques which have further application. These
technique are presented here.

Throughout this section A and B are iϋ-algebras and 7: A —• B

an algebra map. The algebra map A ^—^—> B is denoted 7. DA

denotes the iϋ-submodule Im(A—> Ae) and DB denotes the i2-sub-

module lm{B~>Be). Let Ji denote Ae/D2+1 and Jξ denote Bβ/D%+1.
Let Y denote the algebra map 7(x)7: Ae —>Be. Clearly 7(DA)(Z

DB so that ye(AeD2+1)B(zDB+1 and ye induces the unique m a p 7 / making
the diagram commute:

(3.1) Ae/AeDn

A

+1 Bβ/B Dϊ+1

γJ
JA 1 . TB

If X is a right [left] module for_J5 (B) ((Be)) it become svia 7(7)
((7e)) a right [left] module for A (A) ((Ae)). The map yJ is a left
Ae-module map.

If Ms and NB are right 5-modules and fe&rB

n(M, N) then / is
a differential operator with respect to A. I.e., fe£^/(M,N). In
particular jB

ne^r/(B, JB

n) so that jξy e &A"(A, JB

n). 7J eRomΊ(Ji, Jn

B)
is the unique map with the property yJji = jξy.

THEOREM 3.2. (a) // A and B are flat R-modules and 7 is
injective then 7e is injective.

(b) // 7e is injective and B is right n-differentially stacked then
so is A.

(c) Suppose 7 is surjective:
( i ) 7J: Jn

Λ —> JB

n is surjective.
(ii) If A is right differentially separable so is B.
(iii) // A is right n-differentially stacked so is B.
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(iv) // (ker 7)* = {0} and B is right n-differentially stacked
then A is right (2nt + 2t — n — 2) — differentially stacked.

Proof, (a) If 7 is injective so is 7. If A is a flat i?-module so

is A since A - ^ ^ ^ A is an ϋ?-module isomorphism. ye factors

giving part (a).
(b) Since Ίe{DA) c DB and ye is an injective algebra map the

condition Dn

B

+1 = {0} implies Dn

A

+1 = {0}.
(c) If 7 is surjective so is 7 and 7 (x) 7 = 7% which implies yJ

is surjective as claimed in (i). Also Ύe(DA) = DB. Thus if AeDA —
AeD\ applying j e gives

BeDB = 7 e(A e)7 e(£J = 7 (A JDJ = Ί\AeDA)

which proves (ii).
If DI+1 = {0} applying Y gives Dl+1 = 7e(DA)

n+1 = 7'(I>3+1) = {0}
which proves (iii).

(iv) Let J = K e r 7 c A . J c A is Ker 7 and by right exactness
of (x) the kernel of Y is the image of A (x) J + J(x) A in A ® A = Ae.
If J* = {0} then ( K e r r ) 2 ' " 1 = {0}. If Dn

B

+1 = {0} then {0} - y*(DA)*+1 =
7e(D2+1) and Z)^ + 1 cKer7 e . Thus

{0} = (D2+1)2*-1 = DA

2nt+2t'n~Z)+1

and A is (2nt + 2ί — n — 2) — differentially stacked, proving (iii).

4* Base extension* Throughout this section S is a commuta-
tive iϋ-algebra. If A is an J?-algebra, S ® A is an iS-algebra and
an iϋ-algebra. Thus Jn(S(x) A) as an lϋ-algebra or as an 5-algebra
both make sense and are different in general. (S ® A)e as an
i?-algebra or S-algebra make sense and are different in general.
Any S-algebra Szf is naturally an ϋ?-algebra and J ^ e has ambigious
meaning. To avoid confusion we shall tack an S onto symbols
(functors) when working with S-algebras and there will be no S
when working as iϋ-algebras. Thus

while

Suppose A is an i?-algebra M, N right A-modules and X an
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jβ-module. X(x)N has the right A-module structure arising from
NA. The natural map

X <g) Hoπn(Jn(M), N) > Horn j(Jn(M), X®N)

is defined in [1, §9, (8), p. 37]. The map is bijective when X is a
finitely generated projective i2-module. (4.1) becomes

X (x) ̂ /(M, N) > ^AM, X(g)N)
( 4 * 2 ) x®f >(mι >x® Km))

which is an isomorphism if X is a finitely generated projective
j?-module.

There is a natural isomorphism S (x) Ae —> (S ® A)es where

s (x) a (x) a > (s (X) a) (g)5 (1 (g) α) = (1 (g) α) ®s (s (g) α) .

We apply S(x)— to the exact sequence

0 > AeDn+1 > Ae > Ae/AeDn+1 = Jn(A) • 0

to ge t

S (x) AeD r 1 - ^ S (x) Ae > S (x) Λ ( A) > 0

I)

The image of λ in S(x)Ae corresponds to the image of λ' in
(S (x) A)** for

0 > (S 0 A)'8D"s&tS — (S (8) A)e^ > J ^ S ® A) > 0

Thus we have the commutative diagram with exact rows

S (8) AeD r 1 > S (x) Ae S S (8) Jn(A) > 0

0 * (S <8) A)esZ>ia,S »(S ® A)c« > J!(S (8) A) • 0 .

The right hand isomorphism in (4.3) fits into the commutative
diagram

(4.4) V

A
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BASE CHANGE LEMMA 4.5. (a) If M is a right A-module and
N a right S (x) A-module the correspondence

A,S(S ®M,N)
f

, N)

{m\

is bijective with inverse

9 N)

g (s (x) m i

M, N)

g(m) - (s (x) 1)) .

(b) (Js

n(S (x) A), jnt8) ™ (S (x) Jn{A),
(c) If A is right differentially separable then S (x) A is a

right differentially separable S-algebra. If S is faithfully fiat
R-module and S (x) A is a right differentially separable S-algebra
then A is right differentially separable.

(d) If A is right n-differentially stacked then S ® A is right
n-differentially stacked as an S-algebra. If S is a faithfully flat
R-module and S 0 A is right n-differentially stacked as an S algebra
then A is right n-differentially stacked.

(e) If M, N are right A-modules there is a natural map

S® &/(M, N) > £^S%A,S(S ®M,S®N)

βi®/ >(s20m\ >s1s20f(m))

which is bijective if S is a finitely generated projective R-module.

Proof, (a) may be verified directly or follows from (b) and
(1.18).

(b) is simply (4.4).
(c) A is right differentially separable if and only if the natural

map

(4.7)

Ae\AeΌ\ —» Ae/AeDA

UA) •

is an isomorphism by (1.20). Using (4.3) we have the commutative
diagram

(4.8) L,sJL
Thus if (4.7) is an isomorphism so is (4.7)5 and S(x)A is a right
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differentially separable S-algebra. Conversely if (4.7)^ is an iso-
morphism and S is a faithfully flat lϋ-module then from (4.8) it fol-
lows that (4.7) is an isomorphism and A is right differentially
separable.

(d) A is right ^-differentially stacked if and only if the natural
map

Ae -^-> Ae/AeDn

A

+1 = Jn{A)

is an isomorphism by (1.20). Using (4.3) we have the commutative
diagram

(4.9)

Thus if π is an isomorphism so is πs and S (x) A is right ^-differenti-
ally stacked as an S-algebra. Conversely if πs is an isomorphism
and £ is a faithfully fiat 5-module then from (4.9) π must be an
isomorphism and A is right ^-differentially stacked.

(e) The given map factors

S(g) ^A\M, N) Ά &*{M, S®N)-^U &s%ΛtS(S®M, S®N)

where the map (a) is given to part (a) of this lemma using £ (x) N
for N in part (a). The map (a) is bijective and (4.2) is bijective
when X = S is a finitely generated protective .^-module.

5* The right derivative*

DEFINITION 5.1. For an algebra A and right A-module M, an
iϋ-module map /: A —> M is a right derivation if f(ab) = f(a) b + f(b) a
for all a, be A. Rdeγ(A, M) denotes the (i?-module of) right deri-
vations from A to M.

An interesting example of right derivation arises from skew
commutative graded algebras such as the exterior algebra. For such
an algebra projection onto the odd graded part is (readily verified
to be) a right derivation.

If N is an A-bimodule and g: A —> N is an iϋ-module map satisfy-
ing g(ab) = ag(jb) + g(a)b for all α, b e A then g is called a derivation
as usual. Der (A, M) denotes the iϋ-module of derivations from A
to N.

Later in the section (5.4), (5.7) we show how right derivations
give rise to derivations by a change of module. The derivations
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which arise in this fashion are inner, however. In the commutative
theory derivations arise as the first order differential operators vani-
shing on 1 and they are represented by the Kahler module. This
all goes through for right derivations in the noncommutative theory
as we show in (5.11), (5.12).

If /: A —> M is a right derivation and h: M-> N a map of right
A-modules then hf: A—> N is a right derivation. This fact is used
frequently without special mention.

Hom(A, M) has the A-bimodule structure arising from AA and
MA. Specifically for a, a, b e A, fe Hom(A, M)

(5.2) (α •/•«)(&) = f(ba)a .

For meM and h eKom(A, M) let mι eΉ.om(A, M) and h\ δh e
Hom(,4, Hom(A, M)) be defined by

m\a) = ma e M

(5.3) h\a) = (h(a))1 e Hom(A, M)

δh(a) = a-h - h-a 6 Hom(A, M) .

for aeA.

Note that under Λf—> Hom(A, M) M maps isomorphically to
ΐίom.A(A, M) and this gives the usual identification between M and

, M). Mι denotes the image of I in Hom(A, M).

PROPOSITION 5.4. (a) For g e Hom(^4, M) the following condi-
tions are equivalent:

( i ) g is a right derivation
( ϋ ) δg = gι

(iii) δg — hι for some h e Hom(^4, M) and g(ΐ) = 0
(iv) gι: A -^ Hom(A, M) is a derivation
(v) ge &2(A, M) and g(ϊ) = 0
(vi) for al9 •••, aneA

g(axa2 α j = Σ 9(a>i)<*>i •' α< αw .
ΐ = l

(b) // g: A —> M is a right derivation the following conditions
are satisfied:

( i ) for a, be A, g(ab) = g(ba)
(ii) for alf •• , α B , c e A

Σ ^(«i) * [(αi«2 •••«<••• an), c] = 0

(iii) /o?* invertible α e i ,
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(iv) for aeA and 0 <*neZ, (all neZ if a is invertible),

g(an) = ng(a)-an-1

(v) for an idempotent eeA, g(e) — 0,
(vi) Ker g is a subalgebra of A with the property that if an

element of Ker g is invertible in A the inverse lies in Ker g.
(vii) g is (Ker g)-linear, i.e., for aeKerg, be A

g(ba) = g(b) a .

(c) Mιici &2(A, M) z> Rdeτ (A, M) and &}(A, M) is the direct
sum of Mι and Rάer(A, M) as follows:

&2(A, M) = Mι@ Rdeτ(A, M)
e e e

h = h(l)1 + (λ - h(l)1) .

Proof. ( i)=>(ii). For a, be A δg(a) applied to b gives

(a-g - g-a)(b) = g(ab) - g(b)a

= g{a)b + g{b)a - g(b)a = g(a)b

which is g\a) applied to b.
(ii)=>(iii). h may be chosen as g. Furthermore by (ii) g\l) =

δg(l) = 0. And g\ϊ) = 0 implies g(l) = 0 since g(ϊ) is ^z(l) applied
to 1.

(ii) =* (iv), since gι = δ^ an inner derivation.
(iv)=>(i). If gι is a derivation then for a9beAfg

ι(ab) =
ag\b) + gι(a)beΐlom(A, M). Applying both sides of the equation
to l e A gives g(ab)Ί = g(b)-(la) + (#(α) l) δ. Thus # is a right de-
rivation.

(iii) ==> (v). For aeA

(5.5) δg(a) = [Λ α1*]

where [#, αr] is defined above (1.1). Hence by (iii) for all aeA,
[g9 a

r] = g\a) = g(a)1 e Hom4(A, M) = &Jt(Af M). Thus by Definition
(1.1) g e &2{A, M).

(v)=>(i). By (v) and (1.1) for a, be A 0 = [[g, br], ar]. Apply
this to 1 G A and expand to get

0 = g(ab) — g(a)b — g(b)a + g(ΐ)ba .

Since g(l) = 0 it follows gf(αδ) = gf(α)δ + g(b)a and srei2der(A, Λf).
(vi) => (i) is clear letting n = 2.
(i) => (vi) goes by induction on n. The result is true be defini-

tion of right derivation for n = 2. Say the result is true for n — 1.
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Write αx an as (ĉ  an-x)an and use the right derivation property
and inductive hypothesis to get the case n.

(6, i). Both g(ab) and g(ba) equal #(α)6 + #(δ)α since addition is
commutative.

(ii). By (a, vi)

* g(ca, -•• an) = g(c)ax an + Σ 9iβi)cax α t

Using the right derivation property and (a, vi) again

αΛ .

Σ 9(a>i)a>i ••• a t a n c .

Equating (*) and (J) and cancelling the g(c)ax an terms gives

(5.6) Σ θMcaj, α< an = Σ ^ ( ^ ^ α< anc
i

an = Σ
ί=l

which is the same as (b, ii).
(b, iii). For α, a~xeA

0 = ff(l) = g(aa-λ)

which gives the desired formula.
(b, iv). For l<^neZ the result follows from (a, vi) with a —

aλ = α2 = = an. If a is invertible and —2^>neZ write an —
(or1)-" and use what we have shown so far (since 2 <: — neZ)
together with (b, iii).

(b, v). Since e is idempotent

g(e) g(e2) g(ez)

2g(e)-e 3g(e) e2 = Sg(e)-e

g(e)-e = 0 since 2g(e) e — 3g(e)-e

g(e) = 0 since flr(e) = 2g(e)-e .

(b, vi). Being idempotent 1 eKerg . For

g(uv) = flf(w)v + flf(v)w = 0 .

Kerg

Hence Ker g is a subalgebra of A. The assertion about inverses
follows from (b, iii).

(b, vii). If a eKer g,beA

g(ba) = g(b)a
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(c) Clearly Mιd^2(A M)i)Rάer(A, M) and the sum is direct.
Ii he &2{A, M) then h — h\ΐ) e &A\A, M) and vanishes on 1. Hence
by (a, v),h - hι(l)eRder(A, M). Thus the direct sum Mι ξ& Rάeτ
(A, M) is all of &ϊ{A, M).

Part (a, ii) shows how right derivations from A to M give rise
to inner derivations from A to Hom(A, M). These inner derivations
are characterized in the next proposition.

For /: A ~~> Hom(A, M) let / (1): A -> M be defined by

i.e., /(α) evaluated at 1 .

PROPOSITION 5.7. (a) Suppose d: A —> Hom(A, M) is a deriva-
tion. The following conditions are equivalent:

( i ) d(A) c Mι

(ii) d = d{1)l

(iii) ώ(1): A—>M is a right derivation.
(b) All derivations from A to Hom(̂ 4, M) are inner. If

d: A~^ Kom(A, M) is a derivation then d — δda).

Proof. (i)«(ii). Since Jfef-+Hom(A, M) is injective if d(A)(zMι

t h e r e is a unique t: A—> M w i t h d — tι. F o r aeA e v a l u a t e d(a) =
t\a) at l e i to conclude t — d{1). The converse is clear.

(ii)=>(iii). By the equivalence of (i) and (iv) in (5.4, a) and
since d = da)l is a derivation it follows that da) is a right'deriva-
tion.

(iii)=>(ii). Suppose α, be A, then since da) is a fright deriva-
tion

d[ι\ab) = d(1)(α).δ + d(1)(δ) α

since ί is a derivation

(α d(δ) + d(α) δ)(l) = d(δ)(lα) + d(α)(l) 6

Subtracting the common term c£(α)(l) δ leaves

d(b)(a) =

or

Hence d =
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(b) If d: A -> Hom(A, M) is a derivation then d{ab) — d(a)-b
a-d(b). Evaluating at 1 shows

d(ab)(l) - d(a)(l) b = d(b)(la)

(δ d(1) — da) b)(a) d(b)(a)

or

Hence d = <5d(1).

As mentioned earlier there is a Kahler module for right deri-
vations which we now develop.

Recall (1.16) (JX(A), jj. The map j.iA-^J^A) is defined by the
commutative diagram

g = Ae

\

Ae/AeD* = JX(A) .

Since Ae,D2cAeD = Kerμ, (1.9), (1.11), there is a unique factor-
ing μ of μ which fits in the commutative diagram with exact rows
and columns

0 0

(5.8)

I
0 > AeD -

I
0 >AeDIA°D%-

I
0

1
—> A e — ^ - > A > C

I- .
- ^ Ae/A°D2 - ^ A • 0

I
0

Ae has the left A-module structure arising from A -4 Ae. This
induces the left A-module structure on AeDn and Ae/AeDn for various
n. A has the left A-module structure arising from the right AA

structure. Then the maps π, μ and μ are A-module maps. The map
e±: A a~^eia > Ae is a left A-module splitting of μ. Hence πet is a left
A-module splitting of μ. This shows
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Ae/AeD2 =

AeD/AeD2

eλ(A) = ex(A) in fact A —> A is a left A-module isomorphism making
the diagram commute

Ae .

Moreover πeλ is injective since the composite is μπeγ: Ά—> A, a —> a.
Thus we have

Ae/AeD2 = Ker μ φ lm{πeλ)

JX(A) AeD/AeD2 A

a direct sum decomposition of left A-modules. It is simple to check
that the map j \ : A —> Jλ(A) breaks up

'D2 0 πe&A)

πdo(ά) φ πex(a)

with d0 defined in (1.7) by

ϊ(x)α —

Kahler module definition 5.11. Letiϊ^ = AeZ)/AΛD2and3: A->KA

is
(JBΓ̂, 3) is universal for right derivations as we soon indicate.

(KAf d) inherits may properties from JX{A) such as behavior with

respect to algebra maps A >̂ B and commuting with base ring ex-
tension. Note that KA is generated by d(A) as a left A-module (or
right A-module). Most of the proof of the next theorem is left to
the reader.

THEOREM 5.12.

(a) Universal property, d: A —> KA is a right derivation. If
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N is any right A-module and d e Rάeτ(Af N) then there is a unique
g 6 RomA(KAf N) with gd = d. Thus the map

RomA(K, N) > Rάer(A, N)

g—>gd

is bijective.
(b) Relation to defferential separability. The following condi-

tions are equivalent
( i ) A is differentially separable
(ii) KA = {0]
(iii) For all right A-modules N,

Rder(A, N) = {0} .

(c) Algebra map behavior. Say y: A -»B is an algebra map
then there is a unique map yκ e HomA(KA, KB) with the property
yκdA = dBj. If 7 is surjective so is yκ.

(d) Base change behavior. If S is a commutative R-algebra

then there is a natural isomorphism S® KA—> KS

S®A of left S® A-
modules making the diagram commute

i®d\

S0A .

(e) If A is a commutative algebra then (KAy d) is the ordinary
Kahler module and universal derivation for A.

Proof, (a) Consider KA c JX(A) then 3 = j \ — πex. Since ji e
^i(A, Ji(A)) and πeγ e RomA(A, JX{A)) = &A\A, J,(A)) c &A\A, UA))
it follows that 9 6 3fA\A, J^A)), so of course 3 6 3ίA\A, KA). How-
ever, 3(1) = 0 so by (5.4, a, (i) <=> (v)) 3 is a right derivation. The
other claims in (a) follow from (5.4) and use of the universal pro-
perty of (JX(A), jx).

(b) See (1.21, a, (i) <=> (ii)).
(c) See remarks above (3.2) and (3.2, c, i).
(d) See (4.4).
(e) See [5, (1.5), p. 223].

The next theorem concerns the problem of inducing right deri-
vations. Suppose V is an iϋ-submodule of A, M a right A-module
and /: V->M an iϋ-module map. When does / extend to a right
derivation from A to M. The answer comes down to the induction
of usual derivations plus (5.4, b, (ii)).
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EXTENSION THEOREM 5.13. Suppose the algebra A is generated
as an algebra by the set S^'. Let M be a right A-module.

(a) // E,F:A->M are right derivations and E\S^ =
then E = F.

(b) // g: £f -+ M is a set map satisfying

for 2<LneZ, slf s2, - , sneS^, ueA. Let gι: S? —> Hom(A, M),
s —• g(s)1. If there is a derivation d: A-> Hom(A, M) extending gι

then there is a unique right derivation G: A —• M extending g.
Moreover d — Gι.

Proof, (a) E — F: A -> M is a right derivation with S? e Ker
(E - F). By (5.4, (b), (iv)) K e r ^ - F) is a subalgebra of A. Since
^ generates A it follows A = K e r ^ - F) so S = F.

(b) Uniqueness of G follows from part (a). Suppose d: A —>
Hom(A, Λf) is a derivation extending g\ we show d(A)cM z . d(l)0 =
OeM1, and for s e ^ d(s) = g(s)1 eMK Thus monomials of length 0
or 1 of elements of Sf are mapped to Mι by d. Say 2 <. neZ and
Si, , 8» e £f. We shall show that d(sx s j e Hom^(A, M) = Mι.

Since c£ is a derivation (ifo sJ = Σ?=i «i sί-1 d0 ΐ )s ΐ + 1 8w

and ώfe) = g(Si)1. Thus for a, ceA

d(8λ s

= ( Σ Si

= Σ (£(*<)• [(cαK Si-J) (8<+i 8)
ί=l

= Σ ί/(«i) (CO) (8χ 8< Sn)

by (*)

by (*)

similarly to above

= (d(»i ••• O(^)) α .

Hence d carries all length momonoials of elements of £f to Mι.
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Since S? generates A it follows d(A)czMι. By (5.7, (i) <=> (ii))
d{1): A —> M is a right derivation. For seS^, d{1)(s) = g(s).

(FINITE) GENERATION THEOREM 5.14. Suppose the algebra A
contains subsets 6^ and 6^ satisfying the following conditions:

( i ) A is generated as an algebra by S^^S^'.
(ii) The elements of ,J^ are invertible in A with the inverses

lying in the subalgebra of A generated by S^.
If g: A—> M is a right derivation then g{A)A = g(S^)A. In

particular if S^ is a finite set then g(A)A is a finitely generated
A-module.

Proof. Let M' = M/g(S^)A and let g' be the right derivation
A^M~> Mjg(S^)A = AΓ Ker#' is a subalgebra of A by (5.4, b, vi)
and y c K e r ^ ' so that S the subalgebra of A generated by Sf lies
in Kerfir'. For xed by hypothesis x~x e ScKer gf and by (5.4, b, vi)
^ c K e r ί / ' . Since .J^{j,$^ generates A as an algebra it follows
that AcKer g' which implies g(A)ag(S^)A. Hence g{S/p)Aag(A)A^

DEFINITION 5.15. If g: A -> M is a right derivation then

rtfg = {x 6 AI xA c Ker g}

is called the conductor of g.

Recall (5.4, b, vi) that Kev g is a subalgebra of A.

DECOMPOSITION THEOREM 5.16.

(a) ( i ) <£7

g = {xeA\AxaKeτg}.
(ii) ^gCiKer g and ^g is the unique maximal left {right, two-

sided) ideal in Ker# which is also an ideal in A.
(iii) (0(A).A) ίf, = {O}.
Replace M by the submodule Mr = g(A) A which by (iii) is a

module for A! — A\ct^g. Since ^ c Ker gf, g factors

(5.17) 9/
π

A .

(b) gf is a right derivation with same image as g. In parti-
cular g = 0 if and only if gr — 0.

(c) A' has the properties:
( i ) for O ^ α e Ker gf there is b e A' with ba, ab ί Ker gr.
(ii) [A',A']<zKeτg'.
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(iii) Ker gr is central in A!.
(iv) [A\ A'] lies in the Jacobson radical of A'; equivalently,

mod any maximal ideal Af is a field.
(v) // [A\ Ar] is a left (right) ideal in A' then [A', A'] = {0}

so that A! is commutative.
(d) // A is semi-simple then A! is commutative.

Proof, (a) ( i ) follows from g(xa) = g{ax), (5.4, b, i).
(ii) For x e ? 9 g(x) = g(lx) eKer g, so that ^ c K e r ^ . For

a, ueA

(xu)a = x(ua) e Ker g

and xu e ^ . To show ux e ^g we use (i) so

a(ux) — (au)x e Ker g

and ^ is a 2-sided ideal in A. It is easily verified from the de-
finition of c^g that <ĝ  is the unique maximal right ideal of ^
which is a right ideal in A. By (i) the same holds with "right"
replaced by "left". Hence, it is true with "right" and "left" re-
placed by "two-sided".

(iii) Since cέ?g is an ideal in A

and it suffices to show g(A)^g = {0}. For α e i , x e ^

g{a)x = g(ax) - flr(a;)α = 0

e e
Ker g Ker g .

(b) is trivial and left to the reader.
(c) (i) K = {α e Ker ̂ jr' 16<x e Ker #' for all be A} is a left ideal in

Ker g* which is a left ideal in A!. Since ττ(Ker g) — Ker gf it follows
from (a, ii) that K = {0}. Hence for O ^ α e Ker g' there is δ 6 A'
with flr'(6α) ^ 0. Since g\ab) — g\ba) it follows that ab £ Ker gf.

(ii) This is immediate from

g(ba) = </(αδ) , (5.4, b, i) .

(iii) From (5.4, b, ii) for α, 6, c e A!

9(a) [b,c] + g(fi) [a,c] = 0 .

If a e Ker g' this gives

#'(&) [α, c] = 0 for ae Ker #' , b,ceA'

and by (5.4, b, vii) gf is (Ker #')-linear s o that
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( * ) g\b[a, c\) = 0 for a e Ker g* , 6, c e A .

If [α, c] were nonzero (and since [α, c] 6 Ker g' by (c, i)) for some
be A', b[a, c]$Keτg' which contradicts (*). Hence [Ker^', A'] = {0}
and Ker βr' is central in A!.

(iv) If ^ is a maximal ideal of A then A!\^# is simple. By
(c, ii and iii) [A'f A'] is central in Af so that \A\^£', A!\^£\ is
central in A!\^£. By the next lemma (5.21) A!\^€ is a field.

(v) follows from (c, i and ii).
(d) If A is semi-simple then A and hence A! have Jacobson

radical zero. By (c, iv) this implies that A! is commutative.
In particular it follows from part (d) that if A is simple and

has a nonzero right derivation then A must be commutative; hence
a field. This may be stated as

COROLLARY 5.19. If A is a simple algebra which is not com-
mutative then A is right differentially separable.

COROLLARY 5.20. / / KA is a faithful right A-module (true if
A is simple and KA Φ {0}) then

( i ) [A, A] cKer 3 and Ker 3 is central in A.
(ii) If J is the Jacobson radical of A then A/Jis commutative.

In particular A is commutative if semi-simple.
(iii) If J is a nil ideal i.e., consists of nilpotent elements then

A is commutative if Ker 3 (or the center of A) is semi-simple.

Proof. Use KA for M and 3 for g in (5.16). By the remark
above (5.12), KA = d(A)A so that KA = M'. Since KA is assumed to
be a faithful right A-module, (5.16, a, iii) implies that ^ 9 = {0}.
Hence A = A!. Then (i) follows from (5.16, c, ii and iii). And (ii)
follows from (5.16, c, iv) which insures [A, A]aJ.

If J is a nil ideal then the intersection J Π Ker 3 (or J Π (center
of A)) lies in the radical of the subalgebra. Semi-simplicity then
insures that the intersection is zero. Since [A, A] lies in the inter-
section we have that A is commutative, proving (iii).

LEMMA 5.21. If U is a simple ring with center C and
[U, U](zC then U — C so that U is a field.

Proof. It is well known (or easily verified) that C is a field.
Suppose there are elements u,veU with 0 Φ [u, v]. By hypothesis
[u, v]eC, a field, so that there is c e C with 1 = [u, v]c. Since C is
central [u9 vc\ = [u, v]c = 1. Replacing v by vc we may assume
[ u , v] — 1 . F o r a n y x e U
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x = [u, v]x — [u, vx] — v[u, x]
e e
C vC

so that as a vector space over C, U is spanned by 1 and v. Hence
dim c ί7^2. By a Wedderburn structure theorem dimc£7 must be a
square when finite. Hence it follows that άimcU must be 1.

6* Right differentially separable algebras*

PROPOSITION 6.1. Consider the conditions:
( i ) A is separable,
(ii) (AeDf = AeD,
(iii) A is right differentially separable.
(a) (i)=>(ii),
(b) // R is semi-simple then (i) implies (iii),
(c) If A is commutative (ii) is equivalent to (iii).
(d) If A is commutative and AeD is a finintely generated ideal

(true if Ae is Noetherian) then (i) and (ii) and (iii) are equivalent.

Proof. Separability of A is equivalent to AeD beidg generated
as a left ideal by an idempotent element. We briefly sketch a proof
of this equivalence. The proof of the proposition begins in ernest
below (6.2).

A being separable is equivalent to A being a protective Ae-module.
This is equivalent to the existence of a splitting (as left ^4e-modules)

to the map Ae A A.
A splitting σ satisfies <7(α) l = a since zΊ = μ(z) for zeAe.

Hence

<7(1).*(1) = σ(σ(l)Λ) = σ(μσ(l)) = σ(l)

and σ(l) is idempotent. Moreover AeD σ(l) = σ(AeDΊ) — {0}. It is
easily shown that given ueAe with AeD-u — {0} and μ(u) = 1 then
σu\ A —> A% a —> eQ(a)u — ex(μ)u is a splitting of μ as left Ae-modules.
Hence u = σu(l) is idempotent as is e = 1 — u. Since AeD-u — {0}
and e + u = 1 it follows that e is an idempotent generator of the
left ideal AeD. If / is an idempotent generator of AeD then
μ(l - /) = 1 since AeD = ker μ (1.11, a) and AeD (l - /) = {0}.
Hence we have a bijective correspondence between idempotent gen-
erators of AeD and ^.'-module splittings of μ given by e —> αΊ_β. In
particular:

(6.2)

A is a separable algebra if and only if

the left ideal AeD has an idempotent

generator.
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(a) If AeD has an idempotent generator e then (AeD)2'Z)AeDe =
AeD and (i) implies (ii).

(c) If A is commutative then so is Ae and AeD2 == (AeD)\ Thus
AeD2 = : AeD J f a n ( J o n l y J f (AeDγ = ^jΓ).

(d) If A and hence Ae are commutative and AeD is a finitely
generated ideal equal to its own square then by [4, Theorem 76, p.
50], AeD has an idempotent generator. Thus by (6.2) A is separable
and (ii) implies (i). We have already shown in (a) that (i) implies
(ii) and in (c) that (ii) and (iii) are equivalent.

(b) Suppose A is separable and R is semi-simple. We show
that all right derivations of A are trivial so that A is right dif-
ferentially separable by (5.12, b). We must use (a) and (c) which
have already been established.

Suppose M is a right A-module and g: A —> M a right derivation.
Use the decomposition theorem (5.16) to obtain the factorization
(5.17)

- A! -^-> Mf = g(A)-A

A .

To show g is zero it suffices to show that gr is zero since they
have the same image. Since A is separable so is A/^g. Since R
is semi-simple, Aj^g has radical zero by [2, Proposition 7.6, p. 179]
Hence by (5.16, c, iv) A\c<^g is commutative, as well as separable.
Hence by (a) and (c) applied to A\c^g it follows that A\^g is right
differentially separable. Thus gr = 0.

The commutator ideal A[A, A]A of A is denoted J3Γ. Since
[α, b]c - [α, be] - b[a, c] it follows that [A, A\AaA[A, A]. The op-
posite inclusion is similar so that

ST - A[A, A] = \A, A]A .

RIGHT DIFFERENTIAL SEPARABILITY THEOREM 6.3. (a) If A is

right differentially separable then Aj^Γ is right differentially
separable.

(b) If KA is a finitely generated A-module (see (5.14) for con-
ditions) and A\J%~ is right differentially separable then A is right
differentially separable (so that actually KA = {0}).

• (c) Suppose A contains subsets <J^ and S^ satisfying:
( i ) A is generated as an algebra by ^ U <9*.
(ii) The elements of <J^ are invertible in A with the inverses

lying in the subalgebras of A generated by S^.
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(iii) 6^ is a finite set.
Then A is right differentially separable if A\3ίΓ is a separable
algebra. And if R is Noetherian, A\5$Γ is a separable algebra if
A is differentially separable. In particular, finitely generated
algebras over Noetherian rings are right differentially separable if
and only if "abelianized" they are separable.

Proof, (a) is a special case of (3.2, c, ii).
(b) Suppose A is not right differentially separable. By (5.12,

b) KA Φ {0} and as observed above (5.12) KA is generated by d{A) as
right ^4-module. Thus 0 Φ d. We shall show that A/SΓ is not
right differentially separable by producing a commutative quotient

algebra B of A and nonzero right derivation B^> M. Since Jst~ is
the commutator ideal of A the quotient A -» B factors A -*> A\3ίΓ-*>B.
Since B is not right differentially separable by (3.2, c, ii) A\5ίΓ is
not right differentially separable.

We apply the Decomposition Theorem (5.16) to d: A-* KA —
d(A)-A, to obtain the factorization:

A! = A/^?d -?-> d(A)-A = KA

\ /

A .

The A'-module structure on KA arises from the A-module structure
so that KA is a finitely generated right A'-module. Also 0 ^ 9 ' since
d'(A') A' - d(A) A = KAΦ {0}. By (5.16, c, iv), [A', A'} lies in the
Jacobson radical of A!. Let 3ίΓ* be Af[A\ Ar]Af, the commutator
ideal of Ar. So J%"' lies in the Jacobson radical of A'. By the
Nakayama lemma [4, Theorem 28, p. 51] it follows that KA-3tr' g KA.
Let M be the quotient A'-module KAjKA^Tf Φ {0}.

As observed above (6.3), _5T' = A'[A\ A']. Let u, v, we A', then
d'(u[v,w]) = d\u) [v,w] by (5.4, b, vii). Thus d\^rf)aKA\KA3ίrt

and df factros through the commutative algebra A!\3ίΓf — B as in-
dicated in the diagram:

B M

f Φ {0}

A! .

Since M-3ίΓ' = {0} the right ^.'-module structure on M induces
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a right β-module structure on M. It is easily checked and left to
the reader that g:B->M is a right derivation. Since KA is gene-
rated by d\A') as a right A'-module, M Φ {0} is generated by g(B)
as a right 2?-module. Hence, g Φ 0, proving (b).

(c) If A\3tT is separable by (6.1, a, c) A\3ίΓ is right differen-
tially separable. By (5.14) the hypotheses governing J? and Sf
insure that KA — d(A)Ά is a finitely generated ^.-module. Hence
by part (b) of this theorem A is right differentially separable.

Conversely suppose A is right differentially separable and R is
Noetherian. By part (a) of this theorem Aj^Γ is right differential-
ly separable. Let ^' and Sf' be the images of ^ and S? respec-
tively in the commutative algebra A\3ίΓ. The subalgebra X of

generated by the finite set

is Noetherian by the Hubert basis theorem [4, Theorem 69, p. 47]
and a bit of fiddling. (We are identifying A\^Γ with A\3ίί and
(A/^ΓY with A/ST (x) A\3Γ since A/JT" is commutative). Let S be
the multiplicative system in {Aj^Γ)e generated by elements of the
set

{n (x) lL-i e^ U {1 (x) vK-ie^'

The condition that A is generated by ^ U ̂  implies that (A/JTT
is X localized at S; hence, by [4, Theorem 85, p. 57] (A/<5Γ)e is
Noetherian. Now (6.1, c, d) implies that A/Sf is separable.
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