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The real connective iΓ-theory spectrum, bo, has been
shown to be a useful spectrum in homotopy theory. In
particular, the δo-homology Adams Spectral Sequence, based
on the cofiber sequence

S°< bo < bo Abo < bo Abo Abo

(A) \ / \ _ / \ _ / \
bo boAbo boAboAbo

has been used extensively by Mahowald in his work on
the image of the J-homomorphism. One of the problems
encountered with the 6o-spectrum is that, unlike the mod
2 Eilenberg-Maclane spectrum, bo Abo does not split as a
wedge of suspensions of bo itself. However, Mahowald
and Milgram have obtained a splitting

(B) boAboc^XvG

where X is a wedge of spaces intimately related with bo
itself, and G is a wedge of mod 2 Eilenberg-MacLane
spectra. In this paper, we determine the structure of G, i.e.,
we calculate the number of Eilenberg-Maclane summands
occuring in each dimension.

This should moreover permit the complete analysis of the
iterated smash products bo A bo Λ * Λ bo, which occur in (A).

A second consequence is obtained using the results of [3],
namely that the mod 2 cohomology Adams Spectral Sequence con-
verging to [bo, bo]* collapses. This means, in view of the change
of rings arguments in [3] and [4], that we have in fact obtained a
basis for the vector space [bo, bo]JIf where / denotes the ideal of
self-maps of bo which lie in Adams filtration higher than 0. Since
I is well understood, this is a significant improvement in the under-
standing of the ring of operations in δo-theory. It should be
pointed out, though, that we only give a basis, without discussion
of the multiplicative structure, which seems more difficult.

The method of calculation can be summarized as follows:
Mahowald has obtained a splitting of H*(bo, Z/2) as an j<-module
(,X - Z/2(Sq\ Sq*))

where M i s a direct sum of indecomposable ^-modules, and F is a
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free J^-module. Since H*(bo, Z/2) = S^(2)/.W(2){Sq\ Sq-}, this gives
a splitting

H*(bo A bo, Z/2) = H*(bo, Z/2) ®H*(bo; Z/2)

® H*(bo, Z/2)

® (Φ Mt) 0 J^(2) ® F

of ,j^(2)-modules, which Mahowald and Milgram showed, using
Adams operations in 6o-theory, corresponds to the splitting of
spectra bo A bo ~ X V G. The first step in our calculation of the
structure of G is the calculation of

Z/2 ® H*(bo A bo, Z/2) = Z/2 ® H*(bo, Z/2) .
._<v (2) JtfΊ

It turns out that it is more convenient to study the dual situa-
tion, and the main steps (Theorems III. 8 and III. 10) describe

Y= {xe H*(bo, Z/2) \ Sq'x = Sq2x = 0}

as a graded ϋΓ/2-vector space, where Sq1 and Sq2 are dual Steenrod
operations. To solve for Z/2 φ ^ F, it will be sufficient to identify
the image of φ , Mt in Z/2 ® ^ H*(δo, Z/2), since Z/2 ®^XF can then
be identified with the quotient of ZI2Qs,1H*Q>o9 Z/2) by that image.
Finally Z/2 ®^ x F determines F9 since F is free.

The paper is organized as follows: § I consists of preliminary
material on the Steenrod algebra J^(2) and its dual. § II contains
a description of ,^f(2)/j^f(2)Sq1 = H"i(K(Zi2)f 0), Z/2) as a Sg^module,
which will be needed in §111. (K(Zi2),0)) denotes the Eilenberg-
Maclane spectrum for Z{2), the integers localized at 2). §111 cal-
culates the graded Z/2-vector space Y described above. The main
theorems are III. 8 and III. 10. § IV is a brief section which states
the result describing the image of φ , Λί, in ^/2®^ lίί*(6o, Z/2),
which by the above discussion gives F. IV. 2 states the algebraic
result, and IV. 3 and IV. 4 are the obvious interpretations in terms
of the geometric splitting of bo A bo and cohomology operations in
6o-theory.

I* Preliminaries* Let j^(2) denote the mod 2 Steenrod algebra.
It is a Hopf algebra with comultiplication given by the Cartan
formula

* ® Sqk .
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Milnor [5] proves that as an algebra, the dual Hopf algebra to
J^(2)*, is given by

J^(2)* = P(ξu ξ2, . . . ) ,

the J?/2-polynomial algebra on 2i — 1 dimensional generators ξt.
(Henceforth, the symbol P will denote the Z/2-polynomial algebra
on stated generators.) The Steenrod algebra admits a canonical
anti-automorphism X, which identifies it with its opposite algebra.
According to Milnor, the comultiplication in j^(2)* is given by

Since _V(2) is isomorphic to its opposite algebra, we may instead
use the "reversed" diagonal

Σ
3=0

Since ,Ssf(2) is acted on both on the right and on the left by
the operations Sq1 and Sq2, increasing degree, ,Ssf(2)* is also acted
on by Sq1 and Sq2, lowering degree. The action is determined by

( i ) Sq^ξd = ξUVί

= 0 unless i = 1, f ^ 1 = 1 .

(ii) Sq\xy) = (Sqtyy + xSq'y

(xy)Sq1 = (xSqx)y + xiySq1) .

(iii) Sq2(ζk) = OVi, Sq\ξΐ) = ξUvi.

ξ» ζϊSq2 = 1, ξβq2 = OVi Φ 2 ,

(iv) Sq\xy) = (Sq2x)y + (Sq'xXSq'y) + x(Sq2y)

(xy)Sq* = (xSq*)y + (xSq'XySq1) + x(ySq2) .

Define a map σ; P(ζu &,-••)->• P f e , ξt, • • •) by

£50 = £? £ϊi
σ(ΐ) = 1 .

This is a nongraded vector space endomorphism. Let A =
.S^(2)/.sr(2)Sq\ B = .s^(2)/J^(2){Sq\ Sq2}. A and B are left jy(2)-
modules, hence the i r duals are left sub-comodules of P(ξlt ζ2, •••)•

L e t A* = V, B* = W, and ,ϋf(2)* = U. We quote from [2].
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P R O P O S I T I O N 1.

(a) V=P(ζl,ζ2, •••)•

(b) T 7 = P ( f ί , g , & , •••).
Noίe ίfcαί F αm£ W are closed under the action of Sq1 and Sq2,

and are therefore left ^-modules, where J^< is the subalgebra of
*S>/(2) generated by Sq1 and Sq2. The following lemma is immediate.

LEMMA 2.

(a) σjV is closed under the action of Sq1.
(b) σjW is closed under Sq1 and Sq2.
(c) SqWUGσ^U

SqWUQσ^U.
Throughout this paper, we will be discussing graded vector

spaces. All bases will be required to be graded, i.e., they should
respect the grading. Consequently, the bases will be "graded sets",
i.e., sets X together with a function d from X to the nonnegative
integers. Of course, the isomorphism type of a basis as a graded
set determines the isomorphism type of the graded vector space.
Also, define the suspension of a graded vector space V, ΣV, to be
V as a vector space, with the grading of all elements increased by
one.

We recall from [6] that H*(bo, Z/2) ~ .i^(2)/j^(2).i^ and

H*{K{Z{2), 0), Z/2) ~ ^

so

H*(bo, Zβ) - W, HMZW, 0), Z/2) - V .

II* ^^calculations* By the results of § I, V is isomorphic as
a left ^-module to P(ξl, ξ2, •)•

PROPOSITION 1. Let X = {xe VlSq^ = 0}. Then a basis for X
is given by the elements of the form

ffP + ίf

where P is a monomial in σjV = P{ξ)+U ijH2, ξj+3, •).

Proof. It is clear that σitk(P) e X, since Sq\σilk(P)) = Sq1(ξ?P+
ξf^ξj+iSq'P) = ξfSq'P = 0. Also, the σitk's form an independent set,
since each involves only one monomial in σsVf and all these mono-
mials are distinct. It remains to show that every element of X
may be written as a linear combination of the ov,fc's.

Claim. If φ eσ^U = P(ξ3 , ξj+ί, •), and Sqxφ = 0, then φe
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&-1 V £ a*"1 U. For, φ = Σ* «?>., <P* 6 σ'tf, and Sg1^ = Σ . «f5-iδΓ1^. +
S SgV. = £5-i(Σ. *£Γ?O + Σ.βSff1?*., and Sq^eσ^U, hence ?>. = 0
for s odd.

The proof of the proposition will now be by induction. We
will show that for φ e σj~ι V, with Sqιφ = 0, there are polynomials
Pfc e σjU for which <p+Σfc VjΛPk) e 0*17. By the claim, £>+Σ* <*oAPk) e
σJ'F, so we may iterate the procedure, eventually obtaining an
expression for φ in terms of elements Oj,h(P^. We now prove the
inductive step, φ may be written uniquely as

SO

We claim φN e σά V. For note that the power of ξs occurring in
all the terms $fSq^k, k < N, is less than or equal to 2N. Let

so

S^Vi, - fKΣ «βϊί^.) + Σ ζhiSq'ψs
8 8

Sq1ψa^σiUf so the term in SgV involving monomials in which the
power of ξ5 occurring is 2N + 2 is precisely ί?ΛΓ+2(Σs sξ8

ί+1ψa).
Since we assume Sqxφ = 0, this term must be zero, so ψ8 = 0

for s odd, showing that φNeσjU. Now consider φ = <p + (τjtN(φN) =
Ψ + ί Γ ^ + ίΓ^fi+iStfW Sg'φ = 0, and φ may be expressed as
φ = Σfĉ o1 if%• After iterating this step JSΓ — 1 times, we may
write φ as a + β, where aeσjU and /3 = Σ <7/. GP )

We finally observe that if φ involved only {ξ9 \ j ^ I}, then a
and /3 could be chosen so that they also only involve only {ξj\j^l}.
Therefore, this procedure terminates, and we have proven the
result (*).

We interpret this proposition as a description of the structure
of X as a graded Z/2-vector space. Note that {σ'X}^ provides a
filtration of X, and that each σjX is graded compatibly with the
grading of X. The inductive step in the proof of 1 showed that

im(X >X/σX)

is isomorphic to φJLifϊ^σT. Since it is clear that the associated
graded version of X is isomorphic to X as a graded if/2-vector
space, we obtain
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Since

Π σ*X =
i=0

, or

COROLLARY 2. As α graded Z/2-vector space, X is isomorphic
to the subalgebra of V consisting of all monomials TLUoξ^+u such
that a0 and aλ are multiples of 2, where a0 is the first nonzero
exponent, and 1.

ΠL j^(2)/j^(2)J*£ In this section we will extend the tech-
niques of §11 to obtain the structure of

Y = {x 6 W\ Sq'x = Sq2x = 0}

as a graded Z/2-vector space.
We first note that there is a splitting of Z/2-vector spaces W~

φiWi, where

Let Γ,- = Si=o ϊΓ<, so {Γ,} provides a filtration of TF, with

Γj/Γ^^& σV.

Define an operator

φ:σV >σV

on monomials by φ(ξlkQ) = k ξf~2Q, Qeσ2U, and extend by linearity.

LEMMA 1.

(a) Sq'WtQ Wt.
(b) Sq2Γά £ Γ i+1, α^d i/ x 6 Γ i f sα̂ / a? - Σί=o ί ί '^, ^ eσF, then

the projection of Sq2x in Γί+JΓd is ζp+

Proof.
(a) is clear since V is closed under the action of Sq1 by Lemma

I.2.a, and SqψJ = 0.
(b) We first calculate the action of Sq2 on σV. Let y eσV,

Sg'y = Σ s£ίίΓ¥, + Σ £?
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By LEMMA L2.C, Sq2φ8eσV, so we find that Sq2y = ξiφ(y) + a, where
aeσV. Now, if x - Σl=offP*, P.eσV, Sq2x = £ίy+VCPi) + 0, where
βeΓ,., and £'+V(P;) e Γ i+1, which proves the result, (*).

COROLLARY 2. Lei xeW be written uniquely as x = Σi=ofi*P<»
Pi eσV, and suppose Sq*x — Sq2x — 0. Then

(a) Sq'P^O.
(b) P. eσΐΓ.

Proo/.
(a) is again clear since the splitting W — φ* Wt is preserved

under Sq1.
(b) x has been assumed to lie in Γ$. Since Sg2α; = 0, we must

in particular have that the projection of Sq2x in Γί+JΓs is zero, so
φ(Pj) = 0. But φ(Pj) = 0 <=> P, 6 P(fί, f8, f4, •). We must show that
PdeσW= P(& ξl, ξA, - •). So, expand P, as

Part (a) gives that Sg'Py = 0, which implies Sq'Qk = 0V&. By the
claim in the proof of Proposition II. l,Qkeσ2V = P(ff, f4, •)» prov-
ing (b) (*).

PROPOSITION 3. For any xeσW, with Sq*x = 0, α^ώ any j}>29

there is an element x e Γ9 with Sq1^ = <Sg2S = 0, and the projection
of x in ΓjlΓj-i equal to ζ\ύx.

Proof. Since Sq1Sq1 = 0, we may compute the homology of W
under this differential. In [2], it is shown that

By Lemma I.2.b, σW and W are isomorphic as J^<-modules (although
the isomorphism does not preserve grading). Thus

H^σW; Sq1) = P(ξt) .

For any Sg^homology generator, say x = ξi% x = ξίjξis satisfies
Sq1^ — Sq2x — 0, so we may suppose that x is a Sg^-boundary, cc =
S^1?/. Now let

x - f̂ Sg1?/ + ζr
+ ξϊ'^ζlζzSq'Sq'Sq'Sq'y + ξί^ξtSq'Sq'Sq'y .

It is easy to check that S^x = Sg2S = 0, and the projection of x in
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We must now examine the case j = 1.

PROPOSITION 4. Let xeσW, with Sq*x = 0. Then there is
x 6 Γj with Sqxx = Sq2x = 0, and the projection of x in ΓJΓ0 equal
to ζtx if and only if Sq2Sq1Sq2x = 0.

Proof. Notice that if Sq2Sq1Sq2x = 0, then the expression

x = &x + ξH3q*x + ξβq'Sq'x

satisfies the conditions on x.
Conversely, suppose x exists. Thus x = ζ[x + ω0, ω0 e Γo, with

ωo = ι>0 + ξ\vi + ξzv2 + ζlξzVz, where vό eσW, and Sq'ω, = 0, S^2ω0 =
ςί&ftf. But,

so i>! = Sq2x. Secondly,

0 = Sq'ύύo - Sq'Vo + ξlSq1^ + ζfr.

+ ήSg 1^ + 5^3 + ξ&StfVt, so v2 - Sq'v, ,

and we have

Using this reduction, we again calculate

Sq2ω0 - S<fv0 + ξ4

2Sq2x + ζ.Sq'Sq'Sq'x + ξίζ

(Sq'x = 0, so S«2Sg2& = Sq^Sq'x = 0.)

Thus, v3 = 0, Sςf1^ — S^2v0 = 0, and we must have

ζβq'Sq'Sq'x - 0 = > Sq'Sq'Sq'x - 0. (*) .

We will now construct various subspaces of W. Let

W, = {weW\ Sq'w = Sq'Sq'Sq'w = 0}

P F 2 - {we l ^ l S t f W w ^ 0}

T73 = {we T 7 | S g 2 w - 0} .

Let 7Γ,-: Γ, —> Γ^/Γj^ denote the projection.

PROPOSITION 5. Lβί i ^ 1, and let xeσV, so x has a unique
expression as
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with ViβσW. Then

(a) 3£ 6 Wx D Γs with πά(x) = ξ?x <=> v5 == 0 a n d Sςte = 0.

(b) 3£ e TF2 Π Γs with πs(x) = £ίya? <=> v3 = 0 CMMZ Sq^ = 0.

(c) 3£ 6 TF3 Π Γ, wiίΛ- πs(x) = fί% <==> vx, v3 = 0 a n d Sg 1 ^ = 0.

Proof.
(a) First, observe that Sq2Sq1SqΨ5 £ Γ i + 2, since SqΨά £ Γ,-,

SqΨiQΓ^. Secondly, expanding Sq'Sq'Sq^x) gives Sq'Sq'Sq^x)^
£ί/+8vs + (W,6)G/"i+i, implying that y3 = 0. For the converse, suppose
that x — vQ + ί^i + ?ŝ 2, Sq1^ = 0. Since Sg1^ = 0, we obtain S? 1 ^ =
0, v2 = Sg1^. If v0 is a iSς'^homology generator, ξ4

2% then fίJ'v0 =
ξtJζt8 ^ WΓi Thus, we may assume v0 = Sq1!/. On the other hand,
£!»! + fβSff1^ = SςftξM), so x = S^z, z =-y + ξ^.

Now let 2 = fί% + ξϊ^ζlSq'Sqtz.
It is easily verified that & 6 TΓlβ

(b) Observe that Sq'SqΨj £ Γi+L. We obtain

Sq'Sqt&x - fί^CSβ 1^ + ίJy8 + fβS?1^) + ω ,

where ω e Γjf so S^1^ = 0 = v3. Conversely, suppose Sq1v1 = 0 = v3.
If vx is a Sg^homology generator, ff, then Sί^iff € W2, so we may
assume that vt is a S^^boundary, say v1=Sq1y, hence x=vo+ξ2Sq1y+

2. Then if 7] = ef^ttJSΓff^o + ξ%MSq*Sfy + &J3tfSq*y + ζlξsSq2ι>2+
, ί ί ^ + 17 e TΓ2, and π ^ ί ί ^ + 77) = $ί%.

(c) SqΨjQΓ^, and Sg2(fί%) = ί^+ 4(^ + ^ a ) + ω, ω e Γ i f so
D± = v3 = 0. If 3£ e Γ, Π Wz, with ^-(2) = ξpx, then there is an
element

y = μQ + ξlμi

with μiGσW, so that πό(Sq2y) = π^ζiSq^). Now,

and

thus contains no coefficient of ζtξl, hence Sq% = 0. As usual,
if v2 is a S^-homology generator, £J% then fίyf8ί?

 e TΓs, so we may
assume v2 = /S^1 /̂, and α; = v0 + ξsSq^. Now if λ = ξjShfSq1}^ +
f^g2^ + &Sg2v0 + ξψSq'Sq'y, one may check that # 3 + ίF~4λ 6 Wzy

proving the proposition. (*).

PROPOSITION 6. Let xeσV = Γo, wiίfe ίΛe v/s as m Proposi-
tion 5.
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(a) x e W1 <=> v3 = 0, Sq'Sq2^ = 0, v2 = Sg1^, v0

(b) x e W3 <=> vu v3 = 0, S g 1 ^ = Sq2ι>2 = 0, αwd v0 6 σW3.

Proof.
(a) The proof of Proposition 5.a shows that v3 = 0, so

and

Thus, gg1^ = 0, S? 1 ^ - v2. Now,

Sq'Sq'Sq'x - Sq'Sq'Sq'v, + ξtSq'Sq2^ +

so Sq^q'Sq^o = 0, Sq1Sq2v1 = 0. That these conditions imply α € Wx

is clear.
(b) Expanding Sg2#, the coefficients of fί and fίf3 are i^ and v3

respectively, so ^ = v3 = 0, and

Sq2x - Sg2v0 + ζ2

2Sq% + f8Sg^2 ,

so

Sq2v0 - 0, S^xv2 - 0, Sq2v2 - 0 .

Again, t h e converse is clear. (*).

LEMMA 7. Define a subspace B of σV = ΓQ = σW + ξ2

2σW+
ζ,σW + ζ\ξzσW by B = ξBσW + ξ&σW, so σV/B ~ σW + ξfcW. Let
π: σV—>σVjB be the projection. Then v0 + ξ\vx e π(σV Π W2) <=> vQ e
σW2, Sq1^ = 0. Secondly, ξ,v2 + ξ^Λ e ^ 2 - v 3 - 0 , Sq2v2 - 0.

Proof Let xeσV,x = vo + ξfa + f8v2 + ζlξz^ Then

^ + f iSg8v2 + ζsSq'Sq2^ + f if 2

2v3

ff1^ + ξtSq2v3 + f

Thus, Sq'v, = 0, v3 = 0, Sq'Sq2^ = 0. Suppose Sq'Sq2^ - 0, Sg1^ = 0.
If vx is a Sζ^-homology generator, ξf, then ξlξl8 e W2, so we assume
Vi to be a Sk^-boundary, vx = Sg1^. Now λ — Vo+ί^i+ίaSg2^ satisfies
λ e W2 Π Γo, ττ(λ) = vQ + f2̂ i For the second part, we have already
observed that vz is necessarily zero.

SqιSq2(ξ3v2) = ξlSq2v2 +
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so Sq2v2 = 0. The converse is clear. (*)
We now interpret Propositions 3, 4, 5, and 6 as statements

about the structure of the various graded vector spaces we have
defined. Let T = {w e W\ Sq'w = 0}, so

where X is defined in § II.
As in § II, Propositions 3 and 4 give

(a) Y ~ 0 &oT + ζlσWι + σY

and Propositions 5, 6 and Lemma 7 give

(b) Wx = 0 ξ[\σT + ζ\σW) + ξ;σW2 + σW1

(For Sg1^) = 0 = > v, = S

(c) T72 s § &(σW + ξlσT + f,σϊΓ) + &pT
i=i

(d) TF3 = θ & ( σ W + ξsσT) + ξsσY
3—1

Solving these equations inductively, noting that

we obtain

(a) Y = φ φ &WT + φ ξiσ" W1 + Zβ (1)

(b) W, = Φ Φ ξf{σkT + ζUi<?k W) + Φ 5!, ̂  IT, + Zβ (1)
fc=i i - 1 fc=i

oo oo

+ φ ϊi, ̂ T + φ ί»+iσ*TΓ,, + Zβ (1)
fc-1 Λ = l

(d) Wz = φ φ £ί'(σ* TΓ + ίί+2σ*Γ) + φ ξk+Mk Y + Z/2 (1) .
k=l 3=1 k—1

By now substituting (d) in (c), (c) in (b), and (b) in (a), we
obtain

fc=l 5-2
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k—ί 1=1 m~l 3 = 1

Φ
fe—1 ί = l m = l

7c=i 1=1 m = l

JP V IP V ζ
h--i 1=1 m — l n=l

f § II, we showed that as graded Z/2-vector spaces,

σX,

SO

This shows that the graded set

B = {1} U {ξΐξ&σ'

/« a monomial in U, is isomorphic to a basis for X. Since \T
we obtain a basic C for T9 namely

βεB

Let

ΦΦΦΦ
fc=l 1=1 m = l j~l

4- ^D A ^D £R ^
' Vt? W Vl7 Vl7 \3

A;=il Z = l w = l w = l i

. ( σ^ί-m+ί f/ c-|^+ ξn+m+ι+k+2σ
n+m+ι+kT) .

Using the basis C obtained for T above, and the monomial
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basis for W, we obtain

THEOREM 8. A basis for Z is, as a graded set, isomorphic to
the collection of all monomials of the following types:

( * ) 1> ζk, ξjζϊ+k+lt ζ

(iϋ)
(iv)

l+k+l, ζkζl+k+lζm+l+kζm+l+k+l f

\f*)

. (vii). ξieι+k+ιξm+ι+k+^+ι^^

(viii) m+k+i^+i+k+t^+i+k^

where μ is any momomial in U, a, b ̂  1, and u, v ^ 0.
( i ) above asserts that
( 11 ) J =^φφfcLlφΠ=lφm=lφ%=lίfeίz+fc+lίm+Z+fc+2ί«+w+Z+ifc+2^>7t+m+ + + 3Γ

DEFINITION 9. A X-sequence will be a collection a — {i8, j 8 , ks,
I8}2=i of integers satisfying 2 < i8 < j s < ks < ls < iβ+1. Given a X-
sequence a, we define q(ά) = ΠS=i ίίβ-2f?»-iί*.f«*» α ^ Z e ί r ( α ) = ^-2

(i i) now gives

THEOREM 10. As a graded set, a basis for Y is given by

U {q(a(σ)σ^
δ

as a ranges over all X-sequences and δ ranges over all monomials
in Theorem 8.

IV* Relations with the Mahowald-Milgram splitting* We
recall from [4] that as an j^-module, W = ©* Mt φ F, where F is
free and Mt is a certain J^-module. In order to obtain F, we must
know the image of Y f] Mt in terms of the basis we have constructed
for Y. This calculation is entirely straightforward, and we only
state the result.

PROPOSITION 1. Let Z be as in §111. Then Zn(φ*i lQ may
be identified with the subspace spanned by all monomials of type
(i) in Theorem III. 8. Moreover, Y Π (φ< Mt) may be identified
with the subspace spanned by

U {q(a)σ
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as a ranges over all X-sequences, and δ ranges over all monomials
of type (i).

This immediately gives

THEOREM 2. A basis for F as a free, graded ^-module is
given by the set

U {q(a)σ'w(δ)}
a,δ

where a ranges over all X-sequences, and δ ranges over all mono-
mials of types (ii)-(viii) in Theorem III. 8.

From §1, H*(bo, Z2) ~ W*9 so H*(bo Λ bo, Z2) =
,1 W*. Thus the splitting of TF* as J^-modules

tensors to a splitting of H*(bo A bo, Z/2) as ,j^(2)-modules. In [4],
it is shown that this algebraic splitting is actually a geometric
splitting, and we obtain

COROLLARY 3. bo A bo = X\/rer Σd{ϊ)K(Z/2, 0) where Γ is the set
of all monomials in Theorem 2, and d(y) denotes the degree of 7,
and X is the spectrum mentioned in (B) of the introduction.

In [3], it was shown that the Adams Spectral Sequence with
i?2-term

Ext^2)(iϊ*(δo), H*(bo)) ,

and converging to [bo, bo]*, collapses. Thus, if & denotes the ring
of self-maps bo-^bo, and / denotes the ideal of all maps which
vanish in mod 2 cohomology,

^ / / ~ Horn ,(2)(iϊ*(δo), H*(bo)) .

A standard change of rings result gives that as a graded Z/2-vector
space.

έ?/I = Horn^ (Z/2, H*{bo))

which in turn is isomorphic to {x e ,s/'{2)l^/(2)a1\Sq1x = Sq2x = 0}.
Since we have a splitting of j^(2)/ jy(2)j^, the calculation in
Theorem 2 gives

COROLLARY 4. As a graded Z/2-vector space,

(Z/2, Mt)
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