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If $F$ is a closed subset of the unit circle in $C$ of Lebesgue measure 0 then by the Rudin-Carleson theorem every continuous function $f: F \rightarrow C$ has a norm-preserving extension belonging to the disc algebra. If we prescribe some Fourier coefficients of the extension $g$ then in general the norm of $g$ will exceed the norm of $f$. In the paper we relate this problem to an extremal problem and give optimal estimations of the norms of extensions with prescribed Fourier coefficients. In particular, we give a precise description of those functions $f$ which have norm-preserving extensions $g$ with finitely many prescribed Fourier coefficients.

Introduction. Denote by $C(K)$ the Banach space of all continuous complex-valued functions on a compact Hausdorff space $K$, with sup norm, and let $T$ be the unit circle in $C$. Given $f \in C(T)$ we denote the Fourier coefficients of $f$ by $\hat{f}(n)$, i.e.,

\[
\hat{f}(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-int} f(e^{it}) d\theta \quad (n = 0, \pm 1, \pm 2, \cdots).
\]

We write $A$ for the disc algebra, i.e., the closed subspace of $C(T)$ of those functions which have continuous extensions to the closed unit disc, analytic in its interior, or equivalently, of those functions in $C(T)$ whose negative Fourier coefficients vanish [12].

Denote by $N$ the set of all nonnegative integers and let $F \subset T$ be a closed set of Lebesgue measure 0. By the well-known Rudin-Carleson theorem [12, 17] every $f \in C(F)$ has an extension $g \in A$. It follows easily that given $n \in N$ and complex numbers $a_i(0 \leq i \leq n)$ there always exists an extension $h \in A$ of $f$ which satisfies $\hat{h}(i) = a_i(0 \leq i \leq n)$. More generally, there are infinite sets $E \subset N$ and complex-valued functions $a$ on $E$ such that given any closed set $F \subset T$ of Lebesgue measure 0 every $f \in C(F)$ has an extension $h \in A$ satisfying

\[
\hat{h}(n) = a(n) \quad (n \in E)
\]
[see 18].

In the Rudin-Carleson theorem the extension $g$ of $f$ can be chosen so that $\|g\| = \|f\|$. Clearly this is no longer possible in
general if one prescribes the Fourier coefficients of the extension as in (2) so it is natural to ask: Which functions \( f \in C(F) \) admit norm-preserving extensions \( h \in A \) satisfying (2)? If a function \( f \in C(F) \) has no such extensions what can be said about the norms of its extensions \( h \in A \) satisfying (2)?

We will see that for a large class of sets \( E \) the answer is extremely simple and is related to an extremal problem: Let \( M_0 = \inf \| h \| \) where \( \inf \) is taken over all \( h \in A \) satisfying (2). Then for arbitrary \( M > M_0 \) every \( f \in C(F) \) has an extension \( h \in A \) satisfying \( \| h \| = \max \{ \| f \|, M \} \). In all cases considered here the set of extremal functions (i.e., functions \( h \in A \) satisfying (2) and \( \| h \| = M_0 \)) is too small to allow extremal interpolation (i.e., interpolation in the case \( M = M_0 \neq 0 \)).

Section 1 contains the main results about the extensions with prescribed Fourier coefficients. In §2 we first prove the crucial Lemma 2.2 which enables us to extend [10, Theorem] to subspaces of the disc algebra. This theorem is our main tool which we then use to prove the results from §1. In §3 we consider first some special cases and then we show that our main tool can be applied to prove some other interpolation theorems.

We denote by \( \Delta, \bar{\Delta}, T \) the open unit disc in \( C \), its closure and its boundary, respectively. Let \( K \) be a compact Hausdorff space and let \( X \) be a complex Banach space. By \( C(K,X) \) we denote the Banach space of all continuous functions from \( K \) to \( X \), with sup norm, and write \( C(K) \) for \( C(K,C) \). The Fourier coefficients of \( f \in C(T,X) \) are defined by (1) (the integral being the Riemann integral [11]). We denote by \( A(X) \) the closed subspace of \( C(T,X) \) of those functions which admit continuous extensions to \( \bar{\Delta} \), analytic [11] on \( \Delta \), or equivalently, of those functions whose negative Fourier coefficients vanish [15] and write \( A \) for \( A(C) \). Sometimes we identify the functions in \( A(X) \) with their analytic extensions. If \( B \) is a subspace of \( C(K) \) we denote by \( B \otimes X \) the closed span in \( C(K,X) \) of functions of the form \( z \to \phi(z)x \) (\( \phi \in B, x \in X \)). We denote by \( M(K) \) the space of complex regular Borel measures on \( K \) of bounded variation; if \( \mu \in M(K) \) we denote its total variation by \( |\mu| \) and if \( F \subset K \) is a closed set we define \( \mu_F \in M(K) \) by \( \mu_F(U) = \mu(U \cap F) \) (\( U \) Borel set in \( K \)). If \( B \) is a subspace of \( C(K) \) we denote by \( B^\perp \) its annihilator in \( M(K) \). We write \( \bar{\mathcal{S}} \) for the closure of a set \( S \subset X \) and denote by \( B_r(X) \) the open ball in \( X \) of radius \( r \), centered at the origin. We say that a map \( \Phi: K \to 2^X \) (where \( 2^X \) is the set of all subsets of \( X \)) is open [10] if the set \( \{ (s, x): s \in K, x \in \Phi(s) \} \) is open in \( K \times X \). If \( \{ S_\alpha; \alpha \in A \} \) is a family of open subsets of \( X \) with \( x_\alpha \in \bar{S}_\alpha(\alpha \in A) \) we say that \( S_\alpha \) are equilocally connected at \( x_\alpha \) if given
any \( \varepsilon > 0 \) there is some \( \delta > 0 \) such that \( S_\alpha \cap (x_\alpha + B_\varepsilon(X)) \) lies in a connected component of \( S_\alpha \cap (x_\alpha + B_\varepsilon(X)) \) for each \( \alpha \in A \). We denote by \( N \) the set of all nonnegative integers.

1. Main results. Call a closed subspace \( B \) of \( C(T) \) a Riesz subspace if every \( \mu \in B^\perp \) is absolutely continuous (with respect to Lebesgue measure on \( T \)). By F. and M. Riesz theorem [12] \( A \) is a Riesz subspace of \( C(T) \). There are proper closed subspaces of \( A \) having this property. Let \( E \subset N \) and denote

\[
A_E = \{ f \in A : \hat{f}(n) = 0 \ (n \in E) \}.
\]

If \( E \) is finite then it is easy to see that \( A_E \) is a Riesz subspace of \( C(T) \). Rudin [14] observed that the same is true for a large class of infinite sets \( E \). We call a set \( E \subset N \) a Rudin set if \( A_E \) is a Riesz subspace of \( C(T) \). At present no characterization of Rudin sets seems to be known although there are many examples in the literature [4, 5, 14] the simplest being the Hadamard gap sequences [14].

Denote by \( m \) the Lebesgue measure on \( T \) and let \( V \) be a subspace of \( M(T) \). We say that \( m \) is \( V \)-absolutely continuous if \( \mu \in V - \{0\}, |\mu|(S) = 0 \) implies that \( m(S) = 0 \). Note that this definition is different from the one used in [8]. By F. and M. Riesz theorem \( A^\perp \) can be identified by \( H_0^\perp \), the space of functions in \( L'(T) \) whose nonpositive Fourier coefficients vanish [12]. Since no function in \( H_0^\perp \) can vanish on a set of positive Lebesgue measure without vanishing a.e. [12] it follows that \( m \) is \( A^\perp \)-absolutely continuous and consequently \( m \) is \( A_\perp \)-absolutely continuous for any finite set \( E \subset N \).

**Theorem 1.1.** Let \( X \) be a complex Banach space and let \( E \subset N \) be a Rudin set. Assume that \( a : E \to X \) is a function such that

\[
(3) \quad \hat{g}(n) = a(n) \quad (n \in E)
\]

for some \( g \in A(X) \). Put

\[
M_0 = \inf \{ ||g|| : g \in A(X), \hat{g}(n) = a(n) \quad (n \in E) \}
\]

and let \( F \subset T \) be a nonempty closed set of Lebesgue measure 0. If \( M > M_0 \) then given any \( f \in C(F,X) \), \( ||f|| \leq M \) there is some \( g \in A(X) \) which extends \( f \) and satisfies (3) and \( ||g|| \leq M \).

Suppose, in addition, that the Lebesgue measure on \( T \) is \( A_\perp \)-absolutely continuous. Then any function \( g \in A(X) \) satisfying (3) and \( ||g|| = M_0 \) satisfies \( ||g(t)|| = ||g|| (t \in T) \) and consequently (4) is false for \( M = M_0 \) if \( M_0 \neq 0 \).
The following corollary gives a complete answer to the questions in Section 0 in the case when $E$ is finite.

**Corollary 1.2.** Let $X$ be a complex Banach space, $E \subset N$ a finite set and $a: E \to X$ a function. Put $M_0 = \inf \{\|g\|: g \in A(X), \hat{g}(n) = a(n)(n \in E)\}$ and let $F \subset T$ be a nonempty closed set of Lebesgue measure 0. Assume that $M > M_0$. Then given any $f \in C(F, X)$, $\|f\| \leq M$ there is an extension $g \in A(X)$ of $f$ which satisfies $\|g\| \leq M$ and $\hat{g}(n) = a(n)$ $(n \in E)$. This is false for $M = M_0$ if $M_0 \neq 0$.

2. Proofs.

**Lemma 2.1.** [1, 16]. Let $K$ be a compact Hausdorff space and let $F \subset K$ be a closed set. Let $B$ be a closed subspace of $C(K)$ with the property that $\mu \in B^1$ implies that $\mu_F = 0$. Then given any positive continuous function $p$ on $K$ and any $f \in C(F)$ such that $|f(s)| < p(s)$ $(s \in F)$ there exists $\tilde{f} \in B$ which extends $f$ and satisfies $|\tilde{f}(z)| < p(z)$ $(z \in K)$.

**Lemma 2.2.** Let $K, F$ and $B$ satisfy the assumptions of Lemma 2.1. Assume that $F = G \cup H$ where $G$ and $H$ are nonempty disjoint compact sets. Let $P$ be an open connected subset of a complex Banach space $X$ which contains the point 0 and let $x \in P$. Given any $\varepsilon > 0$ and any neighborhood $U$ of $G$ there exists a function $f \in B \otimes X$ such that

(i) $f(K) \subset P$

(ii) $f(H) = \{0\}$

(iii) $f(G) = \{x\}$

(iv) $\|f(z)\| < \varepsilon (z \notin U)$.

**Proof.** Let $\varepsilon > 0$ and let $U$ be a neighborhood of $G$. Since $P$ is open and connected there are $n \in N$, $\delta: 0 < \delta < \varepsilon$ and $x_i \in P (0 \leq i \leq n)$, $x_0 = 0$, $x_n = x$ such that

\[
\max_i \|x_i - x_{i-1}\| < \delta
\]

and

\[
x_i + B_{2\delta}(X) \subset P \quad (0 \leq i \leq n).
\]

Assume that there are functions $f_i \in B \otimes X$ $(1 \leq i \leq n)$ and neighborhoods $U_i (1 \leq i \leq n)$ of $G$, $U_1 = U$, $U_i \subset U_{i-1}$ $(2 \leq i \leq n)$ such that

\[
\begin{align*}
(a) & \quad \|f_i\| < 2\delta \\
(b) & \quad f_i(H) = \{0\} \\
(c) & \quad f_i(G) = \{x_i - x_{i-1}\}
\end{align*}
\]

\[
(1 \leq i \leq n)
\]
(d) $||\sum_{k=1}^{i} f_k(z) - x_i|| < \delta/n$ ($z \in U_{i+1}; 1 \leq i \leq n - 1$)
(e) $||f_i(z)|| < \delta/n$ ($z \in U_i; 1 \leq i \leq n$).

Define $f = \sum_{i=1}^{n} f_i$. If $z \notin U$ then $z \notin U_i (1 \leq i \leq n)$ so by (e) $||f(z)|| < \delta$ which proves (iv). Also, for such $z$, $f(z) \in P$ by (6). For convenience, put $U_{*+1} = \phi$ and let $z \in U_t - U_{*+1}$ for some $i, 1 \leq i \leq n$. By (d) we have $\sum_{j=1}^{i} f_j(z) \in x_{i-1} + B_{\delta/n}(X)$. Since $z \in U_i(i + 1 \leq j \leq n)$ we have by (e) that $\sum_{j=i+1}^{n} f_j(z) \in B_{(n-i)\delta/n}(X)$. By (a) and by (6) it follows that $f(z) \in x_{i-1} + B_{\delta/n}(X) + f_i(z) + B_{(n-i)\delta/n}(x) \subset x_{i-1} + B_{\delta/n}(X) \subset P$ which proves (i). By (b) and (c), (ii) and (iii) are also satisfied.

It remains to prove the existence of $f_i$ and $U_i$. Put $U_t = U$. By Lemma 2.1 (using Urysohn lemma to get suitable $p$) there exists $\phi_i \in B$ such that $\phi_i(G) = \{1\}, \phi_i(H) = \{0\}, ||\phi_i|| < 2$ and $||\phi_i(z)|| < 1/n (z \notin U_i)$. Define $f_i(z) = \phi_i(z)(x_i - x_0)(z \in K)$. Clearly $f_i \in B \otimes X$ and by (5), $f_i$ satisfies (a), (b), (c) and (e) above for $i = 1$. Let $2 \leq j \leq n$ and assume that there are $f_k \in B \otimes X$ and $U_k(1 \leq k \leq j - 1)$, neighborhoods of $G$, satisfying (a), (b), (c) and (e) for $1 \leq i \leq j - 1$. By (c) $\sum_{i=1}^{j-1} f_i)(G) = \{x_{j-1}\}$ so by the continuity of $f_k$ there exists $U_j \subset U_{j-1}, U_j$ neighborhood of $G$, such that (d) is satisfied for $i = j - 1$. Now again by Lemma 2.1 there is some $\phi_j \in B$ such that defining $f_j(z) = \phi_j(z) \cdot (x_j - x_{j-1}), f_j$ satisfies (a), (b), (c) and (e) for $i = j$.

**Theorem 2.3.** Let $K$ be a compact metric space and let $F \subset K$ be a closed set such that any finite cover of $F$ consisting of open balls has a finite refinement consisting of pairwise disjoint closed sets. Suppose that $B \subset C(K)$ is a closed subspace such that $\mu \in B^\perp$ implies that $\mu_x = 0$.

Let $X$ be a complex Banach space and $\Phi : K \to 2^X$ an open map such that $g(z) \in \Phi(z)(z \in K)$ for some $g \in B \otimes X$. Let $f \in C(F, X)$ satisfy $f(s) \in \Phi(s)(s \in F)$. Assume that the sets $\Phi(s)(s \in F)$ are connected and equilocally connected at the points $f(s)$. Then there is some $\tilde{f} \in B \otimes X$ which extends $f$ and satisfies $\tilde{f}(z) \in \Phi(z)(z \in K - F)$.

**Proof.** Follow the proof of [10, Theorem] and use Lemma 2.2 instead of [9, Lemma 4].

**Corollary 2.4.** Let $K, F$ and $B$ satisfy the assumptions of Theorem 2.3 and let $X$ be a complex Banach space. Suppose that $g \in C(K, X)$ and let $M > 0$. If there is some $h_0 \in B \otimes X$ such that $||g + h_0|| < M$ then given any $u \in C(F, X)$, $||u|| \leq M$ there is an extension $\tilde{u}$ of $u$ of the form $\tilde{u} = g + h$ with $h \in B \otimes X$ such that $||\tilde{u}(z)|| < M (z \in F)$.

**Proof.** Let $h_0 \in B \otimes X$ satisfy $||g + h_0|| < M$. Define $\Phi(z) = \{x \in X : ||g(z) + x|| < M\}$ and $f(s) = u(s) - g(s)(s \in F)$. Clearly $h_0(z) = \{x \in X : ||g(z) + x|| < M\}$ and $f(s) = u(s) - g(s)(s \in F)$.
$\Phi(z)(z \in K)$ and $f(s) \in \overline{\Phi(s)}(s \in F')$. By the continuity of $g$ and the convexity of $\Phi(s)(s \in F)$, $\Phi$ and $f$ satisfy the assumptions of Theorem 2.3 and consequently there is some $\tilde{f} \in B \otimes X$ which extends $f$ and satisfies $\tilde{f}(z) \in \Phi(z)(z \in F')$. Putting $\tilde{u} = g + \tilde{f}$ it is obvious that $\tilde{u}$ has the required properties.

**Proof of Theorem 1.1.** Let $M > M_0$ and let $f \in C(F, X)$, $\| f \| \leq M$. By definition of $M_0$ there is some $g_0 \in A(X)$ such that $\| g_0 \| < M$ and $\hat{g}_0(n) = a(n)(n \in E)$. By the assumption $A_E$ is a Riesz subspace of $C(T)$ so $F$ and $B = A_E$ satisfy the assumptions of Corollary 2.4. By Corollary 2.4 (with $h_0 = 0$) there is an extension $g$ of $f$ of the form $g = g_0 + h$ with $h \in A_E \otimes X$ such that $\| g(z) \| < M(z \in T - F')$. Clearly $g \in A(X)$ and $\hat{g}(n) = a(n)(n \in E)$. This proves the first statement in Theorem 1.1.

**Remark.** We see from the proof that under the assumptions of the first part of Theorem 1.1 one can prove (4) with $\| g \| \leq M$ being replaced by $\| g(z) \| < M(z \in T - F')$.

The proof of Theorem 1.1 will be complete once we have proved the following

**Lemma 2.5.** Let $X$ be a complex Banach space and let $B \subset C(T)$ be a closed subspace such that the Lebesgue measure $m$ on $T$ is $B^1$-absolutely continuous. Assume that $L \subset C(T, X)$ is a closed subspace containing $B \otimes X$ and let $f \in C(T, X)$ and $g_0 \in L$ satisfy

$$\| f + g_0 \| = \inf_{g \in L} \| f + g \| .$$

Then

$$\| f(t) + g_0(t) \| = \| f + g_0 \| \quad (t \in T) .$$

**Proof.** Let $M(T, X')$ be the Banach space of all regular Borel measures $\mu$ with values in $X'$ which have bounded variation $|\mu|$ with the norm $\| \mu \| = |\mu|(T)$. It is known [2, 3] that $M(T, X')$ is isometric to $C(T, X)'$ the pairing being $\langle \phi, \mu \rangle = \int_T \phi d\mu(\phi \in C(T, X), \mu \in M(T, X'))$ (see [2, 3] for the definition and the properties of the integral with respect to a vector measure). By the well-known duality relation [6, p. 111] there is some $\mu \in L^1$, $\| \mu \| = 1$ such that

$$\| f + g_0 \| = \int_T (f + g_0) d\mu$$

and it follows that
Assume that (7) is false. By the continuity of \( f \) and \( g_0 \) there is an \( \varepsilon > 0 \) such that 
\[
\|f(t) + g_0(t)\| < \|f + g_0\| - \varepsilon (t \in U)
\]
on a nonempty open set \( U \subset T \). Since 
\[
\|\mu\| = \int_T |d\mu| = 1
\]
it follows by (8) that 
\[
|\mu|(U) = 0
\]
and consequently 
\[
|\langle x | \mu(\cdot) \rangle| (U) = 0 (x \in X).
\]
Note that 
\[
m(U) \neq 0.
\]
Since \( \mu \in L^1 \subset (B \otimes X)^1 \) we have 
\[
\langle x | \mu(\cdot) \rangle \in B^1 (x \in X).
\]
Now, by the assumption \( m \) is \( B^1 \)-absolutely continuous so it follows that 
\[
\langle x | \mu(\cdot) \rangle = 0 (x \in X)
\]
which implies that \( \mu = 0 \), a contradiction.

3. Special cases and generalizations. Let \( m \in N \). A function 
\( f \in A \) of the form

\[
f(z) = e^{i\theta} \prod_{i=1}^{m} \frac{z - \alpha_i}{1 - \bar{\alpha}_i z} (z \in \Delta)
\]
(\( f(z) = e^{i\theta}(z \in \Delta) \) if \( m = 0 \)) where \( \theta \in \mathbb{R} \) and \( \alpha_i \in \Delta (1 \leq i \leq m) \) is called a finite Blaschke product (of \( m \) factors). Denote by \( H^\infty \) the Banach space of all bounded complex-valued analytic functions \( \Delta \), with sup norm.

If we prescribe the first \( n \) Fourier coefficients of the scalar-valued Rudin-Carleson extension then the solution of the corresponding extremal problem is known:

**Lemma 3.1.** [6, pp. 139, 140, 143]. Let \( a_0, a_1, \ldots, a_n \in C \). Among all functions \( f \) of the form 
\[
f(z) = \sum_{i=0}^{n} a_i z^i + z^{n+1} g(z) (z \in \Delta)
\]
where \( g \in H^\infty \) there is one with minimal norm. This function is unique and is a scalar multiple of a Blaschke product of \( \leq n \) factors. Its norm is equal to the greatest absolute value of the eigenvalues of the matrix

\[
\begin{bmatrix}
a_n & a_{n-1} & \cdots & a_{1} & a_0 \\
a_{n-1} & a_{n-2} & \cdots & a_{0} & 0 \\
\vdots & & & \ddots & \vdots \\
a_0 & 0 & \cdots & \cdots & 0
\end{bmatrix}
\]
(9)

Further, if \( h(z) = \sum_{i=0}^{n} c_i z^i (z \in \Delta) \) is a scalar multiple of a Blaschke product of \( \leq n \) factors then \( h \) is uniquely determined by \( c_0, c_1, \ldots, c_n \).

**Remark.** In particular, this shows that there is a unique function \( f_0 \in A \) such that 
\[
\|f_0\| = \inf \{ \|f\| : f \in A, f(i) = a_i (0 \leq i \leq n) \}.
\]
Simple examples show that this is no longer true in the vector case although by Theorem 1.1 the extremal functions \( f_0 \) still have the property that \( t \rightarrow \|f_0(t)\| \) is constant on \( T \).
COROLLARY 3.2. Let \( M > 0 \) and let \( a_0, a_1, \ldots, a_n \in \mathbb{C} \). Suppose that \( F \subset T \) is a nonempty closed set of Lebesgue measure 0. Then the greatest absolute value of the eigenvalues of the matrix (9) is less than \( M \) iff

\[
\text{given any } f \in C(F), \quad ||f|| \leq M \text{ there is an extension } g \in A \text{ of } f, ||g|| \leq M \text{ satisfying } g(i) = a_i (0 \leq i \leq n).
\]

Our next corollary gives a surprisingly simple description of infinite sequences \( a_i \) satisfying (10) for every \( n \):

COROLLARY 3.3. Let \( M > 0 \) and let \( \{a_i; i \in \mathbb{N}\} \) be a sequence of complex numbers. Let \( F \subset T \) be a nonempty closed set of Lebesgue measure 0. The following are equivalent

(i) given any \( n \in \mathbb{N} \) and any \( f \in C(F) \), \( ||f|| \leq M \), there exists an extension \( g \in A \) of \( f \), \( ||g|| \leq M \), such that \( g(i) = a_i (0 \leq i \leq n) \).

(ii) the series \( \sum_{i=0}^{\infty} (1/M) a_i z^i \) converges on \( \Delta \) to a function in \( H^\infty \) whose norm does not exceed 1 and which is not a finite Blaschke product.

Proof. For \( n \in \mathbb{N} \) denote \( p_n(z) = \sum_{i=0}^{n} a_i z^i \) and \( A_n = \{ u \in A : u/z^n \in A \} \), \( H_n^\infty = \{ u \in H^\infty : u/z^n \in H^\infty \} \). Note that by Lemma 3.1 \( \text{dist} (p_n, A_{n+1}) = \text{dist} (p_n, H_{n+1}^\infty) \) \( (n \in \mathbb{N}) \) and observe that by Lemma 3.1 and Corollary 3.2 (i) is equivalent to \( \text{dist} (p_n, A_{n+1}) < M(n \in \mathbb{N}) \).

Let \( \text{dist} (p_n, A_{n+1}) < M \) for all \( n \). Then for some sequence \( g_n \in A_{n+1} \) we have \( ||p_n + g_n|| < M(n \in \mathbb{N}) \) so a subsequence of the sequence \( p_n + g_n \) converges uniformly on compact subsets of \( \Delta \) to a function \( u \in H^\infty \), \( ||u|| \leq M \) and consequently also the Fourier coefficients of \( p_n + g_n \) converge to corresponding Fourier coefficients of \( u \) so \( u(z) = \sum_{i=0}^{\infty} a_i z^i (z \in \Delta) \). Let \( n \in \mathbb{N} \) and suppose that \( u/M \) is a Blaschke product of \( \leq n \) factors. Let \( u_0 = p_n + g_n \in H_{n+1}^\infty \) satisfy \( ||u_0|| = \text{dist} (p_n, H_{n+1}^\infty) \). By Lemma 3.1 \( u_0 \) is a scalar multiple of a Blaschke product of \( \leq n \) factors. By Lemma 3.1 there is only one scalar multiple of a Blaschke product of \( \leq n \) factors having the form \( p_n + g_n \), \( g_n \in H_{n+1}^\infty \). Consequently \( u = u_0 \) so \( \text{dist} (p_n, H_{n+1}^\infty) = ||f|| = M \) and it follows that \( \text{dist} (p_n, A_{n+1}) = M \), a contradiction.

Conversely, let \( \sum_{i=0}^{\infty} a_i z^i = u(z) (z \in \Delta) \) where \( u \in H^\infty \), \( ||u|| \leq M \). If \( ||u|| < M \) then given any \( n \in \mathbb{N} \) we have \( M > ||u|| \geq \text{dist} (p_n, A_{n+1}) \). Suppose that \( ||u|| = M \) and that \( u/M \) is not a finite Blaschke product. Assume that \( \text{dist} (p_n, A_{n+1}) \geq M \) for some \( n \in \mathbb{N} \). It follows that \( \text{dist} (p_n, H_{n+1}^\infty) \geq M \) and since \( ||u|| = M \) we have \( \text{dist} (p_n, H_{n+1}^\infty) = M \). By Lemma 3.1 there is a unique function \( h = p_n + g_n \in H_{n+1}^\infty \) such that \( ||h|| = M \). Since \( u \) has this property, \( h = u \). Also, \( h/M \) is a finite Blaschke product and so is \( u/M \), a contradiction.
Next we present another application of Theorem 2.3.

**Corollary 3.4.** Let $z_1, z_2, \ldots, z_k \in \Delta$ and let $n_1, n_2, \ldots, n_k \in \mathbb{N}$. Assume that $a_i \in X(1 \leq j \leq n_i; 1 \leq i \leq k)$ where $X$ is a complex Banach space. Put $M_0 = \inf \{|g|: g \in A(X), g^{(j-1)}(z_i) = a_i(1 \leq j \leq n_i; 1 \leq i \leq k)\}$ and let $F \subset T$ be a nonempty closed set of Lebesgue measure 0. Assume that $M > M_0$. Then given any $f \in C(F, X)$, $\|f\| \leq M$ there is some $g \in A(X)$ which extends $f$ and satisfies $\|g\| \leq M$, $g^{(j-1)}(z_i) = a_i(1 \leq j \leq n_i; 1 \leq i \leq k)$. This is false for $M = M_0$ if $M_0 \neq 0$.

**Proof.** Let $L$ be a subspace of $A$ of those functions which have zero of order at least $n_k$ at $z_k(1 \leq k \leq n)$. Put

$$
\phi(z) = \prod_{i=1}^{k} \left( \frac{z - z_i}{1 - \overline{z_i}z} \right)^{a_i} (z \in \overline{\Delta}).
$$

Then $\phi \in A, |\phi(t)| \equiv 1(t \in T)$. Clearly $\mu \in L^1$ iff $\mu A \in A^\perp$. Since $A$ is a Riesz subspace of $C(T)$ and since the Lebesgue measure $m$ on $T$ is $A^\perp$-absolutely continuous it follows that $L$ is a Riesz subspace of $C(T)$ and that $m$ is $L^1$-absolutely continuous. Now follow the proof of Theorem 1.1.

If $\phi$ is a finite Blaschke product then $B = \phi A$ is a closed ideal in $A$ whose hull misses $T$ and if $F \subset T$ is a closed set of measure 0 then using [17, Theorem 20.12] instead of Lemma 2.1 one can prove the assertion of Lemma 2.2 for $K = \overline{\Delta}$ and consequently also the second paragraph of Theorem 2.3 for $K = \overline{\Delta}$. This enables us to prove the following partial generalization of Corollary 3.4 which generalizes and sharpens [7, Theorem p. 284-285].

**Corollary 3.5.** Let $z_1, z_2, \ldots, z_k \in \Delta$ and let $n_1, n_2, \ldots, n_k \in \mathbb{N}$. Assume that $a_i \in X(1 \leq j \leq n_i; 1 \leq i \leq k)$ where $X$ is a complex Banach space. Let $p$ be a positive continuous function on $\overline{\Delta}$ such that $\|h(z)\| < p(z)(z \in \overline{\Delta})$ for some $h \in A(X)$ which satisfies $h^{(j-1)}(z_i) = a_i(1 \leq j \leq n_i; 1 \leq i \leq k)$. Suppose that $F \subset T$ is a closed set of Lebesgue measure 0 and let $f \in C(F, X)$ satisfy $\|f(s)\| \leq p(s)(s \in F)$. Then there is some $g \in A(X)$, extending $f$ and satisfying $\|g(z)\| < p(z)(z \in \overline{\Delta} - F)$, $g^{(j-1)}(z_i) = a_i(1 \leq j \leq n_i; 1 \leq i \leq k)$.

**Proof.** Put $B = \phi A$ where $\phi$ is defined by (11) and define $\Phi(z) = \{x \in X: \|h(z) + x\| < p(z)(z \in \overline{\Delta})\}$. Clearly $K = \overline{\Delta}, \Phi, f$ and $g = 0$ satisfy the assumptions in the second paragraph of Theorem 2.3 and the assertion follows.

4. Questions and remarks. To prove the existence of Rudin-
Carleson extensions with prescribed Fourier coefficients or some related properties the basic fact we needed about a subspace $B$ of $A$ was that

\begin{equation}
\text{given any closed set } F \subseteq T \text{ of Lebesgue measure } 0 \text{ and any } f \in C(F) \text{ and any positive } p \in C(T) \text{ satisfying } |f(s)| < p(s)(s \in F) \text{ there is some } \tilde{f} \in B \text{ extending } f \text{ and satisfying } |	ilde{f}(z)| < p(z)(z \in T). \tag{12}
\end{equation}

If $B$ is a Riesz subspace of $C(T)$ then $B$ satisfies (12) by Lemma 2.1. It is interesting to observe that the converse is also true so that (12) in fact characterizes the Riesz subspaces of $C(T)$. To see this, let $F \subseteq T$ be any closed set of Lebesgue measure 0. It is easy to construct a positive function $p \in C(T)$ such that $p(F) = \{1\}$, $p(z) < 1(z \in T - F)$. Assume that a closed subspace $B \subseteq C(T)$ satisfies (12). Then it satisfies (11) with $<$ signs replaced by $\leq$ [16]. Consequently there exists a sequence $f_n \in B$ such that for each $n$

\begin{equation}
f_n(F) = \{1\}, |f_n(z)| < p^*(z)(z \in T - F'). \tag{13}
\end{equation}

If $\mu \in B^\perp$ then $\int_T f_n d\mu = 0$ for all $n$ so by the Lebesgue dominated convergence theorem (13) implies that $\mu(F') = 0$. Since $F$ was arbitrary it follows by regularity that $\mu$ is absolutely continuous [17].

We do not know whether one can characterize the Riesz subspaces of $C(T)$ by some weaker extension properties.

Note that there are closed subspaces $B \subseteq A$ satisfying $B \mid F = C(F)$ for every closed set $F \subseteq T$ of Lebesgue measure 0, which are not Riesz subspaces of $C(T)$. $B = \{f \in A: f(0) = rf(1)\}$ [7] is an example if $r \neq 0$. However, any closed ideal $B \subseteq A$ satisfying $B \mid F = C(F)$ for every closed set $F \subseteq T$ of measure 0 is necessarily a Riesz subspace of $C(T)$. For, its hull misses $T$ so $B$ satisfies (12) by [17, Theorem 20.12].

No characterization of Rudin sets seems to be known. Also, the author knows of no description of the Riesz subspaces of $C(T)$ contained in $A$.

The argument used in the proof of Lemma 2.5 is an extension of a classical argument [6, p. 133] which relates the properties of extremal functions with the fact that equality sign holds in Hölder inequality. We have seen that in order to prove that the extremal functions have constant absolute value on $T$ it is sufficient that the Lebesgue measure $m$ on $T$ is $B^\perp$-absolutely continuous. We ask whether the latter condition is also necessary. Also, we know of no description of closed subspaces $B \subseteq C(T)$ with the property that
$m$ is $B^1$-absolutely continuous.
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