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Let \( e \) and \( k \) be integers \( \geq 2 \) with \( e \) odd and \( k \) even. Set \( 2l = \text{L.C.M.} (e, k) \) and let \( p \) be a prime with \( p \equiv 1 \pmod{2l} \) having \( g \) as a primitive root. It is shown that the index of \( e \) (with respect to \( g \)) modulo \( k \) can be computed in terms of the cyclotomic numbers of order \( l \). By applying this result with \( e = 3, \ k = 4; e = 5, \ k = 4; e = 3, \ k = 8 \), new criteria are obtained for 3 and 5 to be fourth powers (mod \( p \)) and for 3 to be an eighth power (mod \( p \)).

1. Introduction. Let \( e \) and \( k \) be integers greater than or equal to 2 with \( e \) odd and \( k \) even. Let \( p \) be a prime congruent to 1 modulo \( 2l \), where \( 2l = \text{L.C.M.} (e, k) \). Let \( g \) be a fixed primitive root (mod \( p \)). If \( a \) is an integer not divisible by \( p \), the index of \( a \) with respect to \( g \) is denoted by \( \text{ind}(a) \) and is the least nonnegative integer \( b \) such that \( a = g^b \pmod{p} \). For \( 0 \leq h, \ k \leq l - 1 \), the cyclotomic number \((h, k)\), of order \( l \) is the number of integers \( n \) (\( 1 \leq n \leq p - 2 \)) such that \( \text{ind}(n) = h \pmod{l} \), \( \text{ind}(n + 1) = k \pmod{l} \).

Using an idea due to Muskat [4: 257-258], we prove the following congruence for the index of \( e \) modulo \( k \).

**Theorem 1.**

\[
\text{ind}(e) \equiv 2 \sum_{i=1}^{k/2-1} \sum_{j=1}^{(e-1)/2} \sum_{r=0}^{2l/k-1} \sum_{s=0}^{l/e-1} \left( i + r\frac{k}{2}, j + se \right) + \frac{(p-1)(e-1)^2}{8e} \pmod{k}.
\]

Applying Theorem 1 with \( e = 3, \ k = 4 \), we obtain the following criterion for 3 to be a fourth power (mod \( p \)).

**Theorem 2.** Let \( p \equiv 1 \pmod{12} \) be a prime, so that there are integers \( x \) and \( y \) satisfying

\[
p = x^2 + 3y^2, \quad x \equiv 1 \pmod{3}.
\]

Then 3 is a fourth power (mod \( p \)) if and only if \( x \equiv 1 \pmod{4} \).

This criterion should be compared with the classical result: 3 is a fourth power (mod \( p \)) if and only if

\[
\begin{align*}
&b \equiv 0 \pmod{3}, &\text{if } &p \equiv 1 \pmod{24}, \\
&a \equiv 0 \pmod{3}, &\text{if } &p \equiv 13 \pmod{24},
\end{align*}
\]
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where
\[ p = a^2 + b^2, \quad a \equiv 1 \pmod{4}, \quad b \equiv 0 \pmod{2}, \]
see for example [2: p. 24].

Next taking \( e = 5, \ k = 4 \), in Theorem 1 we obtain the following new criterion for 5 to be a fourth power \((\pmod{p})\).

**Theorem 3.** Let \( p \equiv 1 \pmod{20} \) be a prime, so that there are integers \( x, u, v, \) and \( w \) satisfying
\[
16p = x^2 + 50u^2 + 50v^2 + 125w^2, \quad xw = v^2 - 4uv - u^2,
\]
and
\[
x \equiv 1 \pmod{5}.
\]
Then 5 is a fourth power \((\pmod{p})\) if and only if
\[
\begin{cases}
x \equiv 4 \pmod{8}, & \text{if } x \equiv 0 \pmod{2}, \\
x \equiv \pm 3w \pmod{8}, & \text{if } x \equiv 1 \pmod{2}.
\end{cases}
\]

This criterion should be compared with the well-known result (see for example [2: p. 24]):
5 is a fourth power \((\pmod{p})\) if and only if
\[
b \equiv 0 \pmod{5}, \quad \text{where} \quad p = a^2 + b^2, \quad a \equiv 1 \pmod{4}, \quad b \equiv 0 \pmod{2}.
\]

Finally, applying Theorem 1 with \( e = 3, \ k = 8 \), we obtain the following new criterion for 3 to be an eighth power \((\pmod{p})\).

**Theorem 4.** Let \( p \equiv 1 \pmod{24} \) be a prime so that there are integers \( a, b, x \) and \( y \) satisfying
\[
p = a^2 + b^2 = x^2 + 3y^2,
\]
and
\[
a \equiv 1 \pmod{4}, \quad b \equiv 0 \pmod{4}, \quad x \equiv 1 \pmod{6}, \quad y \equiv 0 \pmod{2}.
\]
Assume 3 is a fourth power \((\pmod{p})\), so that
\[
b \equiv 0 \pmod{3}, \quad x \equiv 1 \pmod{4}.
\]
Then 3 is an eighth power \((\pmod{p})\) if and only if
\[
a \equiv 1 \pmod{3}, \quad y \equiv 0 \pmod{8},
\]
or
\[
a \equiv -1 \pmod{3}, \quad y \equiv 4 \pmod{8}.
\]
This criterion should be compared to that of von Lienen [3: p. 114], namely, if $3$ is a fourth power $\pmod{p}$ then $3$ is an eighth power $\pmod{p}$ if and only if

$$
\begin{cases}
    a \equiv c \pmod{3}, & \text{if } p \equiv 1 \pmod{48}, \\
    a \equiv -c \pmod{3}, & \text{if } p \equiv 25 \pmod{48},
\end{cases}
$$

where

$$p = a^2 + 6^2 = c^2 + 2d^2$$

and

$$a \equiv 1 \pmod{4}, \quad b \equiv 0 \pmod{4}, \quad c \equiv 1 \pmod{4}, \quad d \equiv 0 \pmod{2}.$$ Combining these results, we see that if $(3/p)_4 = +1$ (equivalently $b \equiv 0 \pmod{3}$ or $x \equiv 1 \pmod{4}$), we have

$$
\begin{cases}
    y \equiv 0 \pmod{8} \iff c \equiv 1 \pmod{3}, & \text{if } p \equiv 1 \pmod{48}, \\
    y \equiv 0 \pmod{8} \iff c \equiv -1 \pmod{3}, & \text{if } p \equiv 25 \pmod{48}.
\end{cases}
$$

2. Proof of Theorem 1. The roots of the congruence

$$
(2.1) \quad \frac{x^e - 1}{x - 1} = 0 \pmod{p}
$$

are

$$x \equiv g^{j\ell} \pmod{p}, \quad j = 1, 2, \ldots, e - 1,$$

where $p - 1 = ef$, so that

$$
(2.2) \quad x^{e-1} + x^{e-2} + \cdots + x + 1 \equiv \prod_{j=1}^{e-1} (x - g^{j\ell}) \pmod{p}.
$$

Taking $x = 1$ in (2.2), we obtain

$$
(2.3) \quad e \equiv \prod_{j=1}^{e-1} (1 - g^{j\ell}) \pmod{p},
$$

and so

$$
(2.4) \quad \text{ind} \ (e) \equiv \sum_{j=1}^{e-1} \text{ind} \ (1 - g^{j\ell}) \pmod{p - 1}.
$$

Next

$$
\sum_{j=\lceil (e-1)/2 \rceil}^{e-1} \text{ind} \ (1 - g^{j\ell})
= \sum_{j=1}^{\lceil (e-1)/2 \rceil} \text{ind} \ (1 - g^{(e-j-1)\ell})
$$
\[
\begin{align*}
\sum_{j=1}^{(e-1)/2} \text{ind} (1 - g^{-ij}) &= \sum_{j=1}^{(e-1)/2} \text{ind} (1 - g^{ij}) + \sum_{j=1}^{(e-1)/2} \text{ind} (-g^{-ij}) \pmod{p - 1} \\
&\equiv \sum_{j=1}^{(e-1)/2} \text{ind} (1 - g^{ij}) + \sum_{j=1}^{(e-1)/2} \left( \frac{p - 1}{2} - jf \right) \pmod{p - 1},
\end{align*}
\]

so
\[
(2.5) \quad \text{ind} (e) \equiv 2 \sum_{j=1}^{(e-1)/2} \text{ind} (1 - g^{ij}) + \frac{(p - 1)(e - 1)^2}{8e} \pmod{p - 1}.
\]

Next the roots of
\[
x^f - g^{ij} \equiv 0 \pmod{p}
\]
are
\[
x \equiv g^{e^{i+j}} \pmod{p} \quad (i = 1, 2, \ldots, f),
\]
so
\[
(2.6) \quad x^f - g^{ij} \equiv \prod_{i=1}^{f} (x - g^{e^{i+j}}) \pmod{p}.
\]

Taking \(x = 1\) in (2.6), we obtain
\[
1 - g^{ij} \equiv \prod_{i=1}^{f} (1 - g^{e^{i+j}}) \pmod{p},
\]
so
\[
(2.7) \quad \text{ind} (1 - g^{ij}) \equiv \sum_{i=1}^{f} \text{ind} (1 - g^{e^{i+j}}) \pmod{p - 1}.
\]

Further, working modulo \(k/2\), we have
\[
\sum_{i=1}^{f} \text{ind} (1 - g^{e^{i+j}})
\]
that is
\[
\sum_{i=1}^{p-1} \text{ind} (n) \pmod{p - 1}
\]
\[
\equiv \sum_{\text{ind}(n) \equiv f \pmod{k/2}} \text{ind} (n - 1) + \sum_{\text{ind}(n) \equiv f \pmod{k/2}} \text{ind} (-1)
\]
\[
\equiv \sum_{n=1}^{p-2} \text{ind} (n + 1) \pmod{p - 1}
\]
\[
\equiv \sum_{n=0}^{p-2} \text{ind} (n) - \sum_{n=1}^{p-2} \frac{p - 1}{2} \pmod{p - 1},
\]
that is
The result now follows from (2.5), (2.7) and (2.8).

3. Proof of Theorem 2. Taking \( e = 3, k = 4 \), so that \( l = 6 \), in Theorem 1, we obtain, for \( p \equiv 1 \pmod{12} \),

\[
(3.1) \quad \text{ind} (3) = 2 \sum_{r=0}^{2} \sum_{s=0}^{1} (1 + 2r, 1 + 3s) + \frac{p-1}{6} \pmod{4}.
\]

Defining \( x \) and \( y \), as in \([6: p. 68]\), by

\[
x = 6(0, 3) - 6(1, 2) + 1
\]

and

\[
y = (0, 1) - (0, 5) - (1, 3) + (1, 4),
\]

so that \( x \) and \( y \) satisfy (1.1), from the tables for the cyclotomic numbers of order 6, we obtain

\[
\sum_{r=0}^{2} \sum_{s=0}^{1} (1 + 2r, 1 + 3s) = \frac{1}{6} (p - x - 3y).
\]

Hence, from (3.1), we obtain

\[
\text{ind} (3) \equiv \frac{1}{3} (p - x) - y + \frac{p-1}{6} \pmod{4}.
\]

Now

\[
y \equiv \begin{cases} 0 \pmod{4}, & \text{if } p \equiv 1 \pmod{24}, \\ 2 \pmod{4}, & \text{if } p \equiv 13 \pmod{24}, \end{cases}
\]

that is

\[
y \equiv \frac{1}{6} (p - 1) \pmod{4},
\]

giving

\[
\text{ind} (3) \equiv \frac{1}{3} (p - x) \equiv \frac{1}{3} (1 - x) \pmod{4},
\]

which completes the proof of Theorem 2.

4. Proof of Theorem 3. Taking \( e = 5, k = 4 \), so that \( l = 10 \), in Theorem 1, we obtain for \( p \equiv 1 \pmod{20} \),
\[(4.1) \quad \text{ind} (5) = 2 \sum_{j=1}^{4} \sum_{r=0}^{4} \sum_{s=0}^{4} (1 + 2r, j + 5s)_{10} + \frac{2}{5}(p - 1) \pmod{4}.
\]

Define \(m\) by \(2 \equiv g^m \pmod{p}\). Replacing \(g\) by an appropriate power of \(g\), we may suppose that \(m \equiv 0\) or \(1 \pmod{5}\). Next we define \(x, u, v, w\) by

\[
\begin{align*}
3x &= -p + 14 + 25(0, 0)_5, \\
u &= (0, 2)_5 - (0, 3)_5, \\
v &= (0, 1)_5 - (0, 4)_5, \\
w &= (1, 3)_5 - (1, 2)_5,
\end{align*}
\]

so that \(x, u, v, w\) is a solution of \((1.2)\) satisfying \((1.3)\) (see for example [5: p. 100]). From the tables of Whiteman [5: pp. 107-109] for the cyclotomic numbers of order 10, we obtain in the case \(m \equiv 0 \pmod{5}\), that is, 2 is a fifth power \((\pmod{p})\) or equivalently, \(x \equiv 0 \pmod{2}\) [1: p. 13]:

\[
\sum_{j=1}^{4} \sum_{r=0}^{4} \sum_{s=0}^{4} (1 + 2r, j + 5s)_{10}
= \frac{1}{20} \{4p + x - 15u + 15v - 30w\},
\]

so

\[
\text{ind} (5) \equiv \frac{1}{10} \{4p + x - 15u + 15v - 30w\} \pmod{4}
\equiv \frac{1}{10} (x + 4) - \frac{3}{2} (u - v) + w \pmod{4}.
\]

Emma Lehmer [1: p. 13] has shown in this case that

\[
x \equiv u \equiv v \equiv w \equiv 0 \pmod{4}, \quad u \equiv v \pmod{8},
\]

so that

\[
\text{ind} (5) \equiv \frac{1}{10} (x + 4) \equiv \frac{x}{2} + 2 \pmod{4},
\]

completing the proof of Theorem 3 in this case.

When \(m \equiv 1 \pmod{5}\), 2 is not a fifth power \((\pmod{p})\) and \(x \equiv 1 \pmod{2}\). From the tables of Whiteman [5: pp. 107-109], in this case, we obtain

\[
\sum_{j=1}^{4} \sum_{r=0}^{4} \sum_{s=0}^{4} (1 + 2r, j + 5s)_{10}
= \frac{1}{40} \{8p - 3x + 10u + 20v - 25w\},
\]
so that
\[ 4 \text{ind} (5) = 8p - 3x + 10u + 20v - 25 \pmod{16}, \]
which shows that \( w \equiv 1 \pmod{2} \).

Since
\[ 400(0, 2)_{10} = 4p - 36 + 17x + 50u - 25w, \]
we have (as \( x \equiv w \equiv 1 \pmod{2} \))
\[ 10u \equiv 3x + 5w \pmod{16}, \]
so that
\[ \text{ind} (5) \equiv v + w \pmod{4}. \]

As
\[ 200(0, 9)_{10} = 2p - 18 - 4x + 25u - 25v + 25w, \]
and
\[ 200(1, 2)_{10} = 2p + 2 + x + 25u + 25v - 50w, \]
we have
\[ \begin{cases} u - v \equiv 4 - w \pmod{8}, \\ u + v \equiv 4 + 2w - x \pmod{8}, \end{cases} \]
so
\[ u \equiv \frac{1}{2}(w - x) \pmod{4}, \quad v \equiv \frac{1}{2}(3w - x) \pmod{4}. \]

Hence we have
\[ (4.2) \quad \text{ind} (5) \equiv \frac{1}{2}(5w - x) \pmod{4}. \]

Since all solutions of (1.2) satisfying (1.3) are given by (see for example [1: p. 13])
\( (x, u, v, w), \ (x, v, -u, -w), \ (x, -u, -v, w), \ (x, -v, u, -w), \)
(4.2) gives
\[ \text{ind} (5) \equiv 0 \pmod{4} \iff x \equiv \pm 3w \pmod{8}, \]
and
\[ \text{ind} (5) \equiv 2 \pmod{4} \iff x \equiv \pm w \pmod{8}, \]
which completes the proof of Theorem 3.
5. Proof of Theorem 4. Taking \( e = 3, \ k = 8 \) so that \( l = 12 \), in Theorem 1, we obtain, for \( p \equiv 1 \pmod{24} \),

\[
(5.1) \quad \text{ind} (3) \equiv 2 \sum_{i=1}^{3} \sum_{r=0}^{3} \sum_{s=0}^{3} (i + 4r, 1 + 3s)_{12} + \frac{1}{6} (p - 1) \pmod{8}.
\]

Following Whiteman [6: p. 64], we define \( m \) and \( m' \) by \( 2 \equiv g^m \pmod{p} \) and \( 3 \equiv g^{m'} \pmod{p} \) respectively. As \( p \equiv 1 \pmod{8} \) we have \( m \equiv 0 \pmod{2} \). Replacing \( g \) by an appropriate power of \( g \) we may suppose that \( m \equiv 0 \) or \( 2 \pmod{3} \), so that \( m \equiv 0 \) or \( 2 \pmod{6} \). Further, as we are assuming \( 3 \) is a fourth power \( \pmod{p} \), we have \( m' \equiv 0 \pmod{4} \). Next we define \( x \) and \( y \) (as in [6: p. 68]) by

\[
x = 6(0, 3)_6 - 6(1, 2)_6 + 1,
\]
\[
y = (0, 1)_6 - (0, 5)_6 - (1, 3)_6 + (1, 4)_6,
\]

and \( a \) and \( b \) by equations (4.4) and (4.5) in [6] (\( a \) replaces Whiteman’s \( x \), \( b \) replaces Whiteman’s \( 2y \)). Then \( x, \ y, \ a, \ b \) satisfy (1.4) and (1.5). Whiteman [6: pp. 69–73] gives the cyclotomic numbers of order 12 in terms of \( x, \ y, \ a \) and \( b \), as defined above. When \( m \equiv 0 \pmod{6} \), we must use Tables 9 and 10 of [6] and, when \( m \equiv 2 \pmod{6} \), we must use Tables 3 and 4. By considering the cyclotomic numbers \((3, 6)_{12}\) in Table 9; \((2.4)_{12}\) in Table 10; \((1, 2)_{12}\) in Table 3; \((2, 8)_{12}\) in Table 4; it is easy to check that Whiteman’s quantity \( c = \pm 1 \) (see [6: pp. 64–65]) satisfies

\[
(5.2) \quad \begin{cases} 
\{ c = +1 & \iff a \equiv 1 \pmod{3} , \\
\{ c = -1 & \iff a \equiv 2 \pmod{3} .
\end{cases}
\]

We remark that \( a \not\equiv 0 \pmod{3} \) as \( 3 \) is assumed to be a fourth power \( \pmod{p} \).

Next we set

\[
\sum_i = \sum_{r=0}^{3} \sum_{s=0}^{3} (i + 4r, 1 + 3s)_{12}, \quad (i = 1, 2, 3),
\]

so that

\[
(5.3) \quad \text{ind} (3) \equiv 2 \left( \sum_1 + 2 \sum_2 + 3 \sum_3 \right) + \frac{1}{6} (p - 1) \pmod{8}.
\]

From Whiteman’s tables, we obtain

\[
12 \sum_{1} = \begin{cases} 
(p - 2b - x - 3y) , & \text{if } a \equiv 1 \pmod{3} , \\
p + 2b - x - 3y , & \text{if } a \equiv -1 \pmod{3} ,
\end{cases}
\]
\[
12 \sum_{2} = \begin{cases} 
(p - 2a + x + 3y) , & \text{if } a \equiv 1 \pmod{3} , \\
p + 2a + x + 3y , & \text{if } a \equiv -1 \pmod{3} ,
\end{cases}
\]
\[
12 \sum_{3} = \begin{cases} 
p - 2b - x - 3y , & \text{if } a \equiv 1 \pmod{3} , \\
p + 2b - x - 3y , & \text{if } a \equiv -1 \pmod{3} .
\end{cases}
\]
\[ 12 \sum_{a} = \begin{cases} 
  p + 2b - x - 3y, & \text{if } a \equiv 1 \pmod{3}, \\
  p - 2b - x - 3y, & \text{if } a \equiv -1 \pmod{3}.
\end{cases} \]

From (5.3) and (5.4) we obtain

\[ (5.5) \quad \text{ind}(3) = \begin{cases} 
  1 - \frac{1}{3}(2a-2b+x)-y + \frac{1}{6}(p-1) \pmod{8}, & \text{if } a \equiv 1 \pmod{3}, \\
  1 + \frac{1}{3}(2a-2b-x)-y + \frac{1}{6}(p-1) \pmod{8}, & \text{if } a \equiv -1 \pmod{3}.
\end{cases} \]

Also, from Whiteman's tables, we have in every case,

\[ p + 1 - 8a + 6x \equiv 0 \pmod{16}, \]

so

\[ \text{ind}(3) = \begin{cases} 
  1 + 2a - 2b + \frac{p+1}{2} - 4a - y + \frac{1}{6}(p-1) \pmod{8}, & \text{if } a \equiv 1 \pmod{3}, \\
  1 - 2a + 2b + \frac{p+1}{2} - 4a - y + \frac{1}{6}(p-1) \pmod{8}, & \text{if } a \equiv -1 \pmod{3}, \\
  -y \pmod{8}, & \text{if } a \equiv 1 \pmod{3}, \\
  4 - y \pmod{8}, & \text{if } a \equiv -1 \pmod{3},
\end{cases} \]

which completes the proof of Theorem 4.
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