DISTINGUISHING A PLANE CURVE FROM OTHER CURVES SIMILAR TO IT

MICHAEL S. KEANE AND STUART JAY SIDNEY
DISTINGUISHING A PLANE CURVE FROM OTHER CURVES SIMILAR TO IT

M. S. KEANE AND S. J. SIDNEY

If \( C \) is a convex or smooth simple closed plane curve, then there is a finite subset \( E \) of \( C \) such that any plane curve which is similar to \( C \) and passes through all the points of \( E \) must coincide with \( C \). Generalizations to compacta in euclidean spaces are given; on the other hand, there are simple closed plane curves for which no such finite subsets exist. Circles are the only plane continua which separate the plane for which three points suffice, and even for a convex polygon the number of points required may be arbitrarily large.

1. Introduction. A circle is determined by (any) three of its points. The aim of this paper is to examine analogous statements for other compact sets in a euclidean space, and especially for more general simple closed plane curves. Precisely, if \( K \) is compact, must \( K \) contain a finite subset \( E \) such that whenever \( K' \) is similar to \( K \) and contains all the points of \( E \), it follows that \( K' = K \)? In general the reply is negative even for simple closed plane curves (Example 7), but the following result (the original objective of this work) is true.

**Theorem 1.** If \( C \) is a convex or smooth simple closed plane curve, then \( C \) contains a finite subset \( E \) such that \( C' \sim C \) and \( E \subset C' \) together imply \( C' = C \).

Here and throughout, \( \sim \) denotes similarity and "smooth" means continuously differentiable. In §2 we prove generalizations and refinements of Theorem 1 in stages, using finite subsets of \( C \) to successively force \( C' \) to be congruent to \( C \), have the same "spanning circle" as \( C \), and finally coincide with \( C \). It will become clear that, for general \( K \), the only possible obstacle to an affirmative reply to our question is the absence of any finite subset (consisting of at least two points) of \( K \) of which \( K \) contains a smallest copy (Theorem 5). Taking advantage of this perspective, in §3 a result (Theorem 6) is proved which shows that, for instance, rather general piecewise smooth objects can be added to the list begun in Theorem 1, and a simple closed plane curve for which no finite subset works is constructed. Section 4 is devoted to estimating how large a finite subset is required for various particular plane sets; in particular (Theorem 8) if a continuum separates the plane, it requires at least four points.
unless it is a circle. In §5 we prove (Theorem 13) that even for a convex curve which is either polygonal or smooth, the number of points required may be arbitrarily large. Finally, in §6 we discuss whether any particular number of points will suffice for “most” curves.

The question answered by Theorem 1 originated in a context belonging to the interface between logic and geometry. We are grateful to S. Garfunkel for calling it to our attention and discussing it with the second named author; the logical ramifications will no doubt be explored elsewhere. We are also grateful to the Istituto Matematico of the Università di Perugia, Italy, whose hospitality during the summer of 1978 made our collaboration possible. Finally, we are very much indebted to the referee, whose detailed and creative critique of our original manuscript brought about very substantial improvements in the organization of the material, the depth and generality of our results, and the quality of our arguments. To him/her we owe the passage from plane curves to general continua in euclidean spaces and hence the present form of many of our results in §§2-4.

2. Existence results. We first establish some notations and terminology. $K$ will denote a nonempty compact subset of some euclidean space $\mathbb{R}^n$ whose origin is denoted $0$. Similarity and congruence are denoted by $\sim$ and $\cong$ respectively. $O(n)$ is the orthogonal group in euclidean n-space, consisting of the isometries which leave $0$ fixed. If $G$ is a group of transformations, $K \sim G K'$ means $K' = T(K)$ for some $T \in G$. If $k \geq 2$ is an integer, a minimal $k$-tuple in $K$ is a $k$-tuple $E \subset K$ such that if $E' \subset K$ and $E' \sim E$, it follows that $E'$ is at least as large as $E$. We say that $K$ contains a minimal tuple if $K$ contains a minimal $k$-tuple for some integer $k \geq 2$. There is a unique (degenerate, if $K$ consists of only one point) $(n - 1)$-sphere of minimal radius which, together with its interior, contains $K$; this is the spanning sphere (or spanning circle if $n = 2$) of $K$, denoted $S(K)$.

If $S$ is an $(n - 1)$-sphere which together with its interior contains a compact set $K$, it is easy to verify the equivalence of the following three assertions: $S = S(K)$; $S \cap K$ meets every closed hemisphere of $S$; and the center of $S$ is contained in the (automatically compact) convex hull of $S \cap K$. If the last assertion holds, then [4, p. 73, lemma] it holds with $S \cap K$ replaced by some subset of $S \cap K$ which contains at most $n + 1$ points. Adjoining this subset of $S(K) \cap K$ to a minimal $k$-tuple yields (b) of the following proposition, while adding the endpoints of a diameter of $K$ to a minimal $k$-tuple yields (a).
PROPOSITION 2. If $K$ contains a minimal $k$-tuple, then:
(a) $K$ contains a subset $E_1$ of no more than $k + 2$ elements such that $K \sim K'$ and $E_1 \subseteq K'$ imply $K' \cong K$.
(b) $K$ contains a subset $E_2$ of no more than $k + n + 1$ elements such that $K' \sim K$ and $E_2 \subseteq K'$ imply $S(K') = S(K)$.

This proposition applies in particular to the sets of Theorem 1.

PROPOSITION 3. If $C$ is a convex plane curve, then $C$ contains a minimal 4-tuple, hence contains subsets $E_1$ and $E_2$, of no more than six and seven elements respectively, such that $K_1 \sim K$ and $E_1 \subseteq K'$ imply $K_1 \cong K$ while $K_1 \sim K$ and $E_2 \subseteq K'$ imply $S(K') = S(K)$.

If $C$ is a convex or piecewise smooth simple closed plane curve all of whose corner angles are $> 60^\circ$, the same assertions hold with 3-tuple, five and six in place of 4-tuple, six and seven respectively.

Proof. In the first instance note that $C$ has an inscribed parallelogram (indeed, a simple continuity argument shows that every point of $C$ is the vertex of an inscribed rhombus) and that the diameters of inscribed parallelograms are bounded below by area $(C)/2$ diameter $(C)$; by a standard compactness argument one obtains a minimal inscribed copy of any inscribed parallelogram. A similar compactness argument produces a minimal equilateral triangle with vertices on $C$ in the second instance, since Proposition 10 below (which does not depend on Proposition 3) guarantees the existence of at least one equilateral triangle inscribed in $C$.

We have not ascertained whether $E_1$ can ever be strictly smaller than the smallest possible $E_2$, or whether the bounds six, seven, five, six are best possible.

THEOREM 4. Every compact set $K$ contains a finite subset $E$ such that $K' \cong K$ and $E \subseteq K'$ together imply $K' = K$.

We thank the referee for this version of the theorem, as well as its proof. In view of Proposition 2, it immediately implies the following, which by Proposition 3 is a generalization of Theorem 1.

THEOREM 5. Every compact set $K$ which contains a minimal tuple also contains a finite subset $E$ such that $K' \sim K$ and $E \subseteq K'$ together imply $K' = K$.

Proof of Theorem 4. By taking (as in the proof of (b) of Proposition 2) no more than $n + 1$ points from $K$ and assuming that
S(K) is centered at 0, we may reduce the proof of Theorem 4 to that of the following assertion:

\((*)\) Every compact set \(K\) contains a finite subset \(E\) such that \(K' \sim \circlearrowleft_{O(n)} K\) and \(E \subset K'\) imply \(K' = K\).

We shall prove \((*)\) completely in dimension \(n = 2\) \((n = 1\) is trivial\), and then indicate the argument for general \(n\).

If \(n = 2\), let \(G\) be the subgroup of \(O(2)\) consisting of those transformations which leave \(K\) fixed. Suppose the conclusion of \((*)\) were false. Let \(E_1 \subset E_2 \subset \cdots \subset E_m \subset \cdots\) be a sequence of finite subsets of \(K\) such that \(E_m\) is a \(1/m\)-net of \(K\). There is \(T_m \in O(2)\) such that \(T_m(E_m) \subset K\) but \(T_m(K) \neq K\). Passing to a subsequence, we may suppose \(T_m \to T \in O(2)\), and clearly \(T \in G\). Replacing \(E_m\) by \(T(E_m)\) and \(T_m\) by \(T_m T^{-1}\), we may suppose \(T_m \to I\), the identity transformation. Thus the \(T_m\) are (for large \(m\)) rotations by angles \(\theta_m \neq 0\) with \(\theta_m \to 0\). Since \(G \neq O(2)\), \(K\) must intersect some circle \(S\) centered at 0 in a nonempty proper closed subset, which contains the endpoints \(A\) and \(B\) of an open arc \(J\) in \(S \setminus K\). For \(m\) large, \(T_m\) must take \(A\) or \(B\) into \(J\). Hence if we replace each \(E_m\) by \(E_m \cup \{A, B\}\) and repeat the above reasoning, we obtain a contradiction.

The general case is handled with a similar argument and induction. Suppose \(n > 2\) and we know \((*)\) in dimension \(n - 1\). Construct \(G \subset O(n)\), \(E_m\) and \(T_m\) as before (assuming \((*)\) false for \(K\)). \(K\) must intersect some sphere \(S\) centered at 0 in a nonempty proper closed subset. Choose an open ball \(B\) centered on \(S\) and with maximal possible radius subject to \(B \cap (S \cap K) = \emptyset\). If \(S'\) is the sphere which bounds \(B, S \cap S'\) is an \((n - 2)\)-dimensional sphere (or a point) and maximality of \(B\) shows that (if \(S \cap S'\) is not a point) \(K \cap (S \cap S')\) meets every closed hemisphere of \(S \cap S'\), so contains a finite subset \(F\) with the same property; if \(S \cap S' = \{P\}\) a point take \(F = \{P\}\). For \(m\) large, \(T_m\) must take at least one point of \(F\) into \(B \cap S\), unless \(T_m\) leaves invariant the line through 0 and the center of \(B\). Replacing \(E_m\) by \(E_m \cup F\) in our reasoning, we see that we may recoordnitize so that for large \(m\), \(T_m = I_1 \times U_m\) with \(I_1\) the identity transformation in the first variable and \(U_m \in O(n - 1)\) the orthogonal group on the last \(n - 1\) variables.

For each real number \(t\) let \(H_t\) be the subgroup of those \(U \in O(n - 1)\) such that \(I_1 \times U\) leaves \(K_t = K \cap (\{t\} \times R^{n-1})\) fixed, and let \(H\) be the intersection of all the \(H_t\) (that is, \(H\) consists of those \(U\) such that \(I_1 \times U\) leaves \(K\) fixed). It follows from standard facts about Lie groups [e.g., Th. 50 of 3] that there are finitely many \(t\), say \(t_1, \ldots, t_s\), such that \(H = H_{t_1} \cap \cdots \cap H_{t_s}\) and \(K_{t_j} \neq \emptyset\). Using \((*)\) for \(n - 1\) there are finite subsets \(F_{t_j}\) of \(K_{t_j}\) such that \(K' \sim \circlearrowleft_{I_1 \times O(n - 1)} K_{t_j}\).
and \( F_i \subset K' \) imply \( K' = K_{tj} \). Now replace \( E_m \) by \( E_m \cup F_1 \cup \cdots \cup F_k \) and repeat the reasoning. For \( m \) large, \( T_m = I_1 \times U_m \) where \( U_m(F_i) \subset K_{tj} \), hence \( U_m \in H_{tj} \) and so \( U_m \in H \) or, what is the same, \( T_m \in G \), a contradiction. This completes the proof of (*) and of Theorem 4. \( \square \)

3. The failure of existence. The following theorem describes what must occur for Theorem 5 to fail. It shows that Theorem 1 can be extended to many additional curves, for instance to piecewise smooth closed (but not necessarily simple) plane curves, and to analogous higher dimensional objects such as piecewise smooth closed surfaces. In addition, it should motivate the example which appears after it.

Roughly, the point \( P \) whose existence is proved must be such that all of \( K \) reproduces itself in \( K \) within every neighborhood of \( P \). Thus if \( K \) is, say, a curve, it must have a highly singular behavior at \( P \).

**Theorem 6.** Suppose the compact set \( K \) does not contain a finite set \( E \) such that \( K' \sim K \) and \( E \subset K' \) imply \( K' = K \); equivalently, \( K \) does not contain a minimal tuple. Then there are a point \( P \in K \) and a sequence of similarities \( (T_m) \) with the following property: for every neighborhood \( N \) of \( P \), \( K \subset \lim_{m \to \infty} T_m(N \cap K) \) in the sense that for every \( \varepsilon > 0 \) there is an \( m_0 \) such that for all \( m > m_0 \) every point of \( K \) is within \( \varepsilon \) of some point of \( T_m(N \cap K) \).

**Proof.** Pick a sequence of finite subsets of \( K \), \( E_1 \subset E_2 \subset \cdots \subset E_m \subset \cdots \), such that \( E_m \) is a \( 1/m \)-net of \( K \). \( K \) contains no minimal copy of \( E_m \), so there is a similarity \( T_m \) such that \( T_m^{-1}(E_m) \) is a subset of \( K \) of diameter \( < 1/m \). Passing to a subsequence, we may suppose that the sets \( T_m^{-1}(E_m) \) converge to a point \( P \in K \). This \( P \) and these \( T_m \) will do. \( \square \)

We shall now construct a simple closed curve \( C \) which does not contain a minimal tuple. It will be clear that this curve can be rectifiable and, in addition, enjoy either of the following two mutually exclusive properties (except on one side of one point): polygonal (as in the particular example we exhibit) or infinitely differentiable (obtained by “rounding the corners” in our example). Precisely, \( C \) can be obtained as the image of a continuous function \( F \colon [0, 1] \to \mathbb{R}^2 \) which is one-to-one on \( [0, 1) \) and such that, for each \( c \in (0, 1) \), the restriction of \( F \) to \( [0, c] \) is either piecewise affine or infinitely differentiable with nowhere vanishing derivative.

**Example 7.** We construct \( C \) in stages \( C_1 \subset C_2 \subset \cdots \subset C_m \subset \cdots \)
with \( C = \bigcup C_m \). Fix a positive number \( b \). Each \( C_m \) will be a compact polygonal arc which, except for the presence of the segment \( J = \{(x, 0): 0 \leq x \leq b\} \), will lie completely in \( \{(x, y): x \geq \delta_m, y > 0\} \) where \((\delta_m)\) is a sequence of positive numbers tending to 0. \( C_m \) will end at a point \( P_m \) in the open first quadrant. No point of \( C_m \) will lie directly to the left of \( P_m \), and the points \( P_m \) will converge to 0. Finally, all of \( C_{m+1} \setminus C_m \) will lie to the left of and no higher than \( P_m \), so will be at least as close to 0 as \( P_m \), whence \( \bigcup C_m \) will in fact be a simple closed curve \( C \).

It is only necessary to describe the enlargement of \( C_m \) to \( C_{m+1} \). Starting at \( P_m \), draw an arc going left, then down, then left, then up, staying in the open first quadrant, not meeting \( C_m \), and ending as close as desired to 0. Using the endpoint of this "connecting link" as a starting point, construct a miniature copy of \( C_m \) which meets neither the link nor \( C_m \cdot C_{m+1} \) is the union of \( C_m \), the link, and the miniature copy of \( C_m \).

The sets \( C_m \) converge to 0. Any finite subset of \( E \) is contained in some \( C_m \) which is reproduced in each \( C_m \) for \( m' \geq m \), so \( C \) cannot contain a minimal tuple; clearly 0 is the point whose existence is specified by Theorem 6.

A sample version of the first three stages with connecting link is presented in Figure 1 below.

![Figure 1](image-url)

4. Particular sets in the plane. We define the (similarity) index \( s(K) \) of the compact set \( K \) to be the smallest possible cardinality of a subset \( E \) of \( K \) such that \( K' \sim K \) and \( E \subset K' \) imply \( K' = K \); the definition of oriented (similarity) index \( o(K) \) is analogous, with \( \sim \) replaced by \( \hat{\sim} \), which will denote orientation-preserving similarity. These indices sometimes coincide (e.g., regular polygon) and sometimes differ (e.g., nonisosceles triangle). Clearly \( 1 \leq o(K) \leq s(K) \leq \pm \infty \), and if \( K \) contains at least three points then \( o(K) \geq 3 \); further, if \( o(K) \) is finite then so is \( s(K) \). If \( K \) and \( K' \) are exhibited as lists of points, say \( \{P, Q, \cdots\} \) and \( \{P', Q', \cdots\} \), the labelings are assumed
to be so chosen that any similarity between $K$ and $K'$ which we discuss makes points labelled with the same letter correspond. In this section we shall be concerned only with plane sets.

**Theorem 8.** If $C$ is circle, $o(C) = s(C) = 3$. If $K$ is a plane continuum which separates the plane and is not a circle, then $s(K) \geq o(K) > 3$.

The hypothesis on separation is really necessary. If $K = \{(x, x^2) : -1 \leq x \leq 1\}$, then $K$ is not a subset of a circle, but $S(K) = 3$ (take the three points $(-1, 1), (0, 0)$ and $(1, 1)$). The proof of Theorem 8 is contained largely in Propositions 10 and 11, the proofs of which in turn require some topological preliminaries (which may be ignored if $K$ is a simple closed curve).

Let $K$ be a plane continuum, $\hat{K}$ the union of $K$ and the bounded components of its complement, and $U$ a component of the interior of $\hat{K}$. If $\partial$ denotes topological boundary then $\partial U \subset \partial \hat{K} \subset \partial K \subset K$ and [1, §VI. 4] $\partial U$ is connected.

**Lemma 9.** If $A \in \partial U$ then $\partial U \setminus \{A\}$ is connected.

*Proof.* If not $\partial U \setminus \{A\} = H_1 \cup H_2$ where the $H_j$ are disjoint, non-empty, and open and closed in $\partial U \setminus \{A\}$. By [1, Th. IV. 10.1] their closures are $\bar{H}_j = H_j \cup \{A\}$. Let $\hat{H}_j$ be the union of $\bar{H}_j$ and those (necessarily bounded) components $V$ of the complement of $\partial U$ such that $\partial V \subset \bar{H}_j$. The $\hat{H}_j$ are compact, $\hat{H}_1 \cap \hat{H}_2 = \{A\}$, and $\hat{H}_1 \cup \hat{H}_2$ has $U$ as a bounded component of its complement, so by [1, Cor. 1 to Th. V. 9.2] at least one of the $\hat{H}_j$, say $\hat{H}_1$, has disconnected complement.

Let $W$ be the unbounded component of the complement of $\bar{U}$. $W$ contains the complement of $\hat{K}$, so $H_2 \subset \partial \hat{K} \subset \bar{W}$ whence $H_2 \cup W$ is connected, and so is the union of $H_2 \cup W$ with those bounded components $V$ of the complement of $\partial U$ such that $\partial V \cap H_2 \neq \emptyset$; but this union is the complement of $\hat{H}_1$. This contradiction establishes the lemma. \(\square\)

The following result is due to M. L. O'Connor [2]; as her work has not yet been published, we offer here a proof incorporating the referee's improvements of our original argument for simple closed curves.

**Proposition 10.** If $K$ is a plane continuum which separates the plane and $E$ is any noncollinear triple of points, then $K$ contains infinitely many triples $E' \supset E$. 
Proof. Let $U$ be a component of the interior of $K$. We shall show that the set of vertices of the $E' \supset E$ which are contained in $\partial U$ is dense in $\partial U$. Let $E = \{P, Q, R\}$ with longest side $QR$.

Let $A$ be any point of $U$, and let $P_1$ be a point nearest to $A$ on $\partial U$. The circle $S$ with center $A$ and radius $AP_1$ has its interior in $U$. Choose $Q_1, R_1$ on $S \setminus \{P_1\}$ so that $\{P_1, Q_1, R_1\} \supset E$; then $Q_1$ and $R_1$ lie on $\bar{U}$. Rotate $\{P_1, Q, R_1\}$ about $P_1$ until $Q_1$ or $R_1$ meets $\partial U$, say $Q_1$; one obtains $\{P_1, Q_1', R_1\} \supset E$ with $Q_1' \notin U$ and $R_1 \in \bar{U}$, and $Q_1'$ is close to any point to which $A$ is close.

If $P_2 \in \partial U \setminus \{Q_1'\}$, let $R(P_2')$ be that point such that $\{P_2', Q_1', R(P_2')\} \supset E$. Then $R(\cdot)$ is a continuous function on the connected (Lemma 9) set $\partial U \setminus \{Q_1'\}$, $R(P_2) = R_2 \in \bar{U}$, and, if $P_2$ is a point of $\partial U$ (equivalently, of $\bar{U}$) at maximal distance from $Q_1'$ then $Q_1' R(P_2) \supset Q_1' P_2$ implies that $R(P_2) \notin U$, hence for some $P_2', R' = R(P_2') \in \partial U$.

**Proposition 11.** If $K$ is a plane continuum which separates the plane and is not a convex curve, and if $E$ is any collinear triple of points, then $K$ contains infinitely many triples $E' \sim E$.

Proof. Let $U$ be a component of the interior of $K$, and let $E = \{P, Q, R\}$ with $Q$ an interior point of the segment from $P$ to $R$.

Suppose $\bar{U}$ is not convex. Take $P_1, R_1$ on $\partial U$ such that the interior of the segment from $P_1$ to $R_1$ does not meet $\bar{U}$. Let $A \in \bar{U}$ and let $R'$ be a point of $\partial U$ closest to $A$. For $P' \in \partial U \setminus \{R'\}$ let $Q(P')$ be such that $\{P', Q(P'), R'\} \supset E$. If $A$ is close to $R_1$ then $R'$ is close to $R_1$ and $Q(P_1) \notin \bar{U}$. If $P_2 \in \partial U \setminus \{R'\}$ is such that the interior of the segment from $P_2$ to $R'$ lies in $U$, then $Q(P_2) \in U$. Hence for some $P_2', Q' = Q(P_2') \in \partial U$. There are infinitely many possible $R_1$, so the proof is complete in this case.

Suppose $\bar{U}$ is convex, so $\partial U$ is a convex curve $C$ which we may assume contains no segment. Let $A \in C$ be a point of accumulation of $K \setminus C$. Assume for definiteness that $\overline{QR} \supseteq \overline{PQ}$. Pick $R_1 \in C \setminus \{A\}$.

If $A$ a point of accumulation of $K \cap U$, for fixed $Q' \in K \cap U$ define $P(\cdot)$ from $C$ to itself so that $P(R') \supseteq P'(R)$, $Q'$ and $R'$ are distinct and collinear. If $Q'$ is close enough to $A$ then $\overline{Q'R_1/P(R_1)Q'} \supseteq \overline{QR/PQ}$, while if $R_2 = P(R_1)$ then $P(R_2) = R_1$ and $\overline{QR_2/P(R_2)Q'} \subseteq \overline{QR/PQ}$, so for some $R' \in C$, $\overline{QR'/P(R')Q'} = \overline{QR/PQ}$, and taking $P = P(R')$ gives $\{P', Q', R'\} \sim E$.

If $A$ is a point of accumulation of $K \setminus \bar{U}$, for fixed $P' \in K \setminus \bar{U}$ define $Q(\cdot)$ from $C$ to the plane so that $\{P', Q(R'), R'\} \sim E$. If $R_2$ is such that the line through $P'$ and $R_2$ is a line of support for $C$, then $Q(R_2) \notin \bar{U}$; on the other hand, if $P'$ is close enough to $A$ then $Q(R_2) \in$
Proof of Theorem 8. If $C$ is a circle, there is nothing to prove. Let $K$ be as in the hypotheses, with spanning circle $S(K)$ assumed to be centered at 0. If $K$ is a union of circles centered at 0, then (being connected, but not a circle) it has nonempty interior, so clearly $s(K) = o(K) = +\infty$. Suppose $K$ is not a union of circles centered at 0. Then the similarities which leave $K$ invariant form a finite subgroup $G$ of $O(2)$. Thus it suffices to show that, for any triple $E \subset K$, $K$ contains infinitely many $E' \cong E$.

If $E$ is not collinear, or $K$ is not a convex curve, this is immediate from Propositions 10 and 11. If $E$ is collinear and $K$ is a convex curve, then $K$ contains a segment, whence the assertion follows. □

We now catalogue the indices of a few familiar simple closed plane curves $C$. We have $s(C) = o(C) = 4$ if $C$ is a regular polygon, an isosceles triangle, a parallelogram, or an ellipse (not a circle). If $C$ is a nonisosceles triangle, $o(C) = 4$ but $s(C) = 5$; if $C$ is a trapezoid, $4 \leq o(C) \leq s(C) \leq 5$. We indicate briefly how to prove these.

If $C$ is a regular polygon of $n > 3$ sides (or a rectangle), take for $E$ the endpoints and an interior point of a (long, for a rectangle) side together with an interior point of the opposite side if $n$ is even (or for a rectangle) or the opposite vertex if $n$ is odd. For an ellipse take the endpoints of the two axes. For a rhombus which is not a square, take the vertices. For a trapezoid which is not a parallelogram take the vertices together with an interior point of the longer parallel side. For a parallelogram $C$ which is neither a rectangle nor a rhombus, take for $E$ the endpoints of the longer diagonal together with sufficiently nearby points of the longer sides, so chosen that $E$ itself consists of the vertices of a parallelogram.

The situation for triangles is rather more complicated. The arguments are based on the following simple lemma, together with a tedious enumeration of cases; we omit any details.

Lemma 12. Suppose $P, Q, R$ are the successive vertices of a non-degenerate triangle $T$ and $A, B, C, D$ are the successive vertices of a convex quadrilateral, both similarly oriented. Then there is $T' \cong T$ which contains $A, B, C$ and $D$ with $A$ and $B$ on the segment from $P'$ to $Q'$ if and only if (letting a letter stand for the magnitude of the angle at the corresponding vertex of a polygon):

$$P \leq A \leq P + \pi - D \quad \text{and} \quad Q \leq B \leq Q + \pi - C.$$ 

If in addition $A = P + \pi - D$ or $B = Q + \pi - C$, then there are
uncountably many such $T'$; otherwise there is only one.

5. Unboundedness of the index. While the results of the preceding section suggest that most familiar curves have small indices, it is nevertheless the case that there are "reasonable" curves with arbitrarily large indices. More is true: even to determine a curve among those obtained from it by rotation about a fixed center may require arbitrarily many points. Precisely:

**Theorem 13.** Let $k$ be a positive integer. Then there are a positive integer $N(k)$ and a convex curve $C(k)$ (which may be taken polygonal or infinitely differentiable, as desired) such that, if $G(k)$ denotes the subgroup of $O(2)$ consisting of rotations about $0$ through multiples of $2\pi/N(k)$, then for any subset $E$ of $C(k)$ consisting of no more than $k$ points, there is $C' \sim_{G(k)} C(k)$ such that $C' \neq C(k)$ but $E \subset C'$.

The proof of this theorem rests on the following combinatorial fact.

**Lemma 14.** Let $k$ be a positive integer. Then there is a positive integer $n(k)$ such that if $n \geq n(k)$ is an integer, then $\mathbb{Z}_n$, the (ring of) integers modulo $n$, can be partitioned into two subsets $A$ and $B$ such that the following two assertions hold:

(a) If $0 \neq m \in \mathbb{Z}_n$ then $A \neq A + m \equiv \{x + m : x \in A\}$.

(b) If $K$ is any subset of $\mathbb{Z}_n$ containing no more than $k$ elements, then there is $m \in \mathbb{Z}_n$, $m \neq 0$, such that if $x \in K$ then $x \in A$ if and only if $x + m \in A$.

Before proving the lemma, we use it to prove the theorem.

**Proof of Theorem 13.** We shall construct $C = C(k)$ to be a polygon; it will be clear that by smoothing the corners one can obtain an infinitely differentiable $C$.

Let $N = N(k)$ be arbitrary subject to $N \geq n(k)$, $n(k)$ as in the lemma (so $N \geq 2$), and let $A$ and $B$ be as in the lemma with $n = N$. If the plane has cartesian coordinates, for $j \in \mathbb{Z}_N$ let $P_j = (\cos(2j\pi/N), \sin(2j\pi/N))$. Choose $r$ so that $\cos(\pi/N) < r < 1$ and for $j \in A$ let $Q_j = (r \cos((2j - 1)\pi/N), r \sin((2j - 1)\pi/N))$. Let $C$ be the convex polygon whose vertices are the $P_j$ for $j \in \mathbb{Z}_N$ and the $Q_j$ for $j \in A$. For $j \in \mathbb{Z}_N$ let $C_j$ denote the arc obtained by traversing $C$ counterclockwise from $P_{j-1}$ to $P_j$; thus $C_j$ is a closed segment if $j \in B$, and is the union of two non-collinear closed segments which meet at a common endpoint if $j \in A$. 
Now suppose $E$ is a subset of $C$ consisting of $k$ points $A_1, \ldots, A_k$ with $A_i \in C_{j(i)}$, $1 \leq i \leq k$. Letting $K = \{j(i) : 1 \leq i \leq k\}$, choose $m$ as in (b) of the lemma and let $C'$ be the image of $C$ under rotation about 0 through an angle of $2\pi m/N$. From (a) of the lemma $C' \neq C$, and from (b) $E \subseteq C'$.

**Proof of Lemma 14.** If $k$ and $n$ are integers with $n \geq k \geq 2$, by a $(k, n)$-configuration $F$ is meant a sequence of ordered pairs $\{(s_i, t_i)\}_{i=1}^k$ where $s_i = 0$ or 1 and $\{t_i\}_{i=1}^k$ is a strictly increasing sequence of integers such that $t_i = 0$ and $t_n < n$. A projection of $F$ is any of the (at most $n$) sets $W = \{w + t_i\}_{i=1}^k$ where $w \in \mathbb{Z}_n$. If $\{A, B\}$ is an ordered partition of $\mathbb{Z}_n$, by an appearance of $F$ in $\{A, B\}$ we mean a subset $K$ of $\mathbb{Z}_n$ consisting of $k$ elements which can be listed (perhaps in more than one way) as $w_1, \ldots, w_k$ in such a way that if $1 \leq i \leq k$ then $w_i = w_{i+1} + s_i$ while $s_i = 0$ if and only if $w_i \in A$. Condition (b) of the lemma can now be restated as follows: if $F$ is any $(k, n)$-configuration which has an appearance in $\{A, B\}$, then $F$ has at least two distinct appearances in $\{A, B\}$. We shall prove the lemma with (b) replaced by the following stronger statement:

(b') If $F$ is any $(k, n)$-configuration, then $F$ has at least two distinct appearances in $\{A, B\}$.

Fix an integer $k \geq 2$. We need to know:

(c) There are a positive integer $n_1(k)$ and a positive number $\varepsilon = \varepsilon(k)$ such that if $n \geq n_1(k)$ and $F$ is any $(k, n)$-configuration, then there are at least $n^\varepsilon$ pairwise disjoint projections of $F$.

 Granted (c), suppose that $n \geq \max\{n_1(k), n_2(k)\}$ where $n_2(k)$ is so large that $1 + n^\varepsilon \log(1 - 2^{-k}) \leq 0$ for $n \geq n_2(k)$. If $F$ is a $(k, n)$-configuration which has $m(\geq n^\varepsilon)$ pairwise disjoint projections then there are no more than

$$m(2^k - 1)^{n^\varepsilon - 2^{k^n - km}} \leq n^\varepsilon(2^k - 1)^{n^\varepsilon - 2^{k^n - km}} = \sigma$$

ordered partitions of $\mathbb{Z}_n$ in which $F$ appears at most once (the inequality follows from $n \geq n_2(k)$). There are $\binom{n}{k} 2^k (k, n)$-configurations, so there are at most $\sigma \binom{n}{k} 2^k = 2^n \tau$ ordered partitions of $\mathbb{Z}_n$ in which (b') fails, where

$$\tau = 2^k \binom{n}{k} n^\varepsilon \left(\frac{2^k - 1}{2^k}\right)^{n^\varepsilon - 1}$$

tends to $0$ as $n$ gets large, so is $< 1/2$ if $n \geq n_3(k)$. In addition there are at most $\sum \{2^d : 1 < d < n, d \text{ divides } n\} < (1/2) 2^n$ ordered partitions of $\mathbb{Z}_n$ for which (a) fails, so $n(k) = \max\{n_1(k), n_2(k), n_3(k)\}$ gives the lemma with (b) replaced by (b').
It remains to verify (c), which we shall do for any \( \varepsilon(k) < 1/2(k-1) \) and any \( n_i(k) \geq (k-1)^{2(k-1)} \) which is large enough so that

\[
n^* \leq \left[ \frac{n^{1/2(k-1)}}{2(k-1)} \right] \quad \text{for all} \ \ n \geq n_i(k),
\]

where the brackets denote "integer part of". Indeed, let \( n \geq n_i(k) \) and let \( F = \{(s_i, t_i)\}_{i=1}^k \) be any \((k, n)\)-configuration and \( W \) any of its projections. Let \( u(i) = t_i - t_{i-1} \) if \( 2 \leq i \leq k \) and \( u(1) = t_1 - t_k + n \), and choose a permutation \( \rho \) of \( \{1, \cdots, k\} \) so that \( u(\rho(1)) \leq \cdots \leq u(\rho(k)) \). Let \( r = r(k, n) = n^{1/2(k-1)} \). There are two cases.

First, suppose \( u(\rho(i+1)) \leq ru(\rho(i)) \) for \( 1 \leq i \leq k - 1 \). Then for \( 1 \leq i \leq k \) we have \( u(i) \leq u(\rho(1)) \leq r^{-(k-1)}u(\rho(k)) \geq n^{-1/2}(n/k) = n^{1/2}/k \), so the \( W_j = W + j = \{w + j : w \in W\} \) for \( 0 \leq j < n^{1/2}/k \) give at least \( \left[ n^{1/2}/k \right] \geq n^* \) pairwise disjoint projections of \( F \).

Second, suppose there is an index \( i, 1 \leq i \leq k - 1 \), for which \( u(\rho(i+1)) > ru(\rho(i)) \). Then

\[
\mu = u(\rho(1)) + \cdots + u(\rho(i)) \leq u(\rho(1)) \leq (k-1)u(\rho(i+1))/r,
\]

so the \( W_j = W + (\mu + 1)j \) for \( 0 \leq j < u(\rho(i+1))/(\mu + 1) \) give a family of pairwise disjoint projections of \( F \), of cardinality at least

\[
\left[ \frac{u(\rho(i+1))}{\mu + 1} \right] \geq \left[ \frac{r\mu}{(k-1)(\mu + 1)} \right] \geq \left[ \frac{r}{2(k-1)} \right] \geq n^*.
\]

This proves (c), and so the lemma. \( \square \)

It is difficult to estimate \( N(k) \) from the proof. For \( k = 2 \), for instance, one can verify with \( \varepsilon(2) = 1/3 \) that \( n_i(2) = 3^8 \) and \( n(2) = 129^3 \) will work, and better estimates are hard to get.

However, if we represent \( Z_{16} \) as a sequence of places and put in each place a 0 or 1 according as the place belongs to \( A \) or \( B \), then it is easily verified that the string 0110100110010110 satisfies (a) and (b) (but not (b')) of the lemma, hence one can take \( N(2) = 16 \).

6. Curves of small index. The values of the indices of particular curves given at the end of §4 suggest that "most" simple closed plane curves should have small index. Is there some index, or finite set of indices, which is "typical"? The group of orientation preserving similarity transformations is a four-parameter group, so four pieces of information "should" suffice to pinpoint one of its members. Thus we can hope that for "most" simple closed curves (or continua which separate the plane) \( o(K) = 4 \) and \( s(K) = 4 \) or 5.

We now present an interesting but inconclusive fact along these lines.

Let \( W \) be the set of all simple closed plane curves, with the metric
\[ \rho(C, C') = \sup_{P \in C} \inf_{Q \in C'} d(P, Q) + \sup_{P \in C'} \inf_{Q \in C} d(P, Q) \]

where \( d \) is the usual euclidean metric on the plane. Let \( D \) be the subset of \( W \) consisting of curves \( C \) for which \( s(C) = 4 \).

**Proposition 15.** \( D \) is dense in \( W \), and is the projection onto \( W \) of a \( G_\delta \)-set in \( W \times (\mathbb{R}^2)^4 \).

The proposition remains true if we replace \( W \) by any of various natural subsets, for instance, the set of convex curves. In particular, the set of convex curves with \( 0 \) in their interiors is complete under a metric equivalent to \( \rho \), and the proposition is true for this set, even if we replace \( (\mathbb{R}^2)^4 \) by \( S^4 \), \( S \) a circle.

**Proof of Proposition 15.** Consider a simple closed curve \( C \) with the following properties: \( C \) contains a unique pair of points, say \( A \) and \( B \), a maximal distance apart; and exactly one member of this is an endpoint of a nondegenerate closed subarc \( J \) of \( C \) such that there is a circle \( S \) of radius \( r \) for which \( C \cap S = J \), while if \( S' \) is any other circle of radius no more than \( r \), then \( C \cap S' \) contains no more than two points. It is not hard to see that the set of such \( C \)—even those that are \( C^o \)—is dense in \( W \), and we obtain \( C \in D \) by taking for \( E \) the set consisting of \( A, B \) and two other points of \( J \). Thus \( D \) is dense in \( W \).

Define \( G_n \subseteq W \times (\mathbb{R}^2)^4 \) \((n = 1, 2, \ldots)\) as follows. Let \((C, P) \in W \times (\mathbb{R}^2)^4 \), so \( P = (P_1, P_2, P_3, P_4) \) with \( P_j \in \mathbb{R}^2 \). We shall declare that \((C, P) \in G_n \) provided that \( C \) is not a circle, that the \( P_j \) are distinct, and that there are positive numbers \( \delta = \delta(C, P) \) and \( \sigma = \sigma(C, P) \), \( \delta < \sigma < 1/n \), satisfying:

\[
\text{dist}(P_j, C) = \inf_{Q \in C} d(Q, P_j) < 1/n ,
\]

\[
3\delta < \inf_{i \neq j} d(P_i, P_j) ;
\]

and whenever \( Q \) and \( R \) in \((\mathbb{R}^2)^4 \) are such that \( d(Q_j, P_j) < \delta \), \( \text{dist}(R_j, C) < \delta \), \( d(R_i, R_j) \geq d(Q_i, Q_j)/n \), and \( \{Q_1, Q_2, Q_3, Q_4\} \sim \{R_1, R_2, R_3, R_4\} \), then it follows that \( d(R_j, P_j) < \sigma, 1 \leq j \leq 4 \). It is not hard to check that \( G_n \) is open, and that \((C, P) \) belongs to \( \cap G_n \) precisely if \( C \in D \) and \( E = \{P_1, P_2, P_3, P_4\} \) works in the definition of \( s(C) \leq 4 \). In other words, the projection of the \( G_\delta \)-set \( \cap G_n \) onto \( W \) is precisely \( D \).
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