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Let $K$ be a CW complex with an aspherical splitting, i.e., with subcomplexes $K_-$ and $K_+$ such that (a) $K = K_- \cup K_+$ and (b) $K_-, K_0 = K_-, K_+ = K_+$ are connected and aspherical. The main theorem of this paper gives a practical procedure for computing the homology $H_*(\tilde{K})$ of the universal cover $\tilde{K}$ of $K$. It also provides a practical method for computing the algebraic 2-type of $K$, i.e., the triple consisting of the fundamental group $\pi_1 K$, the second homotopy group $\pi_2 K$ as a $\pi_1 K$-module, and the first $k$-invariant $kK$.

The effectiveness of this procedure is demonstrated by letting $K$ denote the complement of a smooth 2-knot $(S^4, kS^2)$. Then the above mentioned methods provide a way for computing the algebraic 2-type of 2-knots, thus solving problem 36 of R. H. Fox in his 1962 paper, “Some problems in knot theory.” These methods can also be used to compute the algebraic 2-type of 3-manifolds from their Heegaard splittings. This approach can be applied to many other well known classes of spaces. Various examples of the computation are given.
$K_-, K_0 = K_- \cap K_+, K_+$ are connected and aspherical.\(^1\) The main theorem (Theorem 7.1) of this paper gives an effective procedure for computing the singular homology $H_*\tilde K$ of the universal cover $\tilde K$ of $K$ from the groups $\pi_1K_-, \pi_1K_0, \pi_1K_+$ and the morphisms $g_\pm: \pi_1K_0 \to \pi_1K_\pm$ induced by inclusion. It also provides a practical method for computing the algebraic 2-type\(^2\) of $K$, i.e., the triple consisting of the fundamental group $\pi_1K$, the second homotopy group $\pi_2K$ as a $T^1\pi_1K$-module, and the first $k$-invariant $kK$ lying in the cohomology group $H^3(\pi_1K, \pi_2K)$.

The effectiveness of this procedure is demonstrated by letting $K$ denote the complement of a smooth (or locally flat piecewise linear (PL)) 2-knot $(S^4, kS^2)$. Then the above mentioned method provides a way of computing the algebraic 2-type of 2-knots from their hyperbolic splittings (def. 2.1). This solves problem 36 of R.H. Fox in his 1962 paper [22], and substantially more.

The effectiveness of this procedure is also demonstrated by letting $K$ denote a closed connected 3-manifold. Then the algebraic 2-type of $K$ can be computed from any one of its Heegaard splittings (of positive genus). The methods of this paper apply to complements of unsplittable 2-links and to many other types of spaces. Various examples of this computational procedure are given in Appendix B.

A 2-knot is said to be quasi-aspherical (QA) if the third homology group of the universal cover of its complement $K$ vanishes (def. 10.1). It is demonstrated that the homotopy type of the complement $K$ of a QA 2-knot is completely determined by the algebraic 2-type of $K$. This suggests a possible analogue in dimension four of Papakyriakopoulos' theorem on the asphericity of 1-knots [53]. (See Problem 1 in § XII.)

It is demonstrated that, for every homology 1-sphere $K$ (hence, for all $n$-knot complements), $H_3(\pi_1K) = \pi_2K$.\(^\mathcal{F}\) $\pi_2K = (Z \bigotimes_{\pi_1K} \pi_2K)$, where $\mathcal{F}$ denotes the augmentation ideal of $\pi_1K$. (This can be thought of as a generalization of the Kervaire condition $H_3(\pi_1K) = 0$. See [36].) It follows that the first $k$-invariant of a homology 1-sphere $K$ does not vanish if $H_3(\pi_1K) \neq 0$; hence, that the first $k$-invariant of a fibered 2-knot is nonzero if its commutator subgroup is nontrivial and finite.

**Notation.** Throughout this paper (unless stated otherwise) $(S^{n+2}, kS^n)$ will always denote a smooth $n$-knot, (if $n = 2$, it can be

\(^1\) In [43] $K$ is called a "generalized Eilenberg-MacLane (GEM) complex. From [43], the homotopy type of the GEM complex $K$ is completely determined by the group system $G = (\pi_1K_\to \pi_1K \to \pi_1K_\pm)$. Hence, the notation $K = K(G, 1)$. For details, see [43].

\(^2\) In [48] S. MacLane and J.H.C. Whitehead call this the algebraic 3-type.
locally flat PL). By the exterior of an $n$-knot $(S^{n+2}, kS^n)$ is meant $S^{n+2}$ with a small open tubular neighborhood of $kS^n$ removed. The complement is $S^{n+2}$ with $kS^n$ removed.

Note to reader. This paper has been written to be read in any one of three modes, i.e., as

Mode 1. A mathematical treatise. Read §§ I through XII. To understand only the main theorem (Theorem 7.1), read the caveat below and §§ III through VII.

Mode 2. A "handy man's manual" for computing algebraic 2-type. In this mode only a rudimentary understanding of [11] is needed. To compute the algebraic 2-type of:

(i) 2-knot complements, then read only § II, Theorem A 2.1, Observations 1 through 3 and the Hint (all of Appendix A), and Appendix B.
(ii) 3-manifolds, then read only Theorem A 2.1, Observations 1 through 3 and the Hint (all of Appendix A).
(iii) Arbitrary spaces with aspherical splittings, then read all of Appendices A and B.

Mode 3. A paper to browse through on a lazy Sunday afternoon. Use the table of contents and begin by browsing in any section. All terms not defined within a section are referenced back to their place of definition.

This paper started out to be a condensed and revised version of [41, 42]. To the author's surprise, it has developed into much more. It basically contains all the material of [41, 42] with the exception of the section on identities. It also contains as its main theorem, Theorem 7.1, a distillate of the computational method hidden within the recesses of [41, 42]. This clarification makes it possible, not only to compute the entire algebraic 2-type of 2-knot complements, but of a much larger class of spaces.

Caveat. The direct limit functor $\lim$ defined in § V does not commute with the homology functor.
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2.1). Finally, I would like to thank the referee for his helpful comments.

I. Brief historical development. The development of the work on the homotopy groups of knots had its beginnings in the early 1900's when Dehn and Wirtinger found a method for computing the fundamental group of 1-knots. Later in 1957, Papakyriakopoulos [53] determined all the higher homotopy groups of 1-knots by proving his famous theorem on the asphericity of knots. This theorem essentially says that all the higher homotopy groups of 1-knots vanish, and hence, that the homotopy type of a 1-knot complement is completely determined by its algebraic 1-type (i.e., by its fundamental group).

Mathematicians then turned to higher dimensional knots, seeking methods for computing their homotopy groups and looking for a higher dimensional analogue of Papakyriakopoulos' theorem on the asphericity of knots. In 1962 Fox [21] gave a way to compute the fundamental group of 2-knots from their motion picture representations. He then asked in problem 36 of [22] for a method for computing the second homotopy group (as a $\pi_1$-module) of locally flat PL 2-knots.

In this paper, a method is given for computing the second homotopy group as a $\pi_1$-module of smooth (or locally flat PL) 2-knots, thus solving problem 36 of Fox. We then ask if the homotopy type, of a 2-knot complement is determined completely by its algebraic 2-type. Some evidence (Theorem 10.1) is given suggesting that this might indeed be true. A method for computing the complete algebraic 2-type of smooth (or locally flat PL) 2-knots is given.

Remark. Please refer to the bibliography for a more complete historical development. (Also see [37] and [62].)

II. The diagram of a 2-knot. If we are to compute the algebraic 2-type of a 2-knot, we will first need a convenient way of representing such knots. We will utilize Fox's motion picture representation of knots, i.e., a representation in terms of a parameterized family of 3-dimensional cross-sections [21]. We will then carry this method one step further by showing that essentially only one single 3-dimensional cross-section, the so called 0-level, is needed.

As mentioned in §0, $(S^4, kS^n)$ will denote a smooth (or locally flat PL) 2-knot. Throughout this section $K$ will denote its exterior, i.e., $S^4$ with a small open tubular neighborhood of $kS^n$ removed.
For a given function $\tau: (S^4, \infty) \rightarrow (S^1, \infty)$ and for each point $t$ in the 1-sphere $S^1$, define the $t$-level as

$$K_t = K \cap [\tau^{-1}(t) \cup \infty].$$

If the time function $\tau$ is suitably chosen, then the $t$-levels $K_t$ are the 3-dimensional cross-sections mentioned above.

There is no need to consider arbitrary time functions $\tau$. More particularly, we will show that we need only consider $\tau$ of the following type.

**Definition 2.1.** A smooth (or PL) map $\tau: (S^4, \infty) \rightarrow (S^1, \infty)$ such that $\tau^{-1}(\infty) = \infty$ is a hyperbolic time function of an exterior $K$ of a 2-knot $(S^4, kS^2)$ provided:

(1) $\tau|_{kS^2}$ has only finitely many critical points, all of which are nondegenerate and none of which is the point at $\infty$.

(2) All elliptic points occur at levels $K_-$ and $K_+$.

(3) All hyperbolic points occur at level $K_0$.

The spaces $K_\pm = \bigcup_{t \leq 0} K_t$ and $K_\mp = \bigcup_{t \geq 0} K_t$ are called the bottom and top halves of $K$ respectively. The triad $(K, K_-, K_+)$ is called a hyperbolic splitting of the knot.

It now follows from the work of Fox and Milnor [23] that:

**Theorem 2.1.** Every smooth (or locally flat PL) 2-knot has a hyperbolic time function, and hence, a hyperbolic splitting.

A hyperbolic time function of the trivial 2-knot is shown in Figure 1. One of the spun trefoil is given in Figure 2.

A quick glance at Figures 1 and 2 will convince the reader that
the above method of representation is highly redundant. The entire knot can be completely reproduced from the 0-level \( K_0 \) and a set of labels (one for each hyperbolic point) indicating how the hyperbolic points open up above, i.e., for \( t > 0 \). We are thus led to the following convenient and compact representation of 2-knots.

**DEFINITION 2.2.** Let \( K_0 \) be a 0-level of the exterior \( K \) of a smooth (or locally flat PL) 2-knot \((S^4, kS^2)\) arising from a hyperbolic time function. Then a *diagram* of \((S^4, kS^2)\) is a regular projection of \( K_0 \) with over and under crossings indicated in the standard way and with hyperbolic points labeled as shown in Figure 3.

By Theorem 2.1, all smooth (or locally flat PL) 2-knots have a diagram. Diagrams of the trivial 2-knot and of the spun trefoil are
Labeled Hyperbolic Point
X

Meaning

\[ t > 0 \]
\[ t = 0 \]
\[ t < 0 \]

Labeled Hyperbolic Point
Meaning

\[ t > 0 \]
\[ t = 0 \]
\[ t < 0 \]

**Figure 3.** Interpretation of hyperbolic point labels.

**Figure 4.** Diagram of trivial 2-knot.

**Figure 5.** Diagram of Example 1, the spun trefoil.
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III. Group systems. In this section group systems and their direct limits are defined. The Van Kampen theorem is also stated. (See [10] for a more general formulation.)

A group system $G$ is a set of three groups $G_-, G_0, G_+$ together with two group morphisms $g_\pm : G_0 \to G_\pm$. If $g_-$ and $g_+$ are both epimorphisms (monomorphisms), then $G$ is called an epimorphic (monomorphic) group system. (The phrase “group system” is used rather than “group triad” because all definitions and results hold for a more general class of group systems.)

If $G$ and $G'$ are group systems, then a morphism $f : G \to G'$
from \( G \) to \( G' \) is a collection of morphisms \( f_\alpha: G_\alpha \to G'_\alpha (\alpha = -, 0, +) \) such that the diagram

\[
\begin{array}{ccc}
G_- & \longrightarrow & G_0 \\
\downarrow f_- & & \downarrow f_0 \\
G'_- & \longleftarrow & G'_0 \\
\end{array}
\]

is commutative. If each morphism in \( f \) is an isomorphism onto, then \( f \) is said to be an isomorphism and \( G \) and \( G' \) are said to be isomorphic.

If \( G \) is a group system and \( G \) a group, then a morphism \( f: G \to G \) from \( G \) into \( G \) is a collection of morphisms \( f_\alpha: G_\alpha \to G \) for \( \alpha = -, 0, + \) such that the diagram

\[
\begin{array}{ccc}
G_0 & \longrightarrow & G_+ \\
\downarrow g_- & & \downarrow g_+ \\
G_- & \longleftarrow & G_+ \\
\end{array}
\]

is commutative. The image of \( f \) is the subgroup of \( G \) generated by the images of all the morphisms in \( f \). The morphism \( f \) is said to be an epimorphism if its image is \( G \) itself.

**Definition 3.1.** A direct limit (push-out) of a group system \( G \) is a group \( G \) together with a morphism \( f: G \to G \) such that

1. \( f \) is an epimorphism.
(2) For every group \( G' \) and morphism \( f' : G \to G' \), there exists a morphism \( h : G \to G' \) such that \( f' = hf \), i.e., \( f'_\alpha = hf_\alpha \) for \( \alpha = -, 0, + \). The group \( G \) will be denoted by \( \lim \to G \) and the morphism \( f \) by \( g^\infty = \{ g^-\alpha, g^0, g^+\alpha \} \).

**Theorem 3.1** [10]. Every group system has a direct limit unique to within isomorphism.

The following gives some insight into the geometric significance of the above material. More will be said in later sections.

**Definition 3.2.** Let \( (Q, Q_-, Q_+) \) be a triad of pathwise connected spaces such that \( Q_0 = Q_- \cap Q_+ \) is also pathwise connected. Then the group system \( G \) associated with \( (Q, Q_-, Q_+) \) is the group system consisting of the groups \( \pi_1Q_- \), \( \pi_1Q_0 \), \( \pi_1Q_+ \) together with the morphisms induced by inclusion.

**Theorem 3.2.** (Van Kampen) (See [10] for more general version.) Let \( (Q, Q_-, Q_+) \) be a triad of spaces such that

1. \( Q = Q_- \cup Q_+ \).
2. \( Q_- \), \( Q_0 = Q_- \cap Q_+ \), \( Q_+ \) are open pathwise connected subspaces of the pathwise connected space \( Q \).

Let \( G \) be the group system associated with \( (Q, Q_-, Q_+) \). Then \( \pi_1Q = \lim \to G \) and \( g^\infty \) is the collection of morphisms \( g_\alpha : \pi_1Q_\alpha \to \pi_1Q \) induced by inclusion (\( \alpha = -, 0, + \)).

**Remark.** The main theorem of this paper (Theorem 7.1) can be thought of as a \( \pi_2 \)-generalization of the above Van Kampen theorem.

IV. Chain complex basics. The mature mathematician probably will need only skim this section. The material in this section comes from [15, 47, 65].

If \( G \) is a group, then \( ZG \) will denote its integral group ring; and if \( g : G \to G' \) is a group morphism, then the same symbol will denote the induced ring morphism \( g : ZG \to ZG' \). By a left (right) \( G \)-module is meant a left (right) \( ^G \)-module. For all groups \( G \), the infinite cyclic group \( Z \) is considered to be a left \( G \)-module under the trivial action. We write \( \bigotimes_G \) rather than \( \bigotimes_ZG \). If \( M \) and \( M' \) are left \( G \)-modules, then a \( G \)-morphism \( \phi : M \to M' \) means a left \( ZG \)-module morphism. If \( M \) and \( M' \) are left \( G \)-and \( G' \)-modules respectively, then a map under the group morphism \( g : G \to G' \) is an additive morphism \( \phi : M \to M' \) such that \( \phi(xm) = g(x)\phi(m) \) for all \( x \in G \) and \( m \in M \). (See [65].)
A G-chain complex $C$ is a sequence of left $G$-modules $C_q$ for each integer $q$ together with $G$-morphisms $\partial_q: C_q \rightarrow C_{q-1}$ such that (1) $C_q = 0$ for $q < 0$ and (2) $\partial_{q+1} \partial_q = 0$ for all $q$. $C$ is said to be free if $C_q$ is a free left $G$-module for all $q$. An augmentation $\varepsilon$ of $C$ is a $G$-morphism $\varepsilon: C_0 \rightarrow \mathbb{Z}$ such that $\varepsilon \partial_0 = 0$ and $\varepsilon(xc_0) = \varepsilon(c_0)$ for all $x \in G$ and $c_0 \in C_0$. $C$ is said to be augmentable if there exists an augmentation for $C$. An augmentable $G$-chain complex $C$ together with an augmentation is called an augmented G-chain complex (which is also denoted by the same symbol $C$).

If $C$ and $C'$ are augmented $G$-chain complexes, then a chain map $\phi: C \rightarrow C'$ defined in dimensions up to $q$ is a sequence of $G$-morphisms $\phi_i: C_i \rightarrow C_i$ $0 \leq i \leq q$ such that

$$\partial_i' \phi_i = \phi_{i-1} \partial_i (1 \leq i \leq q) \text{ and } \varepsilon' \phi_0 = \varepsilon.$$

Given two chain maps $\phi, \psi: C \rightarrow C'$ defined up to dimension $q$, a chain homotopy $D$ from $\phi$ to $\psi$ in dimensions not greater than $q$, written

$$D: \phi \cong \psi (\dim \leq q)$$

is a sequence of $G$-morphisms $D_i: C_i \rightarrow C_{i+1}$ $0 \leq i \leq q$ such that

$$\psi_i = \phi_i + \partial_{i+1}' D_i + D_{i-1} \partial_i \quad (0 \leq i \leq q),$$

where for $i = 0$, $D_{i-1} \partial_i$ is omitted. If such a chain homotopy exists, then $\phi$ and $\psi$ are said to be chain homotopic in dimensions not greater than $q$, written $\phi \cong \psi (\dim \leq q)$. Two chain maps homotopic in dimensions not greater than $q$ induce the same homomorphism of the integral (reduced) homology groups for $0 \leq i < q$.

A chain map $\phi: C \rightarrow C'$ defined up to dimension $q$ is said to be a chain equivalence in dimensions not greater than $q$ if there exists a chain map $\phi': C' \rightarrow C$ defined up to dimension $q$ such that

$$\phi \phi' \cong 1' (\dim \leq q) \text{ and } \phi' \phi \cong 1 (\dim \leq q)$$

where $1$ and $1'$ denote the identity chain maps on $C$ and $C'$ respectively. Such a chain equivalence induces an isomorphism of the integral (reduced) homology groups for $0 \leq i < q$.

**Definition 4.1.** Let $C'$ be a (augmented) free $G$-chain subcomplex of a (augmented) free $G$-chain complex $C$. Then $C'$ is a proper free subcomplex of $C$ or $C$ is a proper extension of $C'$ provided for all $q$

1. $C'_q$ is a $G$-direct summand of $C_q$, and
2. $C_q/C'_q$ is a free left $G$-module.
(Note: The boundary operator $\partial$ of $C$ does not necessarily respect the direct sum decomposition $C_q = C'_q \oplus (C_q/C'_q)$.)

The following two theorems are a relativized versions of those found in [15].

**Theorem 4.1.** (Relative extension of chain maps.) Let $A, B, C$ be free $G$-chain complexes such that $B$ is a proper subcomplex of $A$. Let $\phi: A \to C$ be a chain map defined up to dimension $q$ and $\psi: B \to C$ a chain map defined up to dimension $q + 1$ and such that $\phi'_i|_B = \psi_i$ for $i \leq q$. Then $\phi$ extends to a chain map defined up to dimension $q + 1$ such that $\phi_{q+1}|_B = \psi_{q+1}$ if and only if the $q + 1$ cocycle $\eta_q\psi_0\partial_x|_{A/B}$ lying in $Z^{q+1}(A/B, H_qC)$ vanishes, where $\eta_q: Z_qC \to H_qC$ denotes the natural morphism.

**Theorem 4.2.** (Relative extension of chain homotopies.) Let $A, B, C$ be free $G$-chain complexes such that $B$ is a proper subcomplex of $A$. Let $\phi, \phi': A \to C$ be chain maps defined for all $q$ and let $\psi, \psi': B \to C$ be chain maps defined for all $q$ such that $\phi|_B = \psi$ and $\phi'|_B = \psi'$. If $D: B \to C$ is a chain homotopy from $\psi$ to $\psi'$ defined up to dimension $q + 1$ and if $D*: A \to C$ is a chain homotopy from $\phi$ to $\phi'$ defined up to dimension $q$ and such that $D^*|_B = D$, then $D^*$ extends to a chain homotopy from $\phi$ to $\phi'$ defined up to dimension $q + 1$ and such that $D^*_{q+1}|_B = D_{q+1}$ if and only if the obstruction

$$\eta_q(\phi'_{q+1} - \phi_{q+1} - D\partial_{q+1}|_{(A/B)}q+1)$$

lying in $Z^{q+1}(A/B, H_{q+1}C)$ vanishes, where $\eta_q: Z_{q+1}C \to H_{q+1}C$ denotes the natural morphism.

V. Free resolution systems. A more general and slicker formulation of this material is given in [43]. The definitions of §§ III and IV are assumed.

By a **free resolution over a group $G$** is meant an augmented free $G$-chain complex $C$ such that

$$\cdots \to C_q \xrightarrow{\partial_q} C_{q-1} \to \cdots \to C_0 \xrightarrow{\varepsilon} Z \to 0$$

is exact. (The infinite cyclic group $Z$ is considered to be a left $G$-module under the trivial action.)

**Definition 5.1.** Let $G$ be a group system. (See § III.) A **free resolution system $C$ over $G$** is a set of free resolutions $C^-, C^0, C^+$ over $G_-, G_0, G_+$ respectively together with maps $\gamma^\pm: C^0 \to C^\pm$ such that

1) $ZG_{\pm} \otimes_{G_0} C^0$ is a proper subcomplex of $C^\pm$. (See Definition 4.1.)
(2) $\gamma_q^\pm: C_q^o \to C_q^\pm$ is the map under the morphism $g_\pm: G_q \to G_\pm$ defined as the composition of the map of $C_q^o$ into $ZG_\pm \otimes_{G_0} C_q^o$ given by

$$c_0 \mapsto 1 \otimes c_0$$

together with the inclusion map of $ZG_\pm \otimes_{G_0} C^0$ into $C^\pm$.

**Definition 5.2.** Let $C$ and $C'$ be free resolution systems over a group system $G$. A *chain map* $\Phi: C \to C'$ is a collection of chain maps $\phi^\alpha: C^\alpha \to C'^\alpha$ ($\alpha = -, 0, +$) such that

$$\begin{align*}
C^- & \leftarrow C^0 \rightarrow C^+ \\
\phi^- & \downarrow \phi^0 \downarrow \phi^+ \\
C'^- & \leftarrow C'^0 \rightarrow C'^+
\end{align*}$$

is commutative. If $\Psi: C \to C'$ is also a chain map, then a *chain homotopy* $\Delta$ from $\Phi$ to $\Psi$, written $\Delta: \Phi \cong \Psi$, is a collection of chain homotopies $\delta^\alpha: \phi^\alpha \cong \psi^\alpha$ such that

$$\begin{align*}
C^- & \leftarrow C^0 \rightarrow C^+ \\
\Delta^- & \downarrow \Delta^0 \downarrow \Delta^+ \\
C'^- & \leftarrow C'^0 \rightarrow C'^+
\end{align*}$$

is commutative. If there is a chain equivalence from $\Phi$ to $\Psi$, we say that $\Phi$ is *chain homotopic* to $\Psi$, written $\Phi \cong \Psi$. A chain map $\Phi: C \to C'$ is a *chain equivalence* if there is a chain map $\Phi': C' \to C$ such that $\Phi\Phi' \cong 1'$ and $\Phi'\Phi \cong 1$, where 1 and 1' denote respectively the identity chain maps on $C$ and $C'$. $C$ and $C'$ are said to be *chain equivalent* if there exists a chain equivalence from $C$ to $C'$.

**Theorem 5.1.** Any two free resolution systems over the same group system $G$ are chain equivalent.

**Proof.** Let $C$ and $C'$ be any two free resolution systems over $G$. Since $C^0$ and $C'^0$ are free resolutions over $G_0$, there exists a chain equivalence $\phi^0: C^0 \to C'^0$ which induces a chain equivalence $\phi^0$ from $ZG_\pm \otimes_{G_0} C^0$ to $ZG_\pm \otimes_{G_0} C'^0$. Since all of the obstructions of Theorems 4.1 and 4.2 vanish, $\phi^0$ extends to a chain equivalence from $C^\pm$ to $C'^\pm$.

**Definition 5.3.** Let $G$ be a group system and $C$ be a free resolution system over $G$. Let $G = \lim G$ and let $C$ be an augmented $G$-chain complex. A chain map $\Phi: \overline{C} \to C$ is a collection of chain
maps $\phi^a: C^a \to C (\alpha = -, 0, +)$ under the respective group morphisms $g^a_\alpha: G_\alpha \to G(\alpha = -, 0, +)$ such that

\[ \begin{array}{c}
C^0 \\
\downarrow \\
C^- \\
\downarrow \\
C \\
\downarrow \\
C^+ \\
\downarrow \\
\end{array} \]

is commutative. The image of $\Phi$ is the smallest $G$-subcomplex of $C$ which contains the image of every morphism in $\Phi$. The chain map $\Phi$ is an epimorphism if its image is $C$ itself.

**Definition 5.4.** Let $C$ be a free resolution system over a group system $G$ with $G = \lim G$. A direct limit (push-out) of $C$ is an augmented $G$-complex $C$ and a chain map $\Phi': C \to C$ such that

1. $\Phi$ is an epimorphism and,
2. For every augmented $G$-complex $C'$ and chain map $\Phi': C \to C'$, there exists a chain map $\psi: C \to C'$ such that $\Phi' = \psi \Phi$.

Such an augmented $G$-complex $C$ will be denoted by $\lim C$ and $\Phi$ by $\Phi^\infty$.

The direct limit defined universally above will now be defined constructively.

**Definition 5.5.** Let $C$ be a free resolution system over a group system $G$ with $G = \lim G$. The associated triad $(\tilde{C}, \tilde{C}^-, \tilde{C}^+)$ of $C$ is a triad of augmented $G$-complexes formed as follows: Let $\tilde{C}^\pm = ZG \bigotimes_{G^\pm} C^\pm$. Hence, $\tilde{C}^0 = ZG \bigotimes_{G^0} C^0 = \tilde{C}^- \cap \tilde{C}^+$. Let $\tilde{C} = (\tilde{C}^- \oplus \tilde{C}^+)/d\tilde{C}^0$, where $d\tilde{C} = \{c \oplus (-c) | c \in \tilde{C}^0\}$. $\tilde{C}$ is called the associated complex of $C$ and $\tilde{C}^0$ the associated intersection. The associated morphism $\tilde{\Phi}: C \to \tilde{C}$ is defined by $\tilde{\phi}_a(c) = 1_{ZG} \bigotimes_{G^0} c(\alpha = -, 0, +)$, where $1_{ZG}$ denotes the identity of $ZG$.

**Theorem 5.2.** Let $C$ be a free resolution system over a group system $G$. Then the direct limit of $C$ exists and is unique up to isomorphism. Moreover, the associated complex $\tilde{C}$ together with the associated morphism $\tilde{\Phi}$ forms the direct limit of $C$.

**Theorem 5.3.** Let $C$ and $C'$ be free resolution systems over the same group system $G$. Every chain equivalence $\Phi$ from $C$ to $C'$ induces a chain equivalence $\phi: \lim C \to \lim C'$ such that
The following theorem will be of use in the calculation of the algebraic 2-type of 2-knots.

**Theorem 5.4.** Let \( C \) be a free resolution system over a group system \( G \) with \( G = \lim G \). If \( \phi_{\alpha}: G_{\alpha} \to G \) is an epimorphism and if \( G_{\alpha} \) is of homological dimension at most \( q \), then

\[
ZG \otimes \ker \partial_i^* = \ker \tilde{\partial}_i^*,
\]

for \( i \geq q + 1 \), where \( \partial^* \) and \( \tilde{\partial}^* \) denote the boundary operators of \( C^\alpha \) in \( C \) and of \( \tilde{C}^\alpha \) in the associated triad of \( C \) respectively.

**IV. Completions of chain complexes.** The material given in this section will be used to define and to compute the first \( k \)-invariant. (See [15].)

**Definition 6.1.** Let \( G \) be a group and \( \tilde{C} \) an augmented free \( G \)-chain complex. Let \( q \) be a nonnegative integer such that \( H_i \tilde{C} = 0 \) for \( i < q \). Then a \( q \)-completion \( \tilde{C} \) of \( C \) is a free resolution over \( G \) such that

1. \( \tilde{C} \) is a proper extension of \( C \) (see Def. 4.1.).
2. \( \tilde{C}_i = \tilde{C}_i \) and \( \tilde{\partial}_i = \tilde{\partial}_i \) for \( i \leq q \).

**Definition 6.2.** Let \( G, \tilde{C}, \tilde{C}, \) and \( q \) be as in the above definition and let \( \id: \tilde{C} \to \tilde{C} \) be the identity chain map defined in dimensions up to \( q \). The obstruction \( k(\tilde{C}, \tilde{C}) \) to extending \( \id \) to \( \tilde{C}_{q+1} \) is the \((q + 1)\)-cocycle

\[
k(\tilde{C}, \tilde{C}) = \eta \tilde{\partial}: \tilde{C}_{q+1} \tilde{\partial} \to Z_q \tilde{C} \xrightarrow{\tilde{\eta}} Z_q \tilde{C} \to H_q \tilde{C}
\]

lying in \( Z^{q+1}(\tilde{C}, H_q \tilde{C}) \). (See Theorem 4.1.) Let \( k(\tilde{C}, \tilde{C}) \) denote the cohomology class in \( H^{q+1}(\tilde{C}, H_q \tilde{C}) = H^{q+1}(G, H_q \tilde{C}) \) represented by \( k(\tilde{C}, \tilde{C}) \).

The invariance of the above cohomology class is given by the following theorem.
**Theorem 6.1.** Let $G$ be a group and $C$ and $C'$ augmented free $G$-chain complexes. Let $q$ be a nonnegative integer such that $H_iC = 0 = H_iC'$ for $i < q$ and let $\tilde{C}$ and $\tilde{C}'$ be $q$-completions of $C$ and $C'$ respectively. Then every chain equivalence from $\tilde{C}$ to $\tilde{C}'$ extends to a chain equivalence from $(\tilde{C}, \tilde{C})$ to $(\tilde{C}', \tilde{C}')$. Each such equivalence induces an isomorphism of $H^{q+1}(\tilde{C}', H_q\tilde{C}')$ onto $H^{q+1}(\tilde{C}, H_q\tilde{C})$ which carries $k(\tilde{C}', \tilde{C}')$ onto $k(\tilde{C}, \tilde{C})$. (See [15].)

**VII. The main theorem.** The main theorem (Theorem 7.1) will now be stated and proven. (The direct limit functor $\lim$ (Def. 5.4) does not commute with the homology functor. See caveat in § 0.)

**Definition 7.1.** An aspherical splitting of a CW complex $K$ is a triad $(K, K_-, K_0)$ of CW-complexes such that

1. $K = K_0 \cup K_+$.
2. $K_-, K_0 \cap K_+, K_+$ are pathwise connected.
3. $K_-, K_0, K_+$ are aspherical.\(^3\)

**Remark.** It follows that there exist open subsets $\hat{K}_-, \hat{K}_0 = \hat{K}_- \cap \hat{K}_+, \hat{K}_+$ of $K$ containing: $K_-, K_0, K_+$ respectively as deformation retracts. Hence, the Van Kampen theorem (Theorem 3.2) can be applied. (See [10].)

**Theorem 7.1.** Let $(K, K_-, K_0)$ be an aspherical splitting of a CW complex $K$. Let $C$ be a free resolution system over the group system $G$ associated with the triad $(K, K_-, K_+)$. (See Defs. 3.2 and 5.1.) Let $\tilde{K}_-, \tilde{K}_0, \tilde{K}_+$ denote the respective lifts of $K_-, K_0, K_+$ to the universal cover $\tilde{K}$ of $K$. Then $\lim C$ is chain homotopic to the augmented chain complex $C\tilde{K}$ of singular chains of $\tilde{K}$. Hence,

$$\bar{H}_*\tilde{K} \cong H_* \lim C \text{ (as left } \mathbb{Z}\pi_1 K\text{-modules)} ,$$

where $\bar{H}$ denotes the reduced singular homology. Moreover, if $(\tilde{C} = \lim C, \tilde{C}^-, \tilde{C}^+)$ denotes the associated triad of $C$ (see Def. 5.5), then

$$\bar{H}_*\tilde{K}_\alpha = H_*\tilde{C}^\alpha = \bar{H}_*(\pi_1 K_\alpha; \mathbb{Z}\pi_1 K) ,$$

for $\alpha = -, 0, +$. Finally, if $\tilde{C}$ is a $2$-completion of $\lim C$ (See Def. \(^4\) in [43], $K$ is called a generalized-Eilenberg MacLane (GEM) complex. The collection $K=\{K_-, K_0, K_+\}$ is called an aspherical structure on $K$. From [43], the homotopy type of a GEM complex is completely determined by the group system $G=\{\pi_1 K_\leftarrow \pi_1 K_0 \rightarrow \pi_1 K_+\}$. Hence, the notation $K=K(G, 1)$. See [43] for details.

\(^3\) In [43], $K$ is called a generalized-Eilenberg MacLane (GEM) complex. The collection $K=\{K_-, K_0, K_+\}$ is called an aspherical structure on $K$. From [43], the homotopy type of a GEM complex is completely determined by the group system $G=\{\pi_1 K_\leftarrow \pi_1 K_0 \rightarrow \pi_1 K_+\}$. Hence, the notation $K=K(G, 1)$. See [43] for details.

\(^4\) In [43], $\lim C$ is called the chain complex of the group system $G=\{\pi_1 K_0 \rightarrow \pi_1 K_+\}$ and denoted by $CG$; and $H_*\lim C=H_*(G; ZG)$ is the homology of the group system $G$ with local coefficients in $ZG$, where $G=\lim G$. See [43] for details.
6.1), then the 3-cocycle \( k(\tilde{C}, \lim C) \) given by

\[ \tilde{C}_0 \xrightarrow{\delta} Z_2 \tilde{C} = Z_2 (\lim C) \xrightarrow{\eta} H_2 \lim C \]

lying in \( Z^3(C, H_1 \lim C) \) is a representative of the \( k \)-invariant \( kK \)
lying in \( H^3(\tilde{C}, H_1 \lim C) = H^3(\pi_1 K; \pi_2 K) \). (See Def. 6.2)

Proof. Let \( \tilde{K}_+, \tilde{K}_0 \) denotes the lifts of \( K_+, K_0 \) respectively to
the universal cover \( \tilde{K} \) of \( K \) and let \( \tilde{K}_+ \) and \( \tilde{K}_0 \) denote respectively
the universal covers of \( K_+ \) and \( K_0 \). Moreover, let \( \sigma_i^k \) denote all the
\( i \)-cells of \( K_0 \) and \( \sigma_i^k \) all the \( i \)-cells of \( K_+ - K_0 \). Then the \( i \)-cells of
\( \tilde{K}, \tilde{K}_-, \tilde{K}_0, \tilde{K}_+ \) are respectively

\[ \{ g \sigma_i^+ \cup g \sigma_i^- \cup g \sigma_i^0 \mid g \in \pi_1 K \} , \]
\[ \{ g \sigma_i^+ \cup g \sigma_i^0 \mid g \in \pi_1 K \} , \]
\[ \{ g \sigma_i^0 \mid g \in \pi_1 K \} , \]
\[ \{ g \sigma_i^- \cup g \sigma_i^0 \mid g \in \pi_1 K_+ \} , \]
\[ \{ g \sigma_i^0 \mid g \in \pi_1 K_0 \} . \]

Let \( CK, C\tilde{K}_+, C\tilde{K}_0, C\tilde{K}_-, C\tilde{K}_+ \) denote the corresponding augmented
\( G \)-chain complexes and let \( \gamma^\pm : C\tilde{K}_0 \to C\tilde{K}_\pm \) denote the maps induced
by the covering maps. Then

\[ C = \{(C\tilde{K}_-, C\tilde{K}_0, C\tilde{K}_+), \{\gamma_-, \gamma_+\}\} \]

is a free resolution system over \( G \) and \((C\tilde{K}, C\tilde{K}_-, C\tilde{K}_+)\) is the
associated triad of \( C \). Hence, by construction

\[ H_q \tilde{K} = H_q C\tilde{K} = H_q \lim C \]

and

\[ H_q \tilde{K}_\alpha = H_q C\tilde{K}_\alpha = H_q (\pi_1 K_\alpha; Z\pi_1 K) \]

for all \( q \) and for \( \alpha = -, 0, + \).

Next let \( \tilde{C} \) be a 2-completion of \( \lim C \); then from § 6 an obstruction
\( k(\tilde{C}, \lim C) \) in \( H^3(\tilde{C}, H_2 \lim C) = H^3(\pi_1 K; \pi_2 K) \) is defined. This
construction of \( k(\tilde{C}, \lim C) \) is precisely the geometric definition of the \( k \)-invariant \( kK \) given in [14, 15] except that the resolution \( \tilde{C} \)
is used instead of the bar resolution.

This proves the theorem for a particular free resolution system
over \( G \). Let \( C' \) be any other free resolution system over \( G \) and let
\((\tilde{C}' = \lim C', \tilde{C}'-, \tilde{C}'+)\) be the associated triad of \( C' \).
Then from § 7, the
associated triad of \( C' \) is chain homotopic to \((C\tilde{K}, C\tilde{K}_-, C\tilde{K}_+)\). Finally,
let $\tilde{C}'$ be a 2-completion of $\tilde{C}'$. Then from § VI, $(\tilde{C}', \tilde{C}')$ is chain equivalent to $(\tilde{C}, CK)$ and the general theorem follows.

REMARK. Theorem 7.1 holds for more general aspherical splittings and group system. This is why the phrases "aspherical splitting" and "group system" are used above rather than "aspherical triad" and "group triad". (See [43]).

REMARK. Theorem 7.1 can be thought of as a $\pi_2$-generalization of Crowell's version of the Van Kampen theorem [10].

The following corollaries of Theorem 7.1 are stated more generally in [43].

**Corollary 7.2.** Let $(K, K_-, K_+)$ be an aspherical splitting of a CW complex $K$ with universal cover $\tilde{K}$. Then

$$\cdots \longrightarrow H^{q+1}(\tilde{K}) \longrightarrow H_q(\pi_1K_0; \mathbb{Z}_{\pi_1K})$$

$$\longrightarrow H_q(\pi_1K_-; \mathbb{Z}_{\pi_1K}) \oplus H_q(\pi_1K_+; \mathbb{Z}_{\pi_1K}) \longrightarrow H_q(\tilde{K}) \longrightarrow \cdots$$

is a long exact sequence.\(^5\)

From Theorem 7.1 or Corollary 7.2 we have as a corollary the following result of J. H. C. Whitehead.

**Corollary 7.3.** (Corollary to Theorem 5 in [66].) Let $G$ be the group system associated with an aspherical splitting $(K, K_-, K_+)$ of a CW-complex $K$, i.e., associated with the triad $(K, K_-, K_+)$. (See Def. 3.2.) If all the morphisms in $G$ are monomorphisms, then $K$ is aspherical.

The following theorem will be of use in simplifying the calculation of the algebraic 2-type of 2-knots.

**Theorem 7.4.** Let $(K, K_-, K_+)$ be a hyperbolic splitting of a smooth (or locally flat PL) 2-knot. (See Def. 2.1.) Then $K_\pm$ collapses to a wedge of $e_\pm$ 1-spheres, where $e_-$ and $e_+$ denote respectively the number of upper and lower elliptic points. Hence, $\pi_1K_\pm$ is free of rank $e_\pm$ and of homological dimension one.

\(^5\) This is a special case of the long exact sequence

$$\cdots \longrightarrow H^{q+1}(G; A) \longrightarrow H_q(G_0; A) \longrightarrow H_q(G_-; A) \oplus H_q(G_+; A) \longrightarrow H_q(G; A) \longrightarrow \cdots$$

found in [43], where $G$ denotes the system $(G_\leftarrow G_0 \rightarrow G_\rightarrow)$ with direct limit (or push-out) $G$ and $A$ is a right $\mathbb{Z}G$-module. This is a generalization to push-outs of Swan's [43] Mayer Vietoris sequence (with local coefficients) for free products with amalgamation. See [63] for details.
Theorem 7.5. Let $K_0$ be the 0-level of a hyperbolic splitting of a smooth (or locally flat PL) 2-knot. (See Def. 2.1.) Then the fundamental group $\pi_1 K_0$ of $K_0$ is of homological dimension at most two.

Proof. $\pi_1 K_0$ is the group of an unsplittable 1-graph in $S^3$. Hence, by [9, 51] it is of homological dimension at most 2. (See remark at end of § VIII.)

From Theorems 7.4 and 7.5 above it follows that the hyperbolic triad of a smooth (or locally flat PL) 2-knot satisfies all the hypotheses of the following theorem.

Theorem 7.6. Let $(K, K_-, K_+)$ be an aspherical splitting of a CW complex $K$ and let $G$ be the associated group system. (See Def. 3.2.) Let $\bar{K}$ be the universal cover of $K$. If $\pi_1 K_-, \pi_1 K_0, \pi_1 K_+$ are respectively of homological dimension at most 1, 2, 1, then the exact sequence of Corollary 7.2 reduces to

$$0 \to H_2 \bar{K} \to H_1(\pi_1 K_0; \mathbb{Z}_{\pi_1 K})$$

and to the short exact sequence

$$0 \to H_2 \bar{K} \to H_1(\pi_1 K_0; \mathbb{Z}_{\pi_1 K}) \to H_1(\pi_1 K_+; \mathbb{Z}_{\pi_1 K}) \oplus H_1(\pi_1 K_+; \mathbb{Z}_{\pi_1 K}) \to 0,$$

and all the remaining reduced homology groups of $\bar{K}$ vanish.

The second homotopy groups of 2-knots were originally computed from the above short exact sequence [41, 42]. The method given in this paper is a more general procedure of calculation. For 2-knots and 3-manifolds, this procedure of course reduces to the use of the above exact sequence. The more general procedure is needed to compute the $k$-invariant.

Remark. Heegaard splittings of positive genus of connected 3-manifolds satisfy the hypotheses of Theorem 7.6.

From Theorem 7.4 and from the asphericity of 1-knots [53], we conclude:

Theorem 7.7. Every hyperbolic splitting of a 2-knot is an aspherical splitting.

It is obvious that:

Theorem 7.8. Every Heegaard splitting of positive genus of a closed connected 3-manifold is an aspherical splitting.
VIII. Fox-Lyndon resolutions. We now give a method for constructing a free resolution of a group which, for our purposes, is geometrically more enlightening and computationally more economical than the bar construction. (Our construction is similar to that found in [46, 65].) This method of construction will be used to bridge the gap between the main theorem (Theorem 7.1) and its more constructive analogue (Theorem 9.2).

If \( C \) is a (augmented) \( G \)-chain complex, then by a free basis of \( C \), written

\[
S_0, S_1, S_2, \ldots,
\]

is meant a sequence \( S_q(q = 0, 1, 2, \ldots) \) of sets of symbols such that \( S_q \) is a free basis of the left \( G \)-module \( C_q \) for all \( q \geq 0 \).

Let \( \varphi = (x: r) \) be a presentation [11] of a group \( G \). A Fox-Lyndon resolution over \( G \) corresponding to \( \varphi \) is a free resolution over \( G \) constructed as follows:

Let \( C_0 \) be the free left \( G \)-module on the single symbol \( P \) and let \( C_1 \) and \( C_2 \) be the free left \( G \)-modules on the sets \( X \) and \( R \), where \( X \) and \( R \) are sets of symbols in one-to-one correspondence with the elements of \( x \) and \( r \) respectively. Let \( \varepsilon: C_0 \to Z \) denote the extension of the morphism \( \varepsilon: G \to Z \) which sends each element of \( G \) to 1 and define the \( G \)-morphisms \( \partial_1: C_1 \to C_0, \partial_2: C_2 \to C_1 \) by

\[
\partial_1 x_i = (x_i - 1)P \quad \forall X_i \in X
\]

\[
\partial_2 r_j = \sum_i (\partial r_j/\partial x_i) X_i \quad \forall R_j \in R,
\]

where \( x_i - 1 \) and \( \partial r_j/\partial x_i \) denote respectively the image in \( ZG \) under \( \phi \) of \( x_i - 1 \) and of the Fox derivative [11, 18] \( \partial r_j/\partial x_i \).

Next let \( u \) be a set of generators of the left \( G \)-module \( \ker \partial_2 \) and \( U \) a set of symbols in one-to-one correspondence with the elements of \( u \). Define \( C_3 \) as the free left \( G \)-module on the symbols \( U \) and \( \partial_3: C_3 \to C_2 \) as the \( G \)-morphism given by

\[
\partial_3 u_k = u_k = \sum_j (\partial U_k/\partial R_j) R_j \quad \forall U_k \in U,
\]

where \( \partial U_k/\partial R_j \) denotes the left coefficient of \( R_j \) in \( u_k \).

Similarly, let \( w \) be a set of generators of the left \( G \)-module \( \ker \partial_3 \) and \( W \) a set of symbols in one-to-one correspondence with the elements of \( w \). Define \( C_4 \) as the free left \( G \)-module on the symbols \( W \) and \( \partial_4: C_4 \to C_3 \) as the \( G \)-morphism given by

\[
\partial_4 w_i = w_i = \sum_k (\partial W_i/\partial U_k) U_k \quad (\forall W_i \in W),
\]

where \( \partial W_i/\partial U_k \) denotes the left coefficient of \( U_k \) in \( w_i \).
The free resolution $C$ over $G$ defined inductively as above is called a Fox-Lyndon resolution of $G$ corresponding to $\mathcal{P}$. The free basis (see definition above)

$$P, X, R, U, W, \ldots$$

is called a constructive basis of the Fox-Lyndon resolution $C$.

Finally, a $q$-completion $\bar{C}$ (see Def. 6.1) of an augmented free $G$-chain complex $\bar{C}$ is a Fox-Lyndon $q$-completion if $\bar{C}$ is a Fox-Lyndon resolution over $G$.

**Remark 1.** The symbols $U$ correspond to identities and the $W$ to the identities among the identities. The coefficients $\partial U_k/\partial R_j$ and $\partial W_i/\partial U_k$ are actually the images of the Fox derivatives of these identities and identities of identities. Hence, the notation. (See [41, 42, 65].)

**Remark 2.** Let $Q$ be the complement of an unsplittable graph in the 3-sphere. Then $Q$ collapses to a 2-dimensional CW complex $K$ containing only one 0-cell. Let $(x: r)$ be the presentation of $\pi_1 Q$ carried by the cells of $K$ and let $\tilde{K}$ denote the universal cover of $K$. Then the cells of $K$ lift to $\tilde{K}$ to form an augmentable $\pi_1 Q$-chain complex $C\tilde{K}$. This chain complex, when augmented, is a Fox-Lyndon resolution of $\pi_1 Q$ corresponding to $(x: r)$. Moreover, $C_q \tilde{K} = 0$ for $q > 2$. Hence, $\pi_1 Q$ is of homological dimension at most 2.

**IX. A constructive form of the main theorem.** The Fox-Lyndon resolution defined in § VIII will now be used to give a more constructive form (Theorem 9.2) of the main theorem (Theorem 7.1).

**Definition 9.1.** Let $G$ be a group system with direct limit $G = \lim_{\rightarrow} G$. A presentation $(x_+; x_0; x_-; r_0; r_+)_\phi, \phi_+$ of $G$ is a pair of morphism presentations [20] $(x_0; x_-; r_0; r_-)_\phi_0, \phi_-$ and $(x_0; x_+; r_0; r_+)_\phi_0, \phi_+$ of $g_-: G_0 \to G_-$ and $g_+: G_0 \to G_+$ respectively. The subscripts $\phi_0$ and $\phi_\pm$ are usually omitted unless extra precision is needed. It follows from [10] that $(x_-, x_0, x_+: r_-, r_0, r_+)$ is a presentation of $G$.

**Remark.** If $f: G \to H$ is a group morphism, then a presentation $(x; y: r; s)$ of $f$ is a set of two presentations $(x: r)_\phi$ and $(x; y: r; s)_\phi$ of $G$ and $H$ respectively such that

$$F(x) \xrightarrow{\ell} F(x \cup y)$$

\[\begin{array}{l}
| x: r | & | x, y: r, s | \\
\approx \phi & \phi \approx \\
G \xrightarrow{f} H
\end{array}\]
is commutative, i.e., such that \( f \) is the morphism induced by the inclusion \( \iota \). (See [20].)

By arguments similar to those found in [20, p. 411], it can be shown that the following transformations do not alter the isomorphism type of the presented group system.

**DEFINITION.** Let \( \mathcal{P} = (x_0; x_o; x_+; r_0; r_o; r_+) \) be a presentation of a group system \( G \). Then the following are called *Tietze transformations* of \( \mathcal{P} \).

(I) Adjoin to \( r_0 \) any one of its consequences.

(I\( \pm \)) Adjoin to \( r_\pm \) any one of the consequences of \( r_0 \cup r_\pm \).

(II) Adjoin a new symbol \( x_0 \) to \( x_0 \) and \( x_0 u^{-1} \) to \( r_0 \), where \( u \) is in the free group \( F(x_0) \).

(II\( \pm \)) Adjoin a new symbol \( x_\pm \) to \( x_\pm \) and \( x_\pm u^{-1} \) to \( r_\pm \), where \( u \) is in the free group \( F(x_0) \).

By a proof similar to that given in [19, p. 198], it can be shown that:

**THEOREM (Tietze).** If \( \mathcal{P} \) and \( \mathcal{P}' \) are finite presentations of the same group system, then it is possible to pass from one to the other presentation by applying a finite sequence of Tietze Transformations of types

\[
(I)^{\pm 1}, (I_-)^{\pm 1}, (I_+)^{\pm 1}, (II)^{\pm 1}, (II_-)^{\pm 1}, (II_+)^{\pm 1}.
\]

**DEFINITION 9.2.** Let \( \mathcal{P} = (x_0; x_o; x_+; r_0; r_o; r_+) \) be a presentation of a group system \( G \) with \( G = \limarrow G \). Then a *Fox-Lyndon resolution system* over \( G \) is a free resolution system \( C \) constructed as follows: Let \( C^0 \) be a Fox-Lyndon resolution (see §VI) of \( G_0 \) corresponding to \( (x_0; r_0) \). Let \( C^\pm \) be a Fox-Lyndon resolution of \( G_\pm \) corresponding to \( (x_0, x_\pm; r_0, r_\pm) \) formed by extending \( ZG_\pm \otimes \sigma_0 C^0 \). Then \( C^-, C^0, C^+ \) together with the obvious maps \( \gamma_- \), \( \gamma_+ \) under the respective group morphisms \( g_- \), \( g_+ \) is a free resolution system over \( G \). Let \( P, X_0, R_0, U_0, W_0, \cdots \) be the constructive basis (see §VIII) of \( C^0 \) and let \( \gamma_- \), \( \gamma_+ \) denote the induced free basis (see §VIII) of \( ZG_\pm \otimes \sigma_0 G^0 \). Extend this free basis to a constructive basis \( P, X_0 \cup X_\pm, R_0 \cup R_\pm, U_0 \cup U_\pm, W_0 \cup W_\pm, \cdots \) of \( C^\pm \). Then

\[
P, X_-, X_0, X_+, R_-, R_0, R_+, U_-, U_0, U_+, W_-, W_0, W_+; \cdots
\]

is called a *constructive basis* of the Fox-Lyndon resolution system \( C \).

**THEOREM 9.1.** Let \( C \) be a Fox-Lyndon resolution system over a group system \( G \) corresponding to a presentation \( \mathcal{P} \) of \( G \). Let \( G =
\[
\lim G \text{ and } (\bar{C}, \bar{C}^-, \bar{C}^+) \text{ be the associated triad (see Def. 5.5) of } C. \text{ If }
\]
\[
P; X_-, X_0, X_+; R_-, R_0, R_+; U_-, U_0, U_+; W_-, W_0, W_+; \cdots
\]
is a constructive basis of \( C \), then
\[
P, X_0, R_0, U_0, W_0, \cdots
\]
\[
P, X_0 \cup X_\pm, R_0 \cup R_\pm, U_0 \cup U_\pm, W_0 \cup W_\pm, \cdots
\]
\[
P, X_- \cup X_0 \cup X_+, R_- \cup R_0 \cup R_+; U_- \cup U_0 \cup U_+; W_- \cup W_0 \cup W_+, \cdots
\]
are respectively the induced constructive bases of \( \bar{C}_0, \bar{C}^\pm, \bar{C} \), and the boundary operators are given by
\[
\tilde{\partial}_0 = 1_\sigma \otimes \partial^0 \quad \tilde{\partial}^\pm = 1_\sigma \otimes \partial^\pm
\]
\[
\tilde{\partial}\sigma = \begin{cases} 
\tilde{\partial}^+\sigma & \text{if } \sigma \in \bar{C}^+
\tilde{\partial}^-\sigma & \text{if } \sigma \in \bar{C}^-
\end{cases}
\]
where \( \partial_\sigma \) is the boundary operator of \( C_\sigma \).

**Theorem 9.2.** (Constructive form of main theorem.) Let \( C \) be a Fox-Lyndon resolution system over a group system \( G \) corresponding to a presentation
\[
\mathcal{P} = (x_-; x_0; x_+; r_-; r_0; r_+)
\]
of \( G \). Let \( G = \lim G \), let \((\bar{C}, \bar{C}^-, \bar{C}^+)\) be the associated triad (see Def. 5.5) of \( C \), and let \( \bar{C} \) be a Fox-Lyndon 2-completion of \( \bar{C} \) (see §VIII). Let
\[
P; X_-, X_0, X_+; R_-, R_0, R_+; U_-, U_0, U_+; W_-, W_0, W_+; \cdots
\]
be a constructive basis of \( C \) and let
\[
P, X_- \cup X_0 \cup X_+, R_- \cup R_0 \cup R_+; U_- \cup U_0 \cup U_+, \quad W_- \cup W_0 \cup W_+, \cdots
\]
be a constructive basis of \( \bar{C} \) formed by extending the free basis of \( \bar{C} \) mentioned in Theorem 9.1. Then \( H_2\bar{C} \) as a left \( G \)-module is generated by the elements of \( \partial U \) and
\[
(\partial U \cap: \sum_{i \in \mathbb{I}} (\partial W_{\cap}/\partial U_{\cap})\partial U_{\cap} = 0, \forall W_{\cap} \in W_{\cap})
\]
is a presentation of \( H_2\bar{C} \) as a left \( \mathbb{Z}G \)-module. Moreover, if \( W' \) is any set of generators of the left \( \mathbb{Z}G \)-module \( \bar{C}_\sigma \), then
\[
(\partial U \cap: \sum_{i \in \mathbb{I}} (\partial W'/\partial U_{\cap})\partial U_{\cap} = 0, \forall W' \in W')
\]
is also a presentation of \( H_2\bar{C} \) as a left \( \mathbb{Z}G \)-module. Moreover, the
obstruction $k(\tilde{C}, \tilde{C})$ lying in $H^3(\tilde{C}, H_3\tilde{C})$ is represented by the equivariant 3-cocycle $k: \tilde{C}_3 \to H_2\tilde{C}$ given by

$$k(U^*) = \begin{cases} 
\partial U^* & \text{if } U^* \in U_0 \\
0 & \text{if } U^* \in U_+ \cup U_0 \cup U_+ 
\end{cases} .$$

**Proof.** From the long exact sequence induced by the short exact sequence

$$0 \longrightarrow \tilde{C} \longrightarrow \tilde{C} \longrightarrow \tilde{C}/\tilde{C} \longrightarrow 0 ,$$

we have that

$$H_2\tilde{C} \cong H_3(\tilde{C}/\tilde{C})$$

as left $G$-modules under a isomorphism denoted by $\partial_*$. But

$$\phi, \phi, \phi, U_\Box, W_\Box, \cdots$$

is a constructive basis of $\tilde{C}/\tilde{C}$. Hence, $U_\Box$ is a set of generators of the left $ZG$-module $Z_3(\tilde{C}/\tilde{C})$ of relative 3-cycles and

$$\partial W_\Box = \sum_{\ell_0 \in \ell_0} (\partial W_\Box/\partial U_\Box) U_\Box$$

is a set of generators of the left $ZG$-module $B_3(\tilde{C}/\tilde{C})$ of relative 3-boundaries. Hence,

$$(U_\Box; \sum_{\ell_0 \in \ell_0} (\partial W_\Box/\partial U_\Box) U_\Box = 0, \forall W_\Box \in W_\Box)$$

is a presentation of $H_2(\tilde{C}/\tilde{C})$ as a left $ZG$-module. Thus using the isomorphism $\partial_*$ taking $U_\Box$ to $\partial U_\Box$, we have the first presentation.

Next, let $\tilde{C}^{(3)}$ be a left $ZG$-chain complex such that $\tilde{C}^{(3)}$ and $\bar{C}$ agree up to and including $\tilde{C}_3$ and such that $\tilde{C}_q^{(3)} = 0$ for $q > 3$. Then $H_2\tilde{C} \cong H_2\tilde{C}^{(3)}$ and by the same argument, $H_2\tilde{C}^{(3)} = H_3(\tilde{C}/\tilde{C}^{(3)})$, which gives the second presentation.

Finally, by Definition 6.2, the obstruction $k(\tilde{C}, \tilde{C})$ is represented by

$$k = \eta \partial_3: \tilde{C}_3 \longrightarrow Z_2\tilde{C} = Z_2\tilde{C} \longrightarrow H_2\tilde{C} .$$

Hence,

$$k(U^*) = \partial U^* = \begin{cases} 
\partial U^* & \text{if } U^* \in U_0 \\
0 & \text{if } U^* \in U_+ \cup U_0 \cup U_+ 
\end{cases}$$

since $\partial U = 0$ in $H_2\tilde{C}$ for all $U \in U_+ \cup U_0 \cup U_+$.

The following theorem will be used to simplify 2-knot and 3-manifold calculations.

---

* In the terminology of [43], $H_3(G; ZG) \cong H_3(G, G; ZG)$. 

---
Theorem 9.3. Let \((K, K_-, K_+)\) be an aspherical splitting of a CW complex \(K\) (see Def. 7.1) and let \(G\) be the associated group system (see Def. 3.2). Hence, by Theorem 3.2, \(\pi_i K = \lim \rightarrow G\). Let \(C\) be a Fox-Lyndon resolution system over \(G\) corresponding to the presentation \((x_-; x_0; x_+; r_-; r_0; r_+)\). If \(K_0 = K_- \cap K_+\) collapses to a 2-dimensional CW complex and if \((x_0; r_0)\) is aspherical, (i.e., its associated 2-complex is aspherical), then \(\text{Ker} \delta^2_0 = 0\), i.e., \(U_0\) of Theorem 9.2 is vacuous. Hence, we may also assume \(\text{Ker} \delta^2_1 = 0\), i.e., \(W_0\) of Theorem 9.2 is vacuous.

X. What is the significance of the algebraic 2-type of 2-knots? Throughout this section (unless stated otherwise), \(K\) and \(K'\) will denote the exteriors of \(n\)-knots. (See notation in § 0.)

We now attempt to understand how significant are the remaining homotopy groups \(\pi_q K\) for \(q \geq 3\) for 2-knots. A complete answer to this question would indeed be a four dimensional analogue of the asphericity of 1-knots [53]. The evidence given herein (Theorem 10.1) suggests that the algebraic 2-type completely determines the homotopy type of 2-knot complements. If this is so, then the groups \(\pi_q K\) for \(q \geq 3\) are of little significance.

Since the asphericity of 1-knots essentially means that the algebraic 1-type (i.e., the fundamental group) completely determines the homotopy type of 1-knot complements, we now ask if the analogous property is true of 2-knots, i.e.,

**Question.** If the complements of two smooth (or locally flat PL) 2-knots are of the same algebraic 2-type, then are their complements of the same homotopy type?

In an attempt to gain some insight into the above question, we give the following definition.

**Definition 10.1.** An \(n\)-knot is quasi-aspherical (QA) if the \((n + 1)\)-th homology group of the universal cover of its exterior vanishes.

**Theorem 10.1.** Let \(K\) and \(K'\) be the exteriors of two smooth (or locally flat PL) QA 2-knots. Then \(K\) and \(K'\) are of the same homotopy type if and only if they are of the same algebraic 2-type.

**Proof.** The exteriors \(K\) and \(K'\) are homotopic to 3-dimensional CW complexes, which we also denote by the same symbols \(K\) and \(K'\), respectively. Hence, we need only prove that, if \(K\) and \(K'\)

\(^7\) In [48], S. MacLane and J. H. C. Whitehead call this the algebraic 3-type.
are two 3-dimensional CW complexes of the same algebraic 2-type, then \( K \) and \( K' \) are of the same homotopy type.

Assume that \( K \) and \( K' \) are of the same algebraic 2-type. Hence, there exists an isomorphism \((f_0, h)\) of \( T(K) = (\pi_1 K, \pi_2 K, kK) \) onto \( T(K') = (\pi_1 K', \pi_2 K', kK') \) [48]; and by Theorem 3 of [48] this isomorphism has a geometric realization \( \phi: K \to K' \).

Let \( K^i \) and \( K'^i \) denote the \( i \)-skeletons of \( K \) and \( K' \), \( p: \tilde{K} \to K \) and \( p': \tilde{K}' \to K \) the universal covers, and \( \tilde{K} = p^{-1} K \) and \( \tilde{K}' = p'^{-1} K' \).

Following [48], we define an augmentable chain complex \( C = C^* K \) by \( C_i K = H_i(\tilde{K}^i, \tilde{K}^{i-1}) \) if \( i > 0 \) and by \( C_0 K = H_0 \tilde{K}^0 \) if \( i = 0 \) with boundary operator defined in the obvious way. Let \( C^* = C^*_K \) be the corresponding augmented chain complex. Define \( C' = C'_K \) and \( C'^* = C'^*_K \) in like manner. Then \( C^* \) and \( C'^* \) are acyclic in dimensions less than 2. In fact, because of quasi-asphericity \( H_i C^* = H_i \tilde{K} = 0 = H_i C'^* \) if \( i \neq 2 \), where \( \tilde{K} \) and \( \tilde{K}' \) are the universal covers of \( K \) and \( K' \), respectively.

By Theorem 4 of [48], \((f_0, h)\) has a combinatorial realization \((f_0, \lambda): C^* \to C'^* \) which induces an isomorphism of \( H_i C^* \) for \( i < 3 \). \((C^3 \) and \( C'^3 \) denote the 3-skeletons of \( C \) and \( C' \) respectively,). But \( H_i C = 0 = H_i C' \) for \( i > 2 \) and \( C_i K = 0 = C_i K' \) for \( i > 3 \). Hence, \((f_0, h)\) has a combinatorial realization \((f_0, \lambda): C \to C' \) which induces an isomorphism of \( H_i C \) onto \( H_i C' \) for all \( i \).

By Theorem 5 of [48], \( C \equiv C' \) for all \( i \). Thus, \( C \) is equivalent to \( C' \). On the other hand, \( K \) and \( K' \) are \( J_2 \)-complexes of dimension 3. So by Theorem 15 of [69], \( K \) is of the same homotopy type as \( K' \).

Actually, we have proven more than stated above, namely:

**Theorem 10.2.** If \( Q \) and \( Q' \) are topological spaces such that

1. \( Q \) and \( Q' \) are dominated by connected 3-dimensional CW complexes, and
2. The third homology groups of the universal covers of \( Q \) and \( Q' \) both vanish,

then \( Q \) and \( Q' \) are of the same homotopy type if and only if they are of the same algebraic 2-type.

It is easy enough to show that the class of QA knots is immense. It is proven in [26] that:

**Theorem 10.3 [26].** An \( n \)-knot is not QA if and only if its fundamental group \( G \) has a decomposition of the form \( A \circ B \) with \( C \) finite and properly contained in \( A \) and \( B \) such that the meridian subgroup \( H \) of \( G \) lies in \( A \).
THEOREM 10.4. [26, 39, 41, 55, 64] The class QA n-knots includes all spun, twist spun, fibered, nilpotent, and finitely ended knots.

If all 2-knots were QA, then the above question would be resolved. However, this is not the case. Recently, González-Acuna and Montesinos [26] have constructed an n-knot (n ≥ 2) with infinitely many ends, thus solving problem 40 of R. H. Fox [22]. Ratcliffe in [55] has pointed out that this example has a group of the form given in Theorem 10.3 above, and hence, is not QA. In light of Theorem 10.4 above, the examples of [26] are indeed remarkable.

XI. Miscellaneous corollaries on 2-knots. We list below a number of miscellaneous corollaries. The following corollary is an immediate consequence of J. H. C. Whitehead's certain exact sequence [67].

COROLLARY 11.1. Let Q be a topological space such that
(1) Q is homotopic to a 3-dimensional CW complex.
(2) The third homology group of the universal cover of Q vanishes.
Then \( \pi_3 Q \) as a \( \pi_1 Q \)-module is isomorphic to \( \Gamma(\pi_2 Q) \), where \( \Gamma \) denotes the functor defined in [67]. (See also [45].)

REMARK. If \( K \) is the exterior of a smooth (or locally flat PL) QA 2-knot or of a connected QA 3-manifold, then the above corollary can be used to compute \( \pi_3 K \) from \( \pi_2 K \). (For details see [45].)

From [12, 13] and from Theorem 10.1 it follows that

COROLLARY 11.2. If \( K \) is the exterior of a smooth QA 2-knot and if \( \pi_2 K = 0 \), then \( K \) is a homotopy 1-sphere.

Since all 1-knot groups are of homological and cohomological dimension at most 2 (see [9, 51] or Remark 2 in § VIII), we have:

COROLLARY 11.3. Let \( K \) be the exterior of a spun 2-knot. Then \( H^3(\pi_1 K; \pi_2 K) = 0 \), and hence, the k-invariant \( kK \) vanishes.

COROLLARY 11.4. Let \( Q \) be a connected CW complex whose second homology group vanishes and let \( \mathcal{F} \) denote the augmentation ideal of \( \pi_1 Q \). Then the k-invariant \( kQ \) lying in \( H^3(\pi_1 Q, \pi_2 Q) \) is nonzero if \( \pi_2 Q/\mathcal{F} \pi_2 Q \neq 0 \).

Proof. By [14], if \( kQ = 0 \), then \( \mathcal{F} \pi_2 Q \) is then the kernel of
the natural morphism of $\pi_2Q$ into $H_2Q$.

The following is a consequence of the Leray-Serre spectral sequence. (See [8, p. 356].)

**Corollary 11.5.** Let $Q$ be a CW-complex such that $H_2Q = 0 = H_2Q$. Then

$$H_3\pi_1Q \cong \pi_1Q/\mathcal{F}_\pi_1Q \quad (= Z \otimes_{\pi_1Q}\pi_2Q),$$

where $\mathcal{F}$ denotes the augmentation ideal of $\pi_1Q$.

Since every $n$-knot complement is by Alexander duality a homology 1-sphere, we have

**Corollary 11.6.** Let $K$ be the exterior (or complement) of a smooth $n$-knot. Then

$$H_3\pi_1K \cong \pi_2K/\mathcal{F}_\pi_2K \quad (= Z \otimes_{\pi_1K}\pi_2K),$$

where $\mathcal{F}$ denotes the fundamental ideal of $K$. Moreover, the $k$-invariant $kK$ lying in $H^i(\pi_1K; \pi_2K)$ is nonzero if $H_3\pi_1K \neq 0$.

The first part of Corollary 11.6 can be thought of as a generalization of the Kervaire condition $H_2\pi_1Q = 0$. (See [36].)

**Corollary 11.7.** Let $K$ be the exterior of a smooth (or locally flat PL) fibered 2-knot. Then $kK \neq 0$ if the commutator subgroup $G'$ of $\pi_1K$ is non-trivial and finite.

**Proof.** If $G'$ is finite, then by Theorem 13 of [3]

$$\pi_2K = (\theta; (\sum_{g \in G'} g)\theta = 0 = (t - 1)\theta).$$

Hence, $\pi_2K/\mathcal{F}_\pi_2K = Z_n \neq 0$, where $n$ is the order of $G'$, and by Corollary 11.6, $kK \neq 0$.

**XII. Conclusion: Problems and more problems.** We list below a number of problems which as far as I know are still unresolved.

**Problem 1.** Let $K$ and $K'$ be smooth (or locally flat PL) 2-knot exteriors. Is $K$ of the same homotopy type as $K'$ iff $K$ and $K'$ are of the same algebraic 2-type? (See §X.) If so, this is a four-dimensional analogue of the asphericity of classical knots.
PROBLEM 2. Let $K$ and $K'$ be smooth $n$-knot exteriors ($n \geq 3$). Is $K$ of the same homotopy type as $K'$ iff $K$ and $K'$ are of the same $n$-type?\(^8\) (See [50, 68].) (See §X.)

PROBLEM 3. (Ratcliffe.) Is a smooth $n$-knot ($n \geq 2$) quasi-aspherical if and only if it is finitely ended? (See Theorem 10.3 and last paragraph of §X. See also [39, 48, 50, 55].) (See §X.)

PROBLEM 4. (Problem 37 of Fox [22].) Are there any non-trivial smooth (or locally flat PL) aspherical 2-knots? This appears to be a very difficult problem. The reader should note that a smooth (or locally flat PL) 2-knot is aspherical if and only if the fundamental group $\pi_1K$ of its exterior $K$ is infinite cyclic. The "only if" part of this statement is proven in [12, 13]. The "if" part follows from [38, Theorem 3.4]. (See [34, 61].) Moreover, the exterior $K$ of a smooth (or locally flat PL) aspherical 2-knot is a homotopy 1-sphere. For a map from $S^1$ to $K$ can easily be constructed which induces isomorphisms $\pi_1S^1 \cong \pi_1K$. Hence, by a theorem of J.H.C. Whitehead, $K$ is a homotopy $S^1$. (See also [25].)

PROBLEM 5. (Problem 8 of Gordon [28].) Let $K$ be the exterior of a smooth (or locally flat PL) 2-knot ($S^4, kS^4$). Is $\pi_2K$ always finitely generated as a left $\mathbb{Z}[\pi_1K]$-module?

PROBLEM 6. Let $K$ be as in Problem 5. Is $\pi_2K$ considered only as a group always a free abelian group? (This is true for all spun 2-knots. See [17].)

PROBLEM 7. Let $K$ be as in Problem 5. Is $kkK \neq 0$ if and only if $H_3\pi_1K \neq 0$. (See Corollaries 11.6 and 11.7.) (From [15], it follows that $H_3\pi_1K \neq 0$ iff the reduced $K$-invariant is non-zero.)

PROBLEM 8. Let $K$ be as in Problem 5. What is the relationship (if any) between $H_3\pi_1K$, the number of ends of $\pi_1K$, and quasi-asphericity? (See §§10 and 11.)

PROBLEM 9. When does a 2-knot diagram represent the trivial 2-knot?

PROBLEM 10. When do two 2-knot diagrams represent the same 2-knot?

PROBLEM 11. Construct a table of all 2-knot diagrams with

\(^8\) This is called the $(n+1)$-type in [68].
≤6 (or 7, or 8, ...) crossings and with ≤2 (or 3, or 4, ...) hyperbolic points. (See Problems 9 and 10 above.)

PROBLEM 12. Is there a CW-complex K such that no cell decomposition of its underlying space |K| has an aspherical splitting? Bill Beckmann [5] has pointed out that every 2-dimensional CW complex has a subdivision which has an aspherical splitting.

PROBLEMS 13-16. These problems can be found in the addendum.

Appendix A. A computing manual for algebraic 2-type calculations. If the reader is interested only in computing the algebraic 2-type of closed connected 3-manifolds and of 2-knot complements, he or she need only read Theorem A2.1 and observations 1 through 3 and the hint, all in part A2 of this appendix. Explicit 2-knot calculations are given in Appendix B. If the reader has more general calculations in mind, then all of Appendix A should be read.


DEFINITION A1.1. Let \((K, K_-, K_+)_\) be an aspherical splitting of a CW complex K, i.e., a triad of CW-complexes such that
\(1\) \(K = K_- \cup K_+\).
\(2\) \(K_-, K_0 = K_- \cap K_+, K_+\) are pathwise connected.
\(3\) \(K_-, K_0, K_+\) are aspherical, i.e., \(\pi_q K_\alpha = 0\) for \(\alpha = -, 0, +\) and for \(q > 1\).

Let \((x_0: r_0)\) be a presentation of \(\pi_1 K_0\), let \((x_0, x_\pm: r_0, r_\pm)\) be a presentation of \(\pi_1 K_\pm\) such that \(x_{i0} \mapsto x_{i0}\) (for all \(x_{i0} \in x_0\)) is the morphism \(g_\pm: \pi_1 K_0 \to \pi_1 K_\pm\) induced by inclusion, and let \(g_\alpha^\pm: \pi_1 K_\alpha \to \pi_1 K\) denote the morphisms induced by inclusion for \(\alpha = -, 0, +\). It follows from the Van Kampen theorem that \((x_-, x_0, x_+: r_-, r_0, r_+)\) is a presentation of \(\pi_1 K\).

Linearly order \(x_- \cup x_0 \cup x_+\) and \(r_- \cup r_0 \cup r_+\) such that \(x_i < x_j < x_k\) for all \(i, j, k\) and \(r_\alpha < r_\beta < r_\gamma\) for all \(\alpha, \beta, \gamma\) and consider the equations:

\(^{(*)0}\) \(\tilde{\lambda}_0 (\frac{\partial r_0}{\partial x_0}) = \tilde{0}\),

\(^{(*)+}\) \(\tilde{\lambda}_+ (\frac{\partial (r_+ \cup r_0)}{\partial (x_0 \cup x_+)}) = \tilde{0}\),

\(^{(*)-}\) \(\tilde{\lambda}_- (\frac{\partial (r_0 \cup r_-)}{\partial (x_- \cup x_0)}) = \tilde{0}\),
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U

\( \chi^0 \left( \frac{\partial (r_+ \cup r_0 \cup r_-)}{\partial (x_- \cup x_0 \cup x_+)} \right) = 0 \),

where the rows and columns of the above matrices are ordered according to the above constructed linear ordering and where \( \partial r_i/\partial x_j \) denotes the Fox derivative. (Note: \( (\partial r_0/\partial x_-), (\partial r_+/\partial x_+) \) are all zero matrices.)

Let \( \partial U_0 \) denote a set of generators of the left \( \mathbb{Z}\pi_1 K \) -module of solutions \( \lambda^0 \) of equation \((\star 0)\) over the ring \( \mathbb{Z}\pi_1 K \). Each solution of equation \((\star 0)\) induces a solution \( \lambda^\pm\) of equation \((\star \pm)\) over \( \mathbb{Z}\pi_1 K \). Let \( \partial U_\pm \cup \partial U_0 \) denote a set of generators of the left \( \mathbb{Z}\pi_1 K \) -module of solutions \( \lambda^\pm \) of equation \((\star \pm)\) over \( \mathbb{Z}\pi_1 K \). Each solution of \((\star \pm)\) over \( \mathbb{Z}\pi_1 K \) induces a solution of \((\star \mp)\) over \( \mathbb{Z}\pi_1 K \). Let \( \partial U_- \cup \partial U_0 \cup \partial U_\pm \) also denote these induced solutions of \((\star \mp)\) over \( \mathbb{Z}\pi_1 K \). Finally, let \( \partial U_- \cup \partial U_0 \cup \partial U_\pm \cup \partial U_+ \) denote a set of generators of the left \( \mathbb{Z}\pi_1 K \) -module of solutions \( \lambda^0 \) of \((\star)\) over \( \mathbb{Z}\pi_1 K \). Then \( \partial U_\pm \) is a set of generators of \( \pi_1 K \) as a left \( \mathbb{Z}\pi_1 K \) -module.

A complete set of relations among the generators \( \partial U_\pm \) of \( \pi_1 K \) is computed as follows. Linearly order the set \( \partial U_- \cup \partial U_0 \cup \partial U_\pm \cup \partial U_+ \) such that \( \partial U_{\alpha} < \partial U_{\beta} < \partial U_\delta < \partial U_\gamma \) for all \( \alpha, \beta, \gamma, \delta \). Let \( \partial R_\alpha \) be a set of symbols in \( 1 - 1 \) correspondence with the relators \( r_\alpha \) for \( \alpha = -, 0, + \). Give \( \partial R_\pm \cup \partial R_0 \cup \partial R_\pm \) the linear ordering induced by that on \( r_- \cup r_0 \cup r_+ \). Let \( \partial U_\sigma/\partial R_t \) denote the component of the vector \( \partial U_\sigma \) corresponding to \( r_t \) for all \( \partial U_\sigma \) in \( \partial U_- \cup \partial U_0 \cup \partial U_\pm \cup \partial U_+ \) and for all \( r_t \) in \( r_- \cup r_0 \cup r_+ \). And consider the equations

\[ \mu^\pm \left( \frac{\partial U_+ \cup \partial U_0 \cup \partial U_\pm \cup \partial U_0}{\partial R_+ \cup \partial R_0 \cup \partial R_\pm} \right) = 0, \]

where the rows and columns of the above matrices are ordered according to the above constructed linear orderings. (Note: \( (\partial U_0/\partial R_\pm), (\partial U_\pm/\partial R_\mp), (\partial U_\pm/\partial R_\mp), (\partial U_0/\partial R_\pm) \) are all zero matrices.)

Let \( \partial W \) denote a set of generators of the left \( \mathbb{Z}\pi_1 K \) -module of solutions \( \mu^\pm \) of \((**\square)\) over \( \mathbb{Z}\pi_1 K \). Finally, let \( \partial W_\sigma/\partial U_\sigma \) denote the component of \( \partial W_\sigma \) corresponding to \( \partial U_\sigma \) for all \( \partial W_\sigma \) in \( \partial W \). Then

\[ \{ \sum_{t \in \square} (\partial W_\sigma/\partial U_\sigma) \partial U_\square = 0 \mid W \in W \} \]

is a complete set of relations in \( \pi_1 K \) among the generators \( \partial U_\pm \). Hence,

---

9 Rows in decreasing order from top to bottom. Columns in increasing order from left to right.

10 Rows ordered as in footnote 9. Columns in decreasing order from left to right.
is a presentation of $\pi_2K$ as a left $\mathbb{Z}[\pi_1K]$-module.

Finally, let $W, U, R$ be a set of symbols in $1-1$ correspondence with the elements of $\partial W, \partial U = \partial U_+ \cup \partial U_0 \cup \partial U_+, \partial R = \partial R_+ \cup \partial R_0 \cup \partial R_+, \partial R_0$, respectively and let $\tilde{C}_1, \tilde{C}_3, \tilde{C}_2$ be the free left $\mathbb{Z}[\pi_1K]$-modules on the sets $W, U, R$, respectively. Then

$$\tilde{C}_1 \xrightarrow{\partial_1} \tilde{C}_3 \xrightarrow{\partial_3} \tilde{C}_2$$

is a portion of a free resolution over $\pi_1K$, where

$$\partial_1W = \sum_{U \in U}(\partial W/\partial U)U, \forall W \in W \text{ (over } \mathbb{Z}[\pi_1K])$$

$$\partial_3U = \sum_{R \in R}(\partial U/\partial R)R, \forall R \in R \text{ (over } \mathbb{Z}[\pi_1K]).$$

A representative of the $k$-invariant $kK$ lying in $H^3(\pi_1K; \pi_2K)$ is the equivariant 3-cocycle $k$ given by

$$k(U) = \begin{cases} 
\partial U & \text{if } U \in U_0 \\
0 & \text{if } U \in U_0 \cup U_0 \cup U_+.
\end{cases}$$

A2. Simplifications that occur for Heegaard and hyperbolic splittings. For the reader who is only interested in computing the algebraic 2-type (i.e., $\pi_1$, $\pi_2$, and $k \in H^3(\pi_1; \pi_2)$) of 2-knot exteriors or of 3-manifolds, we state and prove the following theorem. (The definition of hyperbolic splitting is given in § II (Def. 2.1). A definition for Heegaard splitting can be found in any standard text on 3-manifolds. See, for example, [32, Chapter 2].)

THEOREM A2.1. Let $(K, K_-, K_+)$ be a hyperbolic splitting of a 2-knot (or a Heegaard splitting of positive genus of a closed connected 3-manifold). Let $(x_0: r_0)$ be an aspherical presentation of $\pi_1K_0$ (see Observation 1 below) and let $(x_0: r_0 \cup r_{\pm})$ be the presentation of $\pi_1K_\pm$ obtained by adjoining the hyperbolic relators $r_{\pm}$ (see Observation 2 below) [or by adjoining the meridinal handle relators $r_{\pm}$ (see Observation 2 below)]. Let $x = x_0$ and $r = r_\pm \cup r_0 \cup r_{\pm}$, and let $(\partial r/\partial x) = (\partial r_\alpha/\partial x_\beta)$ denote the Jacobian matrix whose $\alpha \beta$ entry is the image of the Fox derivative [11, 18] $\partial r_\alpha/\partial x_\beta$ in the ring $\mathbb{Z}[\pi_1K]$. Let $\partial U_{\pm}$ be a set of generators of the left $\mathbb{Z}[\pi_1K]$-module of solutions $\lambda$ of equation (\*)

\begin{equation}
(\*) \quad \lambda(\partial r/\partial x) = 0,
\end{equation}
over $\mathbb{Z}\pi_1K$ such that the components of $\lambda$ corresponding to $r_\psi$ all vanish. Let $dU_{\square}$ be a set of solutions of (\ast) over $\mathbb{Z}\pi_1K$ such that $\partial U = \partial U_- \cup \partial U_{\square} \cup \partial U_+$ is a set of generators of the left $\mathbb{Z}\pi_1K$-module of all solutions $\lambda$ of (\ast).

Next let $\partial R_{\beta}$ be another notation for $r_{\psi}$ and let $\partial U_a/\partial R_{\beta}$ denote the component of $\partial U_a$ corresponding to $\partial R_{\beta} = r_{\beta}$. Now let $\partial W$ be a set of generators of the left $\mathbb{Z}\pi_1K$-module of solutions $\mu$ of equation (\ast\ast)

(\ast\ast) $\mu(\partial U/\partial R) = 0$,

over $\mathbb{Z}\pi_1K$.

If $\partial W/\partial U$ denotes the component of $\partial U$ corresponding to $\partial U$ for all $\partial W \in \partial W$ and for all $\partial U \in \partial U$, then

\[(\partial U_{\square} \cdot \sum_{\partial U_{\square} \in \partial U_{\square}} (\partial W/\partial U_{\square})\partial U_{\square} = 0 \text{ for all } \partial W \in \partial W)\]

is a presentation of $\pi_1K$ as a left $\mathbb{Z}\pi_1K$-module.

Finally, let $W, U, R, X$ be sets of symbols in 1-1 correspondence with the sets of symbols $\partial W, \partial U, r, x$, respectively; and let $\bar{C}_4, \bar{C}_3, \bar{C}_2, \bar{C}_1$, be respectively the free left $\mathbb{Z}\pi_1K$-modules on $W, U, R, X$. Let $\bar{C}^{(4)}$ denote the left $\mathbb{Z}\pi_1K$-chain complex

\[
\bar{C}_4 \xrightarrow{\partial_4} \bar{C}_3 \xrightarrow{\partial_3} \bar{C}_2 \xrightarrow{\partial_2} \bar{C}_1 \xrightarrow{\partial_1} \mathbb{Z}\pi_1K \xrightarrow{\varepsilon} Z \rightarrow 0
\]

given by

\[
\bar{\partial}_4 W = \sum_{U \in U} (\partial W/\partial U)U, \quad \bar{\partial}_3 U = \sum_{R \in R} (\partial U/\partial R)R
\]
\[
\bar{\partial}_2 R = \sum_{X \in X} (\partial r/\partial x)X, \quad \bar{\partial}_1 X = x - 1, \quad \varepsilon(\sum_i n_i g_i) = \sum_i n_i
\]

Then $\bar{C}^{(4)}$ is a truncation of a free resolution of $\pi_1K$. A representative of the $k$-invariant $kK$ lying in $H^0(\pi_1K; \pi_2K)$ is the equivariant 3-cocycle $k: \bar{C}_3 \rightarrow \pi_2K$ given by

\[
k(U) = \begin{cases} 
\partial U & \text{if } U \in U_{\square} \\
0 & \text{if } U \in U_- \cup U_+
\end{cases}
\]

Proof. Theorem 9.2 gives a presentation of $\pi_2K$ and a representative of the $k$-invariant. Since the presentation $(x^0, r_0)$ of $\pi_1K_0$ is chosen to be aspherical, it follows from Theorem 9.3 that $\partial U_0 = \emptyset = \partial W_0$.

Moreover, for both Heegaard splittings of closed connected 3-manifolds (see [32]) and hyperbolic splittings of 2-knots (see Theorem 7.4), $\pi_1K_\pm$ is of homological dimension one. Hence, since
the morphisms $g^\pm: \pi_1K_\pm \to \pi_1K$ induced by inclusion are both epimorphisms, it follows from Theorem 5.4 that the set $\partial U_\pm$ can also be obtained by finding a set of generators of the left $\mathbb{Z}\pi_1K$-module of solutions $\vec{\lambda}$ of (*) over $\mathbb{Z}\pi_1K$ (rather than $\mathbb{Z}\pi_1K_\pm$) such that the components of $\vec{\lambda}$ corresponding to $r_\mp$ all vanish.

**Observation 1.** There exist aspherical presentations $(x_0: r_0)$ of $\pi_1K_0$. (A presentation is *aspherical* if its associated 2-complex is aspherical.) Such presentations are easy enough to find. For Heegaard splittings the usual presentation of the fundamental group $\pi_1K_0$ of the 2-manifold $K_0$ can be chosen. (See [7].) For hyperbolic splittings, the Wirtinger presentation of $\pi_1K_0$ with one relator deleted is aspherical. (See [11].) Moreover, any presentation derived from an aspherical presentation by applying a finite sequence of Tietze (II)$^{\pm 1}$ transformations [11] is aspherical. There are many other transformations which preserve presentation asphericity. (See [41, 42].)

**Observation 2.** Since $g_-: \pi_1K_0 \to \pi_1K_-$ and $g_+: \pi_1K_0 \to \pi_1K_+$ are both epimorphisms, a presentation of $\pi_1K_\pm$ of the form $(x_0: r_0, r_\pm)$ can be obtained from a presentation $(x_0: r_0)$ by adding relators $r_\pm$. For Heegaard splittings simply add one relator for each handle, i.e., the relator carried by a meridional 2-cell of each handle. For hyperbolic splittings of 2-knot exteriors, simply adjoin one relator for each hyperbolic point, i.e., adjoin the upper (if +) or lower (if −) hyperbolic relators. (See Fig. 8.)

**Observation 3.** Since the groups $\pi_1K_\pm$ are free for both $r_+ = ab^{-1}$ or $cd^{-1}$ and $r_- = ad^{-1}$ or $bc^{-1}$

![Figure 8. Hyperbolic relators.](image-url)
Heegaard splittings of 3-manifolds (see [32]) and hyperbolic splittings of 2-knots (see Theorem 7.4), the reader may find it easier to find the $\partial U_\pm$ as follows. First, find a set $\partial U_\pm$ of generators of the left $Z\pi_1 K_\pm$-module of solutions $\tilde{\lambda}$ of (*) over $Z\pi_1 K_\pm$ for which the components of $\tilde{\lambda}$ corresponding to $r_\pm$ all vanish. Then $\partial U_\pm$ is simply the set of solutions of (*) over $Z\pi_1 K$ induced by $\partial U_\pm$.

The reader may find the following Hint of use in computing the algebraic 2-type.

**HINT.** (Solving equations over group rings.)

Let

(1) \[ (\sum_i x_i a_i) d = 0 \]

be a linear equation in unknowns \( \{x_i\} \) over a group ring $ZG$ (i.e., \( d \in ZG \) and \( a_i \in ZG \ \forall i \)).

**Case 1.** If \( d \) is not a divisor of zero, then equation (1) can be replaced by

\[ \sum_i x_i a_i = 0 . \]

(The element \( d \) can be shown not to be a divisor of zero by the methods of [66, § 8].)

**Case 2.** If \( d \) is a divisor of zero, then equation (1) can be replaced by the equation

\[ \sum_i x_i a_i = \sum_j b_j d_j , \]

where \( \{d_j\} \) is a set of generators of the right ideal of left annihilators of \( d \) and where the \( b_j \)'s are arbitrary.

**Appendix B. Explicit calculations for 2-knots.**

We now use Theorem A2.1 of Appendix A to compute the algebraic 2-type of a number of 2-knots. (The methods of [45] can be used to compute $\pi_3$ of these examples. See Cor. 11.1 above and following remark. From [49], the Euler characteristic of the embedded connected surface is the number of elliptic points minus the number of hyperbolic points.)

**Example 1.** The diagram of a spun trefoil is given in Figure 5 page 355. (This is Example 9 of [21] and Example 1 of [41, 42].)

A presentation of $\pi_1 K_0$ is \( (a, b, c, z : r_0) \), where
\[ r_o = caca^{-1}eb^{-1}ab^{-1}a^{-1}b^{-1} . \]

The hyperbolic relators \( r_+ \) and \( r_- \) are:
\[
\begin{align*}
  r_{+1} &= bc^{-1} \\
  r_{+2} &= z\alpha^{-1}b^{-1}
\end{align*}
\]

Hence, \((a, b, c, z; r_{-2}, r_{-1}, r_0, r_{+1}, r_{+2})\) which simplifies to
\[(a, b; abab^{-1}a^{-1}b^{-1})\]
is a presentation of \( \pi_1 K \). Thus equation (*) of Theorem A2.1 becomes

\[
\begin{pmatrix}
  (a) \\
  (b) \\
  (c) \\
  (z)
\end{pmatrix}
= \begin{pmatrix}
  -b & bab^{-1} - 1 & 0 & 1 \\
  0 & 1 & -1 & 0 \\
  a^{-1} - a + ba & -a^{-1} & 0 & 1 \\
  0 & 1 & -1 & 0
\end{pmatrix}
\begin{pmatrix}
  (r_2) \\
  (r_1) \\
  (r_0) \\
  (r_{-1}) \\
  (r_{-2})
\end{pmatrix}.
\]

By the methods of the Hint in Appendix A, the solutions \( \partial U_+ \cup \partial U_0 \cup \partial U_- \) of equation (*) of Theorem A2.1 are found to be:
\[
\begin{align*}
  \partial U_{+1} &= (0, 1 - a + ba, 1, 0, 0) \\
  \partial U_0 &= (0, 1, 0, 0, -1) \\
  \partial U_{-1} &= (0, 0, 1, 0, 1 - a + ba).
\end{align*}
\]

Thus equation (**) of Theorem A2.1 becomes

\[
\bar{0} = (\lambda_2, \lambda_1, \lambda_0, \lambda_{-1}, \lambda_{-2})
\begin{pmatrix}
  \partial U_{+1} \\
  \partial U_0 \\
  \partial U_{-1}
\end{pmatrix}
\]

By the methods of the Hint in Appendix A, the solutions \( \partial W \) of equation (**) of Theorem A.1 are:
\[
\partial W = (1, -1 + a - ba, -1).
\]

Hence,
\[
\pi_2 K = (\partial U_0; (1 - a + ba)\partial U_0 = 0),
\]

and
\[
H^3(\pi_1 K; \pi_2 K) = 0, \text{ and hence } kK = 0.
\]

Example 2(\(n\)). The diagram of Example 2(\(n\)) is given in Figure
6, page 356. (This is Example 12 and 15 of [21] and Example 2 of [41, 42].)

A presentation of $\pi_1K_0$ is

$$(a, x, z_+, z_-; r_0),$$

where

$$r_0 = u^*z_+u^{-1}x^{-1}a^{-1}z_+^{-1}x$$

and

$$u = z_+^{-1}a^{n+1}xa^{-(n+1)}z_+^{-1}x.$$  

The hyperbolic relators $r_+$ and $r_-$ are:

$$
\begin{align*}
\{r_{+1} &= z_+a^{n+1}x^{-1}a^{-n} \\
\{r_{-1} &= z_+x^{-1} \\
\{r_{+2} &= z_-x^{-1} \\
\{r_{-2} &= z_-a^{n}x^{-1}a^{-(n+1)}.
\end{align*}
$$

Hence,

$$(a, x; a^{2n+1} = 1, ax = xa^{-1})$$

is a presentation of $\pi_1K$. Thus, by the methods of Hint in Appendix A, the solutions $\partial U_\sqcup \partial U_\square \cup \partial U_+$ of equation (*) of Theorem A2.1 are:

$$
\begin{align*}
\partial U_{+1} &= (A, B, 1, 0, 0) \\
\partial U_\square &= (1 - a, (a - 1)a^{n+1}, 0, -(a - 1)a^{n+1}, -(1 - a)) \\
\partial U_{-1} &= (0, 0, 1, B, A),
\end{align*}
$$

where

$$
\begin{align*}
A &= x^{-1}\sum_{0}^{n-1}a^i - \sum_{1}^{n+1}a^i \\
B &= x^{-1}\sum_{0}^{n}a^i - \sum_{2}^{n+1}a^i.
\end{align*}
$$

The solutions $\partial W$ of equation (***) of Theorem A2.1 are:

$$
\begin{align*}
\partial W_1 &= (1 - a, x^{-1}a^{-1}\sum_{0}^{n-1}a^i + \sum_{1}^{n+1}a^i, -(1 - a)) \\
\partial W_2 &= (0, \sum_{0}^{2n}a^i, 0).
\end{align*}
$$

(See Hint in Appendix A.)

Hence,

$$\pi_2K = (\partial U_\sqcup; (x^{-1}a^{-1}\sum_{0}^{n-1}a^i + \sum_{1}^{n+1}a^i)\partial U_\square = 0 = (\sum_{0}^{2n}a^i)\partial U_\square)$$
which simplifies to
\[ \pi_2 K = ( \partial U_{\square}: (x - 1)\partial U_{\square} = 0 = \left( \sum_0^n a^i \right) \partial U_{\square} ) , \]
and
\[ kK = t , \]
where
\[ H^3 (\pi_1 K; Z\pi_2 K) = Z_{2n+1} = (t: t^{2n+1} = 1) . \]

**EXAMPLE 3.** The diagram of Example 3 is given in Figure 7, page 9. (This is Example 10 of [21] and Example 3 of [41, 42].)

\[ \pi_1 K_0 = (a, x, y, z: r_0) \]
\[ r_0 = ayz^{-1}xzy^{-1}x^{-1}a^{-1}yz^{-1} \]
\[ \begin{align*}
& \{ r_{+1} = axa^{-2}y^{-1} \} \\
& \{ r_{-1} = yz^{-1} \} \\
& \{ r_{+2} = yz^{-1} \} \\
& \{ r_{-2} = xz^{-1} . \}
\end{align*} \]
\[ \pi_1 K = (a, x: ax = xa^2) . \]

By the methods found in the Hint of Appendix A, we have:
\[ \begin{align*}
\partial U_{+1} &= (-1 - a + ax, 0, 1, 0, 0) \\
\partial U_{\square} &= (1, 0, 0, -1, 0) \\
\partial U_{-1} &= (0, 0, 1, -1 - a + ax, 0) . \\
\end{align*} \]
\[ \partial W = (1, 1 + a - ax, -1) . \]

Hence,
\[ \pi_2 K = ( \partial U_{\square}: (1 + a - ax)\partial U_{\square} = 0 ) , \]

**Figure 9.** Diagram of an embedding of $RP^3$ in $S^4$.

$\pi_1 (S^4 - RP^3) = (a: a^2) = Z_2$

$\pi_2 (S^4 - RP^3) = (\partial U_{\square}: (1 + a)\partial U_{\square} = 0) = Z$ (twisted action)
and
\[ H^3(\pi_1 K; \pi_2 K) = 0 \text{ and } kK = 0. \]

**Example 4.** The diagram of an embedding in \( S^4 \) of the real projective plane \( RP^2 \) is given in Figure 9. Using the methods of Appendix A, we have
\[
\begin{align*}
\pi_1(S^4 - RP^2) &= (a, b, c: ab^{-1}, ac^{-1}, ab) = (a: a^2) = \mathbb{Z} \\
\pi_2(S^4 - RP^2) &= (\partial U\Box: (1 + a)\partial U\Box = 0) = \mathbb{Z} \text{ twisted action}.
\end{align*}
\]
(See [54].)

**Addendum (Section XII continued)**

**Problem 13.** Let \( K \) be the exterior of a smooth (or locally flat PL) 2-knot \((S^4, KS^3)\). Is \( \pi_2 K \) always finitely related as a left \( \mathbb{Z}\pi_1 K \)-module?

**Problem 14.** Let \( K \) be as in Problem 13. If \( \pi_2 K \) vanishes, then is \( K \) always a spherical? (See Problem 4.)

**Problem 15.** Does there exist a 2-knot whose fundamental group has no non-trivial elements of finite order but whose \( K \)-invariant is non-zero? (See Corollary 11.7.)

**Problem 16.** Do there exist two 2-knots with exteriors \( K \) and \( K' \) respectively such that \( \pi_1 K \cong \pi_1 K' \) and \( \pi_2 K \cong \pi_2 K' \) (as left \( \mathbb{Z}\pi_1 K \)-modules) but with distinct \( K \)-invariants? (See [27].)
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