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Let B be the 2-parameter Brownian motion on D=

[0, 0] X [0, ©0) and Z be a 2-parameter stochastic process
defined on the boundary 6D of D. Consider the non-Markovian
stochastic differential system in 2-parameter

{dX(s, t) = als, t, X)dB(s, t) + 5(s, t, X)dsdt for (s,t)eD,

X(s, t) = Z(s, t) for (s,t)eadD.
Under the assumption that the coefficients « and j satisfy a
Lipschitz condition and a growth condition and the assump-
tion that Z has continuous sample functions and locally
bounded second moment on 0D, it is shown in this paper that
the differential system has a strong solution. Pathwise
uniqueness of solution is established under the assumption
of the Lipschitz condition.

0. Introduction. Recently several papers on stochastic integrals
in the plane have appeared (see [2], [3], [9], [11] and [13]). In the
present paper we treat stochastic differential equations in the plane.
The domain of definition of the stochastic integrals and stochastic
differential equations we consider is the positive quadrant D =
[0, ) X [0, =) in which a partial order (s, ) < (u, v) for s < u and
t < v is introduced. The object of our study is a stochastic differ-
ential equation of the type

dX(s, t) = als, t, X)dB(s, t) + As, t, X)dsdt ,
or, to be precise,
0.1) X, t) — X(s, 0) — X(0, t) + X(0, 0)
alu, v, X)dBu, v) S[ Bu, v, X)d(u, v)

0,81 [0,¢]

S[O,s] x[0,¢]

where B is a 2-parameter Brownian motion on a probability space
(2, %, P) and the domain D. The precise defininions of B and the
two stochastic integrals appearing on the right side of (0.1) are given
in §2. The case in which the coefficients of the stochastic differen-
tial equation depend on X only to the extent that they depend on
X(s, t), i.e., the stochastic differential equation

dX(s, t) = a(X(s, t))dB(s, t) + b(X(s, t))dsdt
was treated by Cairoli [2]. The coefficients @ and B in our equation
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(0, 1) are real valued functions on D x W where W is the space of
all real valued continuous functions on D. We impose certain measur-
ability conditions on a and g8 so that a(s, t, X) and B(s, t, X) depend
only on that part of the sample function of X which preceeds (s, t)
in the sense of the partial order <.

Let (2, %, P; 5s.) be a probability space with a family of sub-o-
algebras §, ., (s, t) € D, satisfying the usual conditions (see Definition
1.1 in §1). For brevity we call (2, &, P; &.,.) an equipped probability
space. By an £, , Brownian motion we mean a 2-parameter Brownian
motion on (2, §, P; &,,.) and D which is §, , adapted. In §2 we define
stochastic integrals of square integrable stochastic processes with
respect to an §,, Brownian motion and state some well-known facts
about such stochastic integrals in a way suitable for our use in
treating the stochastic differntial equation (0.1).

By a boundary stochastic process we mean a 2-parameter sto-
chastic process whose domain of definition is the boundary oD of D.
Consider an equipped probability space (2, %, P; .. with an J,,
Brownian motion B with 6B =0 on it. In §3 we show that if the
coefficients a and B in (0.1) satisfy the Lipschitz condition (3.3) and
the growth condition (3.4) in § 3, then for every boundary stochastic
process Z which is %,, adapted and has continuous sample functions
on 6D and bounded second moments on every bounded subset of 6D
there exists a 2-parameter stcochastic process X which is §,, adapted,
has continuous sample functions on D and bounded second moments
on every bounded subset of D and satisfies (0.1) and the boundary
condition 0X = Z. Strong solutions of stochastic differential equations
were discussed in Liptzer and Shiryaev [7] and Watanabe [10]. In
§ 3 we define strong solutions for stochastic differential equations in
the plane. In Theorem 3.12 we show that under the assumption of
the conditions (8.3) and (3.4) on the coefficients a and 8 in (0.1) a
strong solution exists. Regarding the uniqueness of the solution of
(0.1), Theorem 3.8 shows that under the assumption of (3.3) on «
and B, the boundary condition ¢6X = Z determines the solution X of
(0.1) almost surely.

1. Stochastic processes and Martingales in the plane. Through-
out this paper the domain of definition of a stochastic process in the
plane is the set D = [0, o) X [0, o). We write 0D for the boundary
of D as a subset of (—oo, o) X (— oo, ) relative to the Euclidean
topology. In D we introduce a partial order < by writing

(s, t) < (s, t') when s<s and t=t.
We write
(s,t) << (s, t) when s<s and t<t.
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A transformation @ of D into a set with a partial order < is said
to be increasing if

(5, t) < (s, t)y=p(s, 1) < p(s', t') .

A measurable transformation of a measurable space (S, %, into
another (S, ¥,) will be called an 9/, measurable transformation.
We write B(S) for the c-algebra of Borel sets in a topological space
S. For the Lebesque measures on (Rf, B(RF)) for k=1,2, --- we
use the generic notation m,.

By a 2-parameter stochastic process on a probability space (2, F, P)
we mean a transformation X of Dx 2 into R in which (s, ¢, ) is
T/ B(R) measurable for every (s,t)eD. At times we write X,, for
X(s, t, -). By a boundary stochastic process on (2, §, P) we mean a
transformation Z of 0D X £ into R in which Z(s, ¢, -) is F/B(R)
measurable for evey (s, t)€0D. When X is a 2-parameter stochastic
process its restriction to 0D x 2 is a boundary stochastic process
and we write 0X for it. For two random variables & and % on (2, §, P)
we write ¢ = 7 when &w) = 9(w) for a.e., e 2. We say that two
2-parameter stochastic processes X and Y are equivalent and write
X = Y when X(-, -, w) = Y(-, -, ) for a.e. we 2. The equality of
two boundary stochastic processes is defined in the same way.

DeriNiTION 1.1. Let {§,., (s, ) € D} be a system of sub-g-algebras
of § in a probability space (2, %, P). We call

("(29 %y P; %s,t) = (‘Qy %) P: {%s,t; (S; t) eD})

an equipped probability space if

1° (2, %, P) is a complete probability measure space,

2° %K., (s,t)e D} is an increasing system in the sense that
(s, &) < (s, ¢') implies F,,, C Fy,vry

3° ,, contatins all the null sets in (2, §, P),

4° {F,., (s, t)e D} is a right continuous system in the sense that
for every (s, t)e D

%s,t = n %’s’,t’ s
(s,8) << (s’,2")

50 for every (Sy t) € D’ %su = O'(Uve[(),m) %s,v) and %‘,t E0~(L¢'u€[(),<>°) %u,t)
are conditionally independent relative to %, .. ™

A 2-parameter stochastic process X on an equipped probability
space (2,5, P;3...) is said to be %, , adapted if for every (s, ¢)e D,
X(s, t, ) is &, ./B(R) measurable. Similarly a boundary stochastic
process Z is said to be §,, adapted if for every (s, t)eaD, Z(s, t, -)
is ¥,/ B(R) measurable.
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DEFINITION 1.2. A 2-parameter stochastic process X on an equip-
ped probability space (2, &, P; F.,.) is called a 2-parameter martingale
relative to {§,., (s, t) e D} if

1° X is &, adapted,

2° E[X,.|]] <  for every (s, t)e D,

3° E[X,.|8.:] = X,, whenever (s, t) < (s, t').

A 2-parameter martingale X is said to be square integrable if
4° E[X?,] < « for every (s, t)eD.
It is said to be right continuous if
5° limgsr,t,)_,uﬁ; X, (@) = X, (w) for all (s, t) e D for (s, t) < (s, t)

s,t)<(s’,

a.e wel. O

DEFINITION 1.3. Given an equipped probability space (2, ¥, P; F...),
we write I,($,,.) for the linear space of equivalence classes of right
continuous square integrable martingales X on (2, %, P; .. with
0X =0. We write () for the collection of X € IM,(F, ,) such that
(-, -, @) is continuous on D for a.e. we 2. O

DeFINITION 1.4. For X e I,(H..), we write

(1) |X| = (BIXz]" for (s,t)eD),
(2) | Xlr = | Xz, for Tel0, ),
(3) 1X]= 5 24 XLAY O

PROPOSITION 1.5. IM,(%F,.) s a Banach space relative to the norm
|| and M(F,,,) is a closed linear subspace of My(F,..). O

ProPOSITION 1.6. If a sequence {X'",n =1,2, ---} tn JMy(F,,)
converges to some X in My(F,,.), then for every T >0
P—lim{ sup | X% — X,.,}=0
n—>00 (s,t)<(T,T)
and there exist a subsequence {m} of {n} and a null set N in (2,5, P)

such that
lim X™(s, t, w) = X(s, t, w)

m—oco

uniformly on every bounded subset of D when @ e N°. 0
2. Stochastic integrals in the plane.

DEFINITION 2.1. Givenan equipped probability space (2, F, P; &...),
by an §,,, Brownian motion on (2, §, P; §.:) we mean a 2-parameter
stochastic process B on (2, E, P) and D which satisfies the following
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conditions:

1° Every sample function of B is continuous on D.

2° For every finite rectangle of the type 4 = (¢, "] x (¢, t'] € D
the random variable B(4) defined by

B(4) = B(s", t") — B(s', ") — B(s", t') + B(s', 1)

is destributed by N(0, (s” — s")(t" — t')).

3° For every finite collection {4, ---, 4,} of disjoint rectangles
of the type above, the system of random variables {B(4,), ---, B(4,)}
in an independent system.

4° B is an §,, adapted stochastic process.
We write 0B = 0 for a 2-parameter Brownian motion B when every
sample function of B vaninshes on oD. 1

DEFINITION 2.2. A 2-parameter stochastic process X on a prob-
ability space (2, §, P) and D is called a measurable process if it is
o(B(D) x F)/B(R) measurable. A 2-parameter stochastic process X
on an equipped probability space (2, F, P; &..) and D is said to be
progressively measurable if for every (s, t) e D the restriction of X
to [0, s] X [0, t] x 2 is a(B([0, s]'x [0, t]) X F,,.)/B(R) measurable. [l

PROPOSITION 2.3. Let X be an §,,, adapted 2-parameter stochastic
process on an equipped probability space (2,F, P;F..). If every
sample function of X is right continuous i.e., for every we 2

lim X(u,v, w) = X(s, t, ) for (s,t)eD,

(w v)—(s 1)
(s t)<(u v)

then X 1s progressively measurable. The same holds when every
sample function of X is left continuous.

DEFINITION 2.4. By %,(F.:), » = 1, we mean the linear space of
equivalence classes of 2-parameter stochastic process @ on an equipped
probability space (2, %, P;%..) and D which satisfy the following
conditions:

1° @ is ., adapted.

2° @ is a measurable process.

3° For every T >0

101, = B| |

For @€ 8,3, we define

\B(s, £, ) "m,(d(s, t))]”” < o

[o,71x[0,71

lol, = Sz M), AL,
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and for (s, t)e D we define

1@ ioer = B[ | 1000, 5, rmdis, )] 0

fo,s1xfo,t]
It is easy to verify that ||-||, is a norm on 2,(%,. and 2,(%..)
is a Banach space relative to this norm.

PROPOSITION 2.5. Consider the space &,(F.,.), » = 1, on an equip-
pved probability space (2,F, P;B...). Every member of 2,(F..) has a
progressively measurable version. In fact if @ is a 2-parameter
stochastic process on (2,5, P;%..) which satisfies the conditions 1°,
2°, 3° of Definition 2.4, then there exists a null set N in (2,5, P)
such that if we define

lim sup h—zs
hlO [s—h,sIx[t—h,t]

for (s,t)eD and w®wecN°,
0 for (s,t)eD and weN,

O(u, v, @)m(d(u, v))
U(s, t, w) =

then ¥ satisfies 1°, 2°, 3° of Definition 2.4, and 1s progressively
measurable and ¥ =@ i.e., U(-, -, w) = 0O(-, -, ) for ae. we 2. []

DEFINITION 2.6. By %(%.. we mean the linear space of equiva-
lence classes of 2-parameter stochastic processes @ on an equipped
probability space (2, %, P;%...) and D which satisfies the following
conditions:

1° @ is %, adapted.

2° @ is a measurable process.

3° @ is bounded in the sense that there exists M > 0 such that

|@(s, t, w)| < M for (s,t)eD and ae. weQ.

4° There exist 0 = sf < s} < .-+ with lim, .8 = « and 0=
tf <t} < .-- with lim; . tf = o such that

D(s, t, w) = O(s¥, tF, ®) for (s, t)elsf, sk x [tF, thHy),
4,7=20,1,2 --- for ae wel. []

Clearly £(%...) € &.(H,,,) for p = 1.

PROPOSITION 2.7. For every p =1, &(F,.) is dense in 2,(F..)

relative to the metric associated with || -|,, i.e., for every @ € L, (F...)
there exists o sequence {D,, n=1,2 ---} in L(F,. such that
lim, .. [|®, — @, = 0. [

DEFINITION 2.8. Let B be an 5., Brownian motion on an equipped
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probability space (2, &, P; F.,.) and let @ be a 2-parameter stochastic
process of the class (... represented as

(1) @, t, @) = O(sf, tf, @) for (s, t)elsf, sk x [EF, ),
,7=0,1,2,--- and weN°,
where N is a null set in (2, %, P). The stochastic integral I(®) of
@ with respect to B is a 2-parameter stochastic process on (2, &, P; Fs.)
and D defined as follows:
For (s, t)e D, say, (s, t)e[sk_,, sk) x [t¥_, ) let
(2) (s, =8 for 1=0,1,---, m—1 and s,=s
t;=1tf for j=0,1,.---,m—1 and ¢, =1
and
gDi,j(a)) = Q(Siy tjy CQ)) for 1= 0: 1’ P /(3
j=12,---,n and weN°,
(3) Bi,j(w) = B((sz—ly Si] X (tj——ly tl])(w)
for ¢=1,2 ---, m;
j=1,2 ---,m and wef.
We define

{

(4) I(@)s, t, @) = {7
0 for weN. 1

S P @)B,@) for weN,

1=t

M§

Il

COROLLARY 2.9. I(®) as defined above for @ in the class 2(F...)
has the following properties:

(1) IK®) does not depend on the representation (1) of @ in De-
finition 2.8. Also, if @ and ¥ are equivalent so are I(®) and IT).

(2) I(D) is an F,. adapled process.

(8) Ewvery sample function of I(®@) is continuous on D.

(4) E[(@)s, t, )< from every (s, t)eD (from the bounded-
ness of @).

(5) o[l(®)] = 0. L]

ProrosiTION 2.10. (@) as defined im Definition 2.8 for @ in
the class 8(F,.) is a 2-parameter martingale of the class MF,..). [

PROPOSITION 2.11. Let I(®) be as in Definition 2.8 for @ in the
class L(B,..). Then

(1 ) !I(@)!(s,t) = H @ sz(syt) fOT e/Ue’i"y (S; t) € D

so that in particular
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(2) (@), = | @], for every T >0
and
(3) (@) = [|®], . O

Let @ be a 2-parameter stochastic process of the class 2.(%,.)
and let B be an &,, Brownian motion on an equipped probability
space (2, %, P; F.)- According to Proposition 2.7 there exists a se-
quence {@,, n =1,2, ---} of 2-parameter stochastic processes of the
class &/(g,,.) satisfying the condition lim,_.. ||®, — @|l, = 0. According
to Proposition 2.10 the stochastic integral I(®@,) of @, with respect
to B is a 2-parameter martingale of the class My, and according
to Proposition 2.11 |I[(?,) — I(®)| = ||®,, — @, |l, so that {[(D,), n =
1,2 ---} is a Cauchy sequence in IMy($,,). Since Ji(F, ., is a com-
plete metric space by Proposition 1.5, there exists a 2-parameter
martingale of the class 9;(%,.), which we denote by I(®), such that

(2.1) liﬁmll(%) — K@) =10.

Observe that if {@,, n =1, 2, ---} is another sequence of 2-parameter
stochastic processes of the class &(%, ,) such that lim, ... |®@], — @|, = 0
and if I(@') is a 2-parameter martingale of the class MM (F, . such
that lim,_..|I[(®,) — I(®")] = 0 then by considering the sequence
{9, @), ®, @, ---} we conclude that I(@) = I(@) in M(%,.) i.e., the
two 2-parameter stochastic processes I(®) and I(@') are equivalent.

According to Definition 2.8 every sample function of I(®,) is
continuous on D. By Proposition 1.6 there exists a null set N in
(2, %, P) and a subsequence {m} of {n} such that

(2.2) lim 1(2,)(s, t, ®) = I(D)(s, t, ®)

uniformly on every bounded subset of D when we N° so that
I(®)(-, -, w) is continuous on D for we N°. Let us define

(2.8) I(@)s, t, ) =0 for (s,t)eD when weN.

Then every sample function of I(@) is continuous on D.

DeFINITION 2.12. By the stochastic integral of a 2-parameter
stochastic process @ of the class €(%,.) with respect to an ..,
Brownian motion B on an equipped probability space (2, F, P;F...)
we mean the 2-parameter martingale I(®) of the class (. ,) defined
by (2.1), (2.2) and (2.3). We also use the notation

(2.4) O(u, v)dB(u, v) for K®)s,t, -) for (s,t)eD. [

S[o,s]x[o,z]
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Note that from lim, .| ®,], =[], lim, ..|[(®,)]|=|I(®)| and

®,]. =1I(®,)] for n =1,2, ---, we have

(2.5) HH(®)] = [[2]]; -

This implies

(2.6) 1 I(D))e,y = | @l s,y for every (s, t)eD .

Given an equipped probability space (2, F, P; &...), let ¥ be a 2-
parameter stochastic process of the class %,(%,.). By Proposition 2.5
we assume that ¥ is a progressively measurable version. By 3° of
Definition 2.4 there exists a null set N in (2, §, P) such that

S[ (st @)(my(d(s, ) < o for all T>0 when weN°.
0,71x[o,T

Let us define a real valued function J(¥) on D x 2 by

o W, v, @mud, v)
f0,51%[0,]

for (s,t)e D when weN°,
0 for (s,t)eD when weN.

2.7  JF)s, t, 0) =

The measurability of ¥ and the fact that Ne$ imply that J(¥) isa
stochastic process on (2, &, P) and D. The progressive measurability
of ¥ and the fact that Neg,, for every (s, t) €D imply that J(¥)
is an %,,, adapted process on (2, §, P; %...)- Also by (2.7) every sample
function of J(¥') is continuous.

DEFINITION 2.13. By the stochastic integral of a 2-parameter
stochastic process ¥ of the class £,(§.,,) with respect to the Lebesgue
measure we mean the g, , adapted 2-parameter stochastic process J(¥)
on (2,5, P; %, defined by (2.7). We also use the notation

(2.8) U(u, v)d(u, v) for J)s,t, -) for (s,t)eD. [

S[D,S]X[O,t]
3. Stochastic differential equations in the plane. The follow-
ing function spaces are needed in the definition of our stochastic
differential equation and its solution.

Let W be the collection of all real valued continuous functions
w on D. Let

Ow(W,, wy) = ki”‘ 27 ma)}f lw,(s, t) — wy(s, )| A1} for w, w,e W.
=1 (k, k)

(s,8) < (k,

Then p, is a metric on W and W is a separable complete metric
space relative to p,. A sequence {w,, » =1,2, ---} in W converges



226 J. YEH

to we W in the metric p, if and only if w, converges to w uniformly
on every bounden subset of D.

Let 3 be the collection of cylinder sets C in W of the type
C = {we W; w(s, t)e £} for some (s, t)e D and Ec B(R). Then3 c W
and in fact for the c-algebra B(W) of Borel sets in the metric space
W we have

BW) = o(8) .

For (s,t)eD let 8,, be the collection of the eylinder sets Cin W of
the type C = {w e W; w(u, v) € E} for some (u, v) < (s, t) and E < B(R).
We define

%s,t(W> = 0(83,z> .

Let oW and W be the collections of all real valued continuous
functions on 9D and [0, «) respectively. We define a metric o;, on
oW and metric o0 on W™ in the same way as we defined p, on
W. Then oW and W™ are separable complete metric spaces with
respect to p,, and ppw respectively. We write B(OW) and B(W™)
for the o-algebras of Borel sets in the two metric spaces.

PRrROPOSITION 3.1. For every transformation 6 of an arbitrary
measurable space (2,F) into the measurable space (W, B(W)) the
Sfollowing hold:

(1) 6 is F/BW) measurable if and only if for every (s, t)e D,
[6()](s, t) is an F/B(R) measurable transformation of 2 into R.

(2) For each (s,t)eD, 0 is F/B, (W) measurable if and only
iof for every (u, v) < (s, t), [6(-)](u, v) is an F/B(R) measurable trans-
formation of 2 into R. O]

Proof. Since (1) and (2) can be proved in the same way let us
prove (2) here. Let (s, t)e D be fixed.

To prove the necessity of the condition, note that since the
transformation of W into R defined by w — w(u, v) is B, (W)/B(R)
measurable for every (u, v) < (s, t) assumption of the §/B, (W) meas-
urability of ¢ implies the F/B(R) measurability of [6(-)](u, v).

To prove the sufficiency of the condition suppose that for every
(u, v) < (s, ), [0()](u, v) is an F/B(R) measurable transformation of
2 into R. Let Ce3,, be given by

C={we W; w(u, v)e £} where EcBR).
Then from the F/B(R) measurability of [4(-)](u, v),
0C = {we 2;[0(@)(u, v)e K} F .

From the arbitrariness of Ce 8, we have 67'(8,)CH and therefore
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07'(B,,(W)) = 67(0(8,,1)) = 6(67(B.,.) C F
i.e., 0 is $/9,,(W) measurable. ]

DEFINITION 3.2. We write M(D x W) for the collection of all
real valued functions @ on D x W satisfying the following measur-
ability conditions:

1° «a is a o(BD) x B(W))/B(R) measurable transformation of
D x W into R.

2° For every (s,t)eD, a(s, t, -) is a B, ,(W)/B(R) measurable
transformation of W into R. O

DErFINITION 3.3. Let a, B3e M(D x W). By a solution of the
stochastic differential equation

(3.1) dX(s, t) = a(s, t, X)dB(s, t) + B(s, t, X)d(s, t)

we mean a system of two 2-parameter stochastic processes (X, B) on
an equipped probability space (2, F, P; F...) satisfying the following
conditions:

1° B is an %,, Brownian motion with 6B = 0.

2° X is an §{,,, adapted process whose sample functions are all
continuous on D.

3° If we set

D(s, t, w) = a(s, t, X(+, -, w)) for (s,t,w)eD x Q2
U(s, t, ) = B(s, t, X(+, -, w)) for (s,t, w)eD x
then @ and ¥ are in the classes £,(%,,.) and £,(%,.) respectively.
4° With probability 1
(3.2) X(s, t) — X(s, 0) — X(0, t) + X(0, 0)
a(u, v, X)dBw, v) + | g, v, X)d(u, v)

[0,s1x[o0,%]

for all (s,t)eD. []

S [0,s1x[o0,¢]

REMARK 3.4. The condition 2° of Definition 3.3 is equivalent to
the condition that X is an $/B(W) measurable transformation of 2
into W and furthermore for every (s,t)eD, X is an %, ./98, . (W)
measurable transformation of 2 into W. O

REMARK 3.5. @ and ¥ as defined in 3° of Definition 3.3 are
measurable and §,, adapted processes on (2, §, P; &.:). The assump-
tion in 8° that ® and ¥ are in the classes 2,(%..) and 2,(g.. respec-
tively implies according to Proposition 2.5 that they have equivalent
processes on (2,%, P; .. which are progressively measurable.
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Therefore we shall always assume that @ and ¥ themselves are pro-
gressively measurable. O

DEFINITION 3.6. A solution (X, B) of the stochastic differential
equation (3.1) on an equipped probability space (2, F, P; §...) is called
a strong solution if there exists a transformation F of 6 W x W into
W satisfying the following conditions:

1° F is o(BOW) x B(W))/B(W) measurable.

2° For each zecoW, Flz, -] is a B,, W)/, (W) measurable
transformation of W into W for every (s, t)e D.

3° With the boundary stochastic process 0X of X we have

X(-, -, w) = F[6X(-, -, w), B(-, -, ®)] for a.e. wec®. ]

DEFINITION 3.7. We say that the solution of the stochastic dif-
ferential equation (3.1) is pathwise unique if whenever there are two
solutions (X, B) and (X', B) with the same B on the same equipped
probability space (2, §, P; §...) such that 6X = 0X’, then X = X'. []

As sufficient conditions for the pathwise uniqueness of the solu-
tion and for the existence of a strong solution of the stochastic
differential equation (3.1) we have the following Lipschitz condition
and growth condition on the coefficients «, 8 in (3.1): There exists
a Borel measure A on D which is finite for every compact subset
of D and satisfies the condition that for every T > 0 there exists
L, > 0 such that

(33) ’(X(S, tr 7/0) - a(sy t: ’W')’z + [/8(87 t; w) - B(S; t, w’)|2
S Lof| e, v) — i, ) A, 0)

[0,s1x[o0,t}

+ [w(s, 1) — w'(s, OF

3.4  als, ¢, w) + |B(s, ¢, w)f

< Lef] w0, o) + luts, OF + 1}

[0,s1x[o0,2]
for all (s, t) < (T, T) and w, w'e¢ W. We shall show by the method
of successive approximation that (3.3) ensures the pathwise unique-
ness of the solution and that (8.3) and (38.4) together ensure the
existence of a strong solution for (3.1).

THEOREM 3.8. If the coefficients a and S in the stochastic dif-
ferential equation (3.1) im Definition 3.3 satisfy the Lipschitz con-
dition (3.3) thenm its solution is pathwise unique. 1
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Proof. Let (X, B) and (X', B) be two solutions of (3.1) on the
same equipped probability space (2, §, P;§.,.) with 0X =0X'. We
proceed to show that X = X'. Since the sample functions of X and
X’ are all continuous on D, it suffices to show that for each (s, t)e D
we have X(s, t) = X'(s, t), i.e., X(s,t, w) = X'(s, t, ) for a.e. we Q.
We shall show this by showing

(1) P{{X(s,t) — X'(s,t)| >0} =0 for every (s,t)eD.

Now since both X and X'’ satisfy (3.2) and since 0X = 0X’, we
have with probability 1

(2)  Xe,H-X60=|  {awuv,X) - a v, X)dBu, v)

f0,s1x[0,t1
{B<uy v, X) - B(U/, v, X,)}d(uy U)
for all (s,t)eD.

S[O,S]X[O,t]

For each positive integer N and (s, t)e D let
(3) Al,={we® sup (X, v, o)} + [X'(u,v, ®)[) = N}.

(u,v)<(s,t)
Since |X| and |X'| are §,. adapted processes on (2, %, P;%..),
| X(u, », -)| and | X'(u, v, -)| are %,,, measurable random variables for
every (u,v) < (s,t). This implies that AY, e, . for each (s, ¢)e D.
Let us write X(-, A) for the characteristic function of a subset A of
2 and consider the {0, 1} valued 2-parameter stochastic process IV
on (2, %, P;%.,.) defined by

(4) I%(s, t, w) = X(w, AY,) for (s, t,w)eD x Q.

Since Al,e%.. for every (s,t)eD, IY is an $g,, adapted process.
Also since the sample functions of | X| and |X'| are all continuous
and since for every we 2 the function f, defined by

Jols, ©) = sup )(}X(u, v, )" + [ X'(u, v, ) ") for (s,¢)eD

(u,2) <(8,¢

is an increasing function on D in the sense of the partial order <,
each sample function of IV is left continuous in the sense that

lim IY(u, v, w) = I%(s, t, ) for (s,t)eD .
(u,v)—(8,t)
(u,v) <(s,t)

Therefore by Proposition 2.3, I” is a progressively measurable process
on (2,5, P;%...)- Now

{X(a)’ Aévt)}2 = X(a); Agt)

and
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(u, v) < (s, 1) = Ai, D AT, = Xw, A )X, A7) = o, AY,)

and consequently

(5) {IN(SI t’ w)}z = IN(S’ t’ w) ’
(6) (u, v) < (8, 1) = I"(u, v, ®) = I"(s, 1, W) ,
(7) (u, v) < (s, 1) = I"(u, v, @)I"(s, t, @) = I"(s, t, W) .

By (2), (5) and (6) we have with probability 1

IV(s, ){X(s, t) — X'(s, )
= 2I%(s, UL, F + (JW)(s, 0)F]  for all (s, 8)eD

where @ and ¥ are defined by
(8) @(39 t; 0)) = IN(S, t’ w)[a(sy ty X(, *y (1))) - a(s; ty X’<': %y (l)))] ’
(9) w(sy ty CU) = IN(37 t7 a))[le(s’ t) X(; Ty 0))) - B(Sy tr X’(" ) C()))]

for (s,t, w)eD x 2 and I(@) and J(¥) are stochastic integrals of @
and ¥ with respect to the $,, Brownian motion and the Lebesgue
measure respectively as in (2.4) and (2.8) of §2. Note that by 3°
of Definition 3.3, ® and ¥ are 2-parameter stochastic processes on
2, B, P;B,,.) of the class &%, and &,(F,,.) respectively. From the
last inequality we have

(10)  ETI(s, ){X(s, t) — X'(s, O))']
S 2E[[1(D)(s, 8)°] + 2E[|J(T)(s, V)] for (s,t)eD.
Let us show that for every (s,t)e D, ® and ¥ are bounded on
[0, s] x [0, t] x 2. Consider @ for instance. Let T > 0 be so large
that (s, t) < (T, T). By applying (5) and the Lipschitz condition (3.3)
to (8) we have for every we Q
|O(u, v, ®)[*

< I'"(u, v, w)LT{S | X/, v', @) — X'(w', v, o) ’\(dw, v'))

[0,21x[0,2]
+ | X(u, v, ®) — X'(u, v, w)[ﬁ} for (u, v) < (s, 1) .
Taking I”(u, v, w) under the integral sign for the first term on the
right side and then recalling (4) and (3) we have for every we 2
[@(u, v, ®)|* < LA2NN(O, s] x [0, t]) + 2N} for (u,v) < (s, t).

This proves the boundedness of @ on [0, s] x [0, {] x 2. The same
estimate holds for ¥. Also this implies in particular that ¥ belongs
not only in the class £,(%,.) but also in the class 2,(%,..)-
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Returning to the stochastic integral I(®) we have by (2.6) in § 2
and the Fubini theorem

(11) E[ 1(9)s, )] = S ET|@(u, v) [Flmy(d(u, v)) .

[0,s1x[0,¢]
For the stochastic integral J(¥') we have by the Schwarz Inequality
and the Fubini theorem

(12)  EfJ@)s, )] = st S[ E[[¥(u, v, -)["Im(d(u, v)) .

0,51x[0,t]

Using (11), (12) in (10), applying (3.3) and recalling that I"(u, v) <
I*(w, »") for (w, v") < (u, v) by (6) we obtain

(18) ELI"(s, X (s, 1) = X'(s, O]
s21+s0)| B[00+ ¥, ) lmd, v)

[0,s1x[o0,¢

§ 2(1 + St>LT§[0,s]X[o,t] El:g[o,u]x[o,v] IN(u" 1)')
X AX W, v") — X'(w', v )INd(W, v'))
+ P, )XW, ) — X, ) (A, o)

for (s5,t) < (T, T).
Let

(14) ¢(s, t) = sup )E[IN(u, v){X(u, v) — X'(u, v)] for (s,t)eD.

(u,v) <(s,t

Using (14) in (13) we obtain
E[I7(s, ){X(s, t) — X'(s, )}

<201+ TILOO, T % [0, T) + B e, v)mald(u, v)

[0,s1x00,¢

for (5, 0)<(T,T).
Since ¢ is nonnegative, the last inequality implies
E{I7(u, v){ X, v) — X'(u, v)}*]

<201+ TOLMO, TIx [0, Th + 1]

for (u,v)<(s,t)<(T, T).

: c(w’, v)ym (d(u’, v'))

Taking the supremum over (u, v) < (s, t) on the left side we have
by (14)

15)  ofs, &) = 2(1 + THLANMIO, T x [0, T]) + 1}

S[O N c(u, vim(d(u, v)) for (s,t) < (T, T).
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Now for every T > 0, the Borel measurable function ¢ on D is
bounded on [0, T'] x [0, T'] since

c(s,t) = (T, T) < = for (s, t)<(T,T)

by (14), (10) and the boundedness of @ and % on [0, T'] x [0, T] x Q.
For brevily let us write

a = 2(1 + THL0, T]1 % [0, T]) + 1} .

Then by iterating (15) n times we have

c(s, 1) = a”*‘g C(Uptry Vytr)

[0,sIx[0,¢] S[o,ullx[o,vll o S[o,u%]x[o,un]
X M (A (Uty Viprr)) =+ ML (A(Us, v2))M(d(Uy, v1))

il (st)™*!
=< a""¢(T, T){(n P for (s,0) < (T, T).

Since this holds for every positive integer » and since T > 0 is
arbitrary, we have

e(s,t) =0 for (s,t)eD.
Using this in (14) and recalling (4) we have
E[X(-, AV ){X(s,t) — X'(s5,0)}*] =0 for (s,t)eD.
Since the second factor in the expectation is nonnegative, the last
equality implies
{we ;| X(s,t, w) — X'(s, ¢, w)| >0} < (AF ) U AF, for (s, t)eD
where A}, is a null set in (2, %, P). Thus
(16) P{X(s, t) — X'(s, t)| > 0} < P((A7,)) for (s, t)eD .

Since {AY,, N=1,2 ---} is a monotone increasing sequence of sets,
{P((AY ), N=1,2, ---} is a monotone decreasing sequence of non-
negative numbers. To show that it actually converges to 0, assume
the contrary. Then there exists ¢ > 0 such that
P (A3)°) = lim P(A2)) = .
N N—oo

In other words

Plwe2; sup (| X(u,v,®)?+ X' (u, v, ®)]") > N for all N} = ¢,

(i, v) <(s,t)
ie.,

Plwe2; sup (X(u, v, ) + |X'(u, v, )f) = ) = ¢.

(u,v) <(s,t)
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This contradicts the fact that the sample functions of X and X' are
all continuous on D and consequently the supremum in the above
expression is finite for every we 2. Therefore

17) lim P((47)7) = 0.

Letting N — « on the right side of (16) and applying (17) we have
1. ]

DEFINITION 3.9. Given an equipped probability space (2, 5§, P; 8..¢),
let L:(%.,.) be the collection of 2-parameter stochastic processes X on
(2, 8, P; %,..) which satisfy the following conditions:

1° X is §,,. adapted.

2° Every sample function of X is continuous on D.

3° For every T >0

v(T; X) = sup E[X(s, )] < oo .
(s, =<(T,T)
Let Ly($,./0D) be the collection of boundary stochastic processes Z
on (2,%, P;%..) which satisfy the following conditions:

4° Z is §,. adapted.

5° Every sample function of Z is continuous on oD.

6° For every T > 0

V(T3 Z) =  sup E[[Z(s )] < . ]

(s
(8,t)edD

Note that if X is in Li(g, ), then X is of the class Z(H...)-

LemMA 3.10. Let (2,3, P; B...) be an equipped probability space
on which an F,, Brownian motion B with 0B = 0 exists. Suppose
that the coefficients o and B im the stochastic differential equation
(3.1) in Definition 3.3 satisfy the growth condition (3.4). Let Ze
Ly($%,..|10D) be fixed.

For every X € L($,,,) define a 2-parameter stochastic process tX
on (2,3, P;&..) by

(1) (2X)(s, ) = —Z(0, 0) + Z(s, 0) + Z(0, t)

S a(u, v, X)dB(u, v)
[0,s1x[0,¢1

S[ . B, X, v) for (s,0)eD.
0,s1x10,t

Then
( 2 ) TXG L;(%s,t) .
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With the transformation 7 of Li(F..) into itself as givem above,
define a sequence { X, 1 =0,1,2, :--} in Li(%,. by

XO(s, t) = —Z(0, 0) + Z(s, 0) + Z(0,t) for (s,t)eD,

3
(3) X9, t) = (X V)(s,t) for (s,t)eD and i=1,2, ---.

Then for every T > 0 there exists M, > 0 such that
(4) sup E[[ XY, )l = M, for ¢=0,1,2, ---. |

(8,t)<(T,T)
Proof. Let Xe Ly(%... As we saw in Remark 3.5, the fact that
a, BeM(D x W) and X is an %,, adapted process whose sample
functions are all continuous on D implies that the two 2-parameter
stochastic process @ and ¥ on (2, §, P; &.,.) defined by

{@(87 t, a)) = a(S, t: X(r “ (l)))

(5) s, t, w) = B(s, t, X(+, -, ®))

are ¥, , adapted and measurable processes. Furthermore the assump-
tion that a and B satisfy (3.4) implies that @ and ¥ are both of the
class &(%,,.). In fact for every T > 0 we have by (3.4)

6) B[ (06 08+ ¥ 0fmades, 0) |
= E[S[o,ﬂx[o,ﬂ LT{S[o,s]x[o,t] ]X(u’ 1))[27\,(07,(%, v)

+ | X(s, OF + 1fmuds, ¢) |
< Lyly(T5 )00, T1x [0, T]) + 1} + 1T < o= .

Now that @ and ¥ are of the class %,(%,,,) the two stochastic integrals
in (1) exist and ¢X is defined. Clearly zX is an %, ., adapted process
whose sample functions are all continuous on D.

To show that ¢X is in Li(%,,,) it remains to verify that for every
T7>0
(7) _sup E[|(=X)s, )] <
This can be shown by the same kind of estimates used in (6). How-
ever we shall obtain a more precise estimate than (7) which is needed
in proving (4) and at the same time implies (7). First of all, for
any X e Li{($,,.) there exists a nonnegative Borel measurable function
A(s, t; X) for (s, t) < (T, T) which is increasing in the sense of “<”
in D and satisfies the condition
(8) sup E[lX(u N +1Z A, 6, X) for (s, 8) <(T,T).

(u,2) < (8,1
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Indeed the fact that X is in L%, implies that
sup E[|X(u, )] < v(sVH; X)

(%, v} <(s,1)
so that if we define
A, t; X) =v(sVE; X)+1 for (s,8) <(T,T),
then A(-, -; X) is increasing in the sense of “<” in D and (8) holds.
We show next that for any increasing function A(-, -;X) on
[0, T] X [0, T] which satisfies (8) we have
(9) E(cX)6 01 <5300 2) + B |

for (s, t) < (T, T)

A, v; Xom(d(w, o)}

where
(10) B, = (1 + THL ([0, T] x [0, T]) + 1} .
Clearly (9) and (10) imply (7). To prove (9) note that from (1) and (5)

| X)(s, ) = 5{Z(0, 0)[ + [ Z(s, 0)" + [ Z(0, ) [ + [L(D)(s, B)|?
+ [J@)s, )} for (s, ¢) < (T, T)

and therefore by (11) and (12) in the proof of Theorem 3.8 and then
by (3.4) and (8) we have

B[z X)(s, ¥)
ss{sms )+ | B0 o) fimud, v)

[0,s1x[0,¢}

+ot| B, ) Flmud, o)

(01001
< 5{37(1’; Z) 4+ (1 + st) S[OYM’” E[la(u, v, X)I!
+ 180, v, ) [Imy(d(w, v)}
= 5{30(T3 2) + (L + TOL, S[WM E[S[OYM]X[M];X(u', ol
< Md (!, v) + | X, v)] + I]mL(d(u, o)}
< 5{39(T; 2) + (L + THLAMIO, T % [0, T]) + 1]
<\ Ao Xmud, o)}

which proves (9) in view of (10).
We now turn to the proof of (4) under the definition of
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(X%, 4=0,1,2, ---} by (3). Clearly X is an %,, adapted process
on (2, %, P;%..) whose sample functions are all continuous on D and
) ATX) = sup E[X"(s )]

< 8 sup {120, 0) + Z(s, 0) + |20, )3}

ST Z) < oo .

Thus X € Ly(%,,,). Then by (2) we have X ¢ L%, ,) fort=1,2, ---
also.
To prove (4) let us write for brevity

c=3T:-2)

and show by induction on 4 that
(12) E[| X%, t)] = 5{022 (6B,st) (k1) + 5 e + 1)(Byst)'(i!)*

+ 35 Bt (k)
for (5,6)<(T,T) and 1=1,2,---.
To show that (12) holds for 7 =1 let
A(s, t; X =8¢+ 1 for (s,0) < (T, T).

Then A is trivially a nonnegative Borel measurable function which
is increasing in the sense of “<” in D. Also by (11), A satisfies
(8) with X in the place of X so that by (9)

E[[ X (s, )['] = 5{c + (¢ + 1)Byst} ,

which is (12) for 7 = 1. Next assume that (12) holds for some posi-
tive integer 7. Define

As, t; X)) = 5{0 ;z;; (5B,st)* (k1) + 5:~Ye + 1)(Brst)(il)~

+,§5k—1(BTst)k(kx>~2}+1 for (s, t) <(T, T).

Then A is a nonnegative Borel measurable function which is increasing
in the sense of “<” in D and satisfies (8 with X in the place of
X. Thus by (9)

E[|X (s, )] < 5{c + B A, v; Xymu(d(u, v)}

S fo,sIx[o,¢)

{ (5Byst) (k1) + 5 + 1)(Byst)+[(i + 1)1

n g “{(Byst) (k! )~ }
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which is (12) for ¢ + 1. Thus by induction (12) holds for 7 =1, 2, - - -.
From (12) we obtain the simpler estimate

i

(18) E[[X%(s, )P = 5[3v(T; Z) + 1] ;Z& (56Byst) (k1)
for (s, ) < (T, T)

which holds not only for ¢ =1, 2, --- but also for « = 0 on account
of (11). From (13) we have (4) by setting

M, = 5[3v(T; Z) + 1] f‘, (BB, T k)™ < o .
This completes the proof of the lemma. ]

LemMA 3.11. Under the same hypothesis as in Lemma 3.10, as-
sume further that o and B satisfy the Lipschitz condition (3.3) also.
Then for every T > 0 there exists N, > 0 such that

E[ sup [(X)(u,v) — (X, v)[]

<N, § sup  E[| X/, v') — X'(u', v') [Flm(d(u, v))

[0,8]x[0,t] (u/,v") < (u,2)

for (s, 0) <(T,T) for any X, X'eLi3..) . [

Proof. Let X, X'e L{(§,,,). According to Lemma 3.10, zX and
X' exist in Li(%,.. Now from the defining equation (1) for 7 in
Lemma 3.10 we have
(1) E[ sup ) |z X) (%, v) — (zX')(u, v)|"]

(u,2) <(s,t

< 2B[ sup |I@)u, o) + 2] sup |[JW)(u, 0)f]

(u,2) <(s,t)

for (s, t)e D where

D(s, t, w) = afs, t, X(-, -, @) — afs, t, X'(+, -, ®))

(2) Vs, t, w) = B(s, 1, X(-, -, @) — s, t, X'C-, -, @)

and I(®) and J(¥) are the stochastic integrals of ® and ¥ with re-
spect to the %, , Brownian motion B with 0B = 0 and the Lebesgue
measure respectively. Note that by using (3.3) we have the same
kind of estimate as (6) in the proof of Lemma 3.10 for our @ and ¥
to show that they are of the class 2,(%..) and this ensures the exist-
ence of the stochastic integrals I(®) and J(¥).

Since I(®) is of the class I3 (F..), we have by the martingale
inequality (b) in Theorem 1.2 of [3] with p = 2 and then by (11) in
the proof of Theorem 3.8
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(3)  E[ sup |I(®)w, v)I'] = 6E[LP)s, )]

{u,v) <(

- 16ED D, v) Pm(d(u, v))] .
[0,s81x[0,¢]
For J(¥) we have by the Schwarz Inequality

T, V) T, vymad, v)|

] S[O,u]x[o,v]

Sl @, o) @, o)

=< stS [T, v") P (d(w, v7)
f0,51%10, ¢]
for (u, v) < (s, t) so that

(4) B[ sw V0w, o = sE[| 0, v im0

(u,v) < (8,

{0,s1x[0,¢]

Using (3) and (4) in (1) and applying (3.3), we have
E[ sup [(zX)(u, v) — (zX')(u, v)[]]

(#,0) < (s,t)

<@ +2E|| (100 0)F + T ) P, o) |

[0,sIx[0,¢]

< (32 + 2TLE| | {l | X, o) — X', v')
[0,81x[0,t] [0,u1x[0,v]

XMW, ) + | X, ) = X, ) ma(dlu, o) |
= (32 + 2T%)LAN0, T]1 x [0, TD + 1}
x S sup  E[|X(w, v') — X', o) Flmy(d(u, v)) -

10,81%x[0,2] (u’,v') <(u,)

If we let
Ny = (32 + THL N0, T] x [0, T]) + 1},

then the lemma is proved.

THEOREM 3.12. Suppose the coefficients a and B in the stochastic
differential equation (3.1) in Definition 8.3 satisfy the conditions
(3.3) and (3.4). Let (2,F, P;%...) be an equipped probability space on
which an F,, Brownian motion B with 0B = 0 exists. Then for
every Z e Ly, .|0D) there exists a strong solution (X, B) of (3.1) in
which X e Li(E,.) and 0X = Z. In fact there exists a transformation
F of 0W x W into W satisfying 1° and 2° of Definition 3.6 such

that
X(-, -, w) = F[Z(-, -, w), B(-, -, ®)] for a.e. we®R
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for all Ze Li($,,.|0D) and X e L{%,,,) in the corresponding solutions
(X, B) of (3.1) with 0X = Z. O

(Recall that according to Theorem 3.8 the condition 0X = Z
determines X in the solution (X, B) uniquely up to a null set in

(2,3, P))

Proof (1). Let Ze Ly($../0D). Define a sequence {X, 1=
0,1,2, ---} in L%, as in Lemma 3.10 by

XO(s, t) = —Z(0, 0) + Z(s, 0) + Z(0,t) for (s,t)eD,

1
(1) X, t) = (¢ X" V)(s,t) for (s,t)eD and ¢=1,2, ---.

By an iterated application of Lemma 3.11 and by the fact that for
any 3.,. adapted process Y on (2, F, P; ¥.,.) the inequality
(2) sup E[|Y(u, v)[] = E[ sup [Y(u, )] for (s,t)eD

) (u,v)<(s,t)

(u,v) < (s,

holds, we have for every T > 0 some N, > 0 such that
(3) E[ sup [X“(s,t) — X9, 1)[]

(s,6)<(T,T)
= Nt | |
[0,71x[0,7] JI0,8;1%x[0,¢] [0,s;—11x[0,2;¢]
X sup E[X%(u, v) — X(u, v)[lm.(d(s,, t.) - - -

(u,v) <(84,%;)

m(d(sy, t,)) m(d(s, 1)) -

Sinece (s;, t;) < (8;_y, tie1) < - -+ < (8, t,) < (T, T) in the integral above,
we have by (4) of Lemma 3.10
(4) sup E[|XY(u, v) — X9(u, v) "] = 4M; .

(U, ) <(s4,%5)
Using (4) and (3) and integrating we have
(5) E[ sup |XU(s, t) — X9(s, t)|?] < 4AM N} T*(1)™".

(s,8)< (T, T)
Let
A, ={we®Q; sup |X¥(s, t) — XD(s, t)| > 277

(s,t) <(T,T)
for +=0,1,2,---.
Then by the Chebyshev Inequality and (5)
P(A,) < 16 M, N;T*(i1)* for ¢=0,1,2, ---.

Since >, NiT#(i1)"? < oo, the Borel-Cantelli lemma applies and
consequently {X?, ¢=0,1,2, ---} converges uniformly for (s, t) <
(T, T) for a.e. we2. By letting T=1,2, ..., we conclude that
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there exists a null set N in (2, &, P) such that {X*, 1=0,1,2, ---}
converges on D for each we N° where the convergence is uniform
on every bounded subset of D for each we N°.

Let us define a stochastic process X on (2, J, P; Bs..) by

lim X% (s, t, ) for (s,t)eD and weN°,
(6) X, @) =417
0 for (s,t)eD and weN.

Then every sample function of X is continuous on D. Also, since
X9 is §,,, adapted and Ne§,,, for every (s, t)e D, X is §,,, adapted.
To show that X e Ly, . it remains to show that for every 7 > 0

(7) sup E[|X(s, )] < o .
(s,8)<(T,T)
Now for the L, norm ET|-[*]"* on the Hilbert space L,(2, E, P) we
have by the triangle inequality and by (2) and (5)
(8) sup E[[X™(s, t) — X™(s, O) "]

(8,8)<(T,T)

m—1

>, sup E[X“"(s, ) — X s, 1)1

i=n (s,0)<(T,T)

<o/, S VNIT'G)" for (s,0)eD.

IA

Since 332, V'Ni T¥(i1)~* < oo, the Cauchy Criterion for Uniform Con-
vergence implies the existence of an {,, adapted process X* on
(2, %, P; %.,.) such that

(9) E[[X*s, D] < o for (s, t)eD
and
(10) lim { sup ' E[| X%, t) — X*(s, 0)|*]} =0 .

i—ooo  (s,t)<(T,T)

From (10) and the fact that X e Ly (%, , we have
(11) sup )EUX*(S, HF] =2 sup E[|X*(s, 1) — X(s, 1)[°
(s,8)<(T,T)

(s,8)<(T,T

+2 sup E[[Xs, )] < .
)

(s,8) <(T,T

Since convergence in L, norm implies the existence of an a.e. con-
vergent subsequence, (6) and (10) imply

(12) X(s, t, w) = X*(s,t, w) for a.e. we for each (s,t)eD.

By (11) and (12) we have (7). This shows that X e L%, .).
Now that Xe Li(%,.), tX exists in Li(g,,. by Lemma 3.10. We
proceed to show that in fact zX = X. Now for every 7T > 0
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sup [(eX)(s, 1) = X(s, ) <2 sup [(eX)s, 8) — X“(s, 1)
(8,8} < (T, T 2,)<(T,
+2 sup | XU(s, ) — X(s, &)

{8, )=<(T,T)

for each ¢. Since {X*,1=0, 1, 2, --.} converges uniformly on every
bounded subset of D for each we N° to X, we have

lim{ sup [X“(s, t, @) — X(s,t, @)} =0 for weN’.

i—c0 (s,8)<(T,T)
This implies
sup [(zX)(s, t, w) — X(s, t, @)
(8,2)<(T,7T)
<2 hm mf{ sup ](TX)(S, t, w) — X% (s, t, )%}
(8,8)<(T,T

for weN°.

Taking the expectation on both sides of inequality above, then apply-
ing Fatou’s Lemma and Lemma 3.11 to the right side we have

a3  E[ swp |X)s 0~ X O]

< 2N, lim infg sup FE[|X(u, v) — Xu, v)7]

[0,TIx{0,T] (u,v)<(s,8)

X m(d(s, 1)) .
Now by Definition 3.9 and (4) of Lemma 3.10

4—00

sup E[|X(u, v) — X, v)I'} = 2v(T; X) + 2M; .

(u,2)<(s,1)

Let us replace lim inf, .. on the right side of (13) by lim sup,... The
inequality remains valid. Since the integrand on the right side of
(13) is bounded by a constant as we have just shown, Fatou’s lemma
for lim sup applies and we have

E[ sup |(zX)(s, t) — X(s, 1)F]

(8,8)=<(T,T

= ZNTS limsup{ sup E[|X(u, v) — X (u, v)[hm.(ds, 1)

[0,71x[0,7] i—00 (%,2) < (s,t

which is equal to 0 by (12) and (10). Therefore

sup [(zX)(s, t, ) — X(s, t, )] =0 for a.e. wef.

(5,2) <(T,T)

By considering T'=1, 2, ---, we conclude that
(tX)(s, t, w) = X(s,t, w) for all (s,f)eD for a.e. wel.

Thus we have shown that X = X.
Recalling the definition of ¢ by (1) of Lemma 3.10, we have
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(14) X(s, t) = —Z(0, 0) + Z(s, 0) + Z(0, 7)

S o(u, v, X)dB(u, v)
[0,s]1x[0,¢]

S[O:S]X[O,t] B(u’ v, X)d(u, ?)) ,

i.e., (X, B) is a solution of the stochastic differential equation (3.1)
on (2, F, P; .. withoX = Z. Bh Theorem 3.8, (X, B) is the unique
solution on (2, ¥, P; §.,,) with 0X = Z.

(2) We proceed to show that there exists a transformation F
of aW x W into W satisfying 1° and 2° of Definition 3.6 such that
for every Ze L{%,.|0D) the corresponding stochastic process Xe
Li(%,,) defined by (1) and (6) satisfies

15)  X(-, -, ®) = F[Z(-, -, ®), B(-, -, )] for a.e. weQ

where the exceptional null set in (2, %, P) may depend on Z.

We shall show first that for every +=0,1,2, ---, there exists
a transformation F'® of oW x W into W satisfying 1° and 2° of
Definition 8.6 such that for every Ze L%, .0D) the corresponding
stochastic process X e Ly(%,,,) defined by (1) satisfies

16) X9, -, @) = F9[Z(, -, w), B(-, -, )] for a.e. weQ

where the exceptional null set in (2, %, P) may depend on Z. We
shall show this below by induction on <.
(2.1) Let us show the existence of F'. Recall that by (1),

X9, t, ) = —Z(0, 0, w) + Z(s, 0, w) + Z(0, t, w)
for (s,t,w)eD x 2.

Consider the following transformations:

Ty, oW — R defined by =n,2 =2(0,00eR for zecoW,
T oW — WP defined by w2 =2(-,0eW® for zciW,
Ty, OW — W® defined by w2z =20, -)eW® for zeW.

Thus defined, zn, is BOW)/B(R) measurable and x, and 7, are both
BOW)/B(W?) measurable. Consider the following transformations:

€} R — W defined by ef = w;

where w.(s,t) = for (s,t)eD,
e; WY — W defined by ex=w,

where w,(s, t) = x(s) for (s,t)eD,
e,; WO — W defined by ey =w,

where w (s, ) = y(t) for (s, )eD.
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Clearly e, is B(R)/B(W) measurable and e, and e, are both B(WV)/B(W)
measurable. Thus ¢,o 7, ¢,07, and ¢,o 7w, are all BOEW)/B(W) measur-
able transformations of oW into W. Define a transformation F© of
oW X W into W by

FO%z, w) = —(e°T)2 + (e,0m)z + (e,0m,)z for (2, w)eoW xW .

Then F' is o(BOW) x B(W))/B(W) measurable and 1° and 2° of
Definition 3.6 are satisfied trivially. Also

an  FOlz, -, w), B, -, w]
= _(eo"ﬂ:o)Z(', Ty G)) + (61077.'1)Z(', ) w) + (ez°752)Z('; ) (I))
= X9, -, o) for wel.
This proves the existence of F'©.
(2.2) Next suppose that for some ¢ there exists a transformation

F% of 6W x W into W satisfying 1° and 2° of Definition 3.6 and
(16). Now by (1) and the definition of = in Lemma 3.10,

(18) Xt(s t) = X (s, t) + I(@V)(s, t) + JTD)(s, t)
where
09 (s, t, w) = als, t, X“(-, -, w)] for (s,t,w)eD x 2,
Ui, t, w) = Bls, t, X(-, -, w)] for (s,t,w)eD x 2,
and I(@?) and J(¥'?) are the stochastic integrals of @® and 7' with
respect to the §,, Brownian motion B with 6B = 0 and the Lebesgue
measure respectively. Since we have (17) already, if we show that

there exist transformations G and H® of oW x W into W satisfy-
ing 1° and 2° of Definition 3.6 such that

(19)

I(@9)(-, ) = G?[Z(-, -, w), B(-, -, w)] for a.e. wec®,
J@OY(-, ) = HY[Z(-, -, w), B(-, -, w)] for a.e. we®,

for X% defined by (1) with an arbitrary Ze Li(%,.|0D), then the
transformation F'“+" of oW x W into W defined by

(21) Futh = O 4 GO - H®
satisfies 1° and 2° of Definition 3.6 and also

(22)  XW(., ., @) = FS[Z(-, -, ®), B(-, -, w)] for a.e. wef.

(20)

It remains to prove the existence of G* and H*. We do this for
G™ below.
Now according to our induction hypothesis, (16) holds for our 7.
Then by (19)
23) 09 (s, t, w) = als, t, FV[Z(-, -, w), B(, -, ®)])
for (s,t)eD and a.e. weQ.
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Since X ¢ Li(%,..), our @ defined by (19) is of the class ,(%,.) as
we saw in the proof of Lemma 3.10. Let us consider first the par-
ticular case where a is such that @ is of the class (%, .. Then
by Definition 2.8 for some null set N in (2, §, P)

3 3% als o, by FOLAC, -, @), BC, -, @)))

(24) (@) (s, t, ) = X {B(s;, ty, @) — B(s;_, t,, ®) — B(s;, t,_,0)
+ B(s;_y, ty_, @)} for (s,t,w)eD X N°,
Xi] for (s,t,w)eD X N,

with the understanding that s, = s and ¢, = ¢ as in Definition 2.8.
Define transformations @ and ¢«(@) of D X oW X W into R by

(25) @(s, t, 2, w) = a(s, t, FPz, w]) for (s,t,z, wyeD X oW x W,
(26) «p)(s, 1,2, w)
= 303 a5y, ts, FOLe, w{W (s, £) — w(s5s, 1)

=1 k=1

— W(sy, teoy) + w(s;_y, ti)} for (s, t,z, w)eDxXoWxW,

again with the understanding that s, = s and ¢, =¢. Let us show
that the transformation ¢(@)(-, -, 2, w) of (2, w)eoW x W into W is
o(BOEW) x B(W))/B(W) measurable. According to part (1) of Prop-
osition 3.1 it suffices to show that for every (s, t) € D the transfor-
mation ¢(@)(s, t, 2, w) of (2, w) € 0W X W into R is o(BOW) x B(W))/B(R)
measurable. Now 1° of Definition 3.6 and 2° of Definition 3.2 imply
that the transformation afs;_,, t,_,, FF"[z, w]) of (z, w) € oW x W into
R is o(BOW) x B(W))/B(R) measurable. Also the second factor in
each summand on the right side of (26) is a B(W)/B(R) measurable
transformation of W into R. Therefore the transformation
dp)(s, t, 2z, w) of (2, w)eoW x W into R is o(BOW) X B(W))/B(R)
measurable. Similarly the fact that for each z¢ oW the transfor-
mation «(@)(-, +, 2, w) of we W into W is B, (W)/B, . (W) measurable
for every (s, t) €D can be shown by part (2) of Proposition 3.1, 2° of
Definition 3.6 and 2° of Definition 8.2. With these two measurability
conditions satisfied by ¢(@) we conclude that there exists a transfor-
mation G? of W X W into W satisfying 1° and 2° of Definition 3.6
such that

27 (p)(-, -, 2, w) = Gz, w) for (z,wyedW x W.

From (24), (26) and (27) we have (20) for &% for the particular case
where « is such that @@ is of the class $($..).

Consider now the general case where 0 is of the class 2,(%...).
According to (2.1) in §2 and Proposition 1.6 there exist a sequence
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{@,, 1 =1,2, ---} in the class €(F,, and a null set N, in (2, §, P)
such that

%im L@)(s, t, w) = [(@W)(s, t, ) uniformly on every bounded
subset of D for we Ny,
i.e.,
(28) llim (o), -, ) = I(@)(-, -, ®) in the metric topology of W
for weN;y.

Since @, is of the class 2(%.,,.), there exists a transformation G of
OW x W into W satisfying 1° and 2° of Definition 3.6 and a null
set N, in (2, 5, P) such that

(29) o)., -, w) = G°lZ(-, -, w), B(-, -, w)] for weN;.
Let

(30) N=UN,
and
(381) A= {, w)yedW x W; llim G{"[z, w] exists in W} .

From the o(BOW) x B(W))/B(W) measurability of G/ forl =1, 2, ---,
Aea(BOW) x B(W)). Define a transformation G* of oW x W into
W by

lim G{”(z, w) for (2, w)ed,
(32) Gz, w) = {7

a fixed element in W for (2, w)ea°.

Then G satisfies 1° and 2° of Definition 8.6 since G/ does for [ =
1,2, ---. Let K be the subset of 0W X W covered by the trans-
formation of N° defined by [Z(-, -, ®), B(-, -, ®)] for @ e N°. Then
for every (z, w) e K there exists we N° such that

(z: w) = [Z(9 ) C!)), B(r * (I))]
so that by (29), (28) and (30)
lim Gf(z, w) = lim GP[Z(-, -, @), B(:, -, )]

100 1

= lim [(®)(:, -, ) = [O)(:, -, @) for (z w)eK.
Then by (81) K ¢ 4 so that by (32)
(33> lllm Glm[Z(, %y 0)), B(, i) CO)]
= GW[Z(-, -, w), B(-, -, w)] for weN°.
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Combining (28), (29) and (33) we have
(34) 1o*)-, -, w) = GV[Z(-, -, ®), B(-, -, w)] for weN°,

proving (20) for I(@"). We can prove (20) for J(¥?) in the same
way. This completes the proof that if F'® exists so does F“tV,

(2.3) By induction on 7 we conclude that for each7 =20, 1, 2, -- -,
there exists a transformation F' of W x W into W satisfying 1°
and 2° of Definition 3.6 such that for any Ze L, .|0D) and the
corresponding X e Li(R,.,) defined by (1) we have

(35) XD, -, w)y=FY[Z(, -, w), B(-, -, )] for we — N,(Z)
where N,(Z) is a null set in (2, F, P). Let

(36) N(Z) = U N.(Z)
and
(37) A= {(z w)eoW x W;lim F'(z, w) exists in W} .

=00

From the o(BOW) x B(W))B(W) measurability of #79,7=0,1,2, ---
Aeo(BEW) x B(W)). Define a transformation F of oW x W mto
W by

lim FF'¥(, w) for (2, wyed,
(38) Flz, w) = {7

a fixed element in W for (z, w)ed°.

Then F satisfies 1° and 2° of Definition 3.6 since F' does for ¢ =
0,1,2 ---. We saw in (1) that

(39) 1im X%, -, w) = X(-, -, w) in the metric topology of W
for we N°

where N is a null set in (2,%, P). By the same argument as in
proving (34) by means of (28), (29), (31) and (82) we conclude from
(39), (85), (36), (37), and (38)

X(-, +, 0) = FlZ(-, -, w), B(-, -, w)] for @we(N(Z)UN) .
This completes the proof of the theorem. 1
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