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Let G be a finite group and P be a Sylow p-subgroup of
G for a prime p. The following question is raised by G.
Glauberman.

Question 16.8. Does there exist a function f from the
positive integers ¢ to the positive integers such that

H(G, F,) = H(Ng(K(P)), F,) whenever p = f(7)?

Here K. denotes the section conjugacy functor constructed
by G. Glauberman and F', denotes the finite field consisting
of p elements and by forgetting its multiplicative structure,
we consider it as a trivial G-module.

In relation to the above conjecture, he proved the case
=1 and D. F. Holt has recently proved f(2) <11. The
purpose of this paper is to provide an affirmative answer to
the question.

Tueorem C. If p=12 X 62+ 8, the H"(G, F,) =
H™(No(K.(P)), F',) for all integers m = 2,

This theorem is a a consequence of the following more detailed
theorem since K. has degree 4.

THEOREM B. Let W be a section conjugacy functor of G of
degree t. If p=4 X 6™ X (t — 1)+ 3, then the restriction map
induces H™(G, V)= H™(NLAW(P)), V) for a trivial p-primary G-
module V and all integers m = 2.

COROLLARY 1. Let V be a faithful p-primary G-module, n an
integer greater than 0, and » be the first integer such that p <
Ax6*'X(r+1)+2. Set A= {acP:[V,a;r+1]l=1,a>=1>. Then
we have H™(G, V) = H™(Ny(A), V) for all integers m with 1 < m < n.

2. Notations and preparations. All groups considered in this
paper will be finite and we treat only finite modules by the same
argument in [6]. In particular, we always assume that G is a finite
group and P is a Sylow p-subgroup of G. Most of our notations
are standard and taken from [1] and [2], and we adopt notations
from [7] about cohomology functor and G-functors. In addition, we
will use the following:

* A module V is said to be an F,[G]-module if V is a G-module
and an elementary Abelian p-group as group.
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* For a subset .~ and a subgroup H of G, set 7/(H) =
&7 N H.

* If T is a finite group acting on a solvable finite group S,
then we denote by ir,(S) the direct product of all the composition
factors of S under 7.

We sometimes use the following lemma.

LemMmA 2.1. Let H be a finite p-group acting on an F,[G]-
module A. If an element a acts on the semiproduct HA and satisfies
the following: [H, a; 2] =1 and [A4, a; t] = 1, then we have
[H*(H, A), a; (n + 1)t] = 1 for all integers n = 0.

Proof. Since [H, a] is a normal subgroup of H<{a), the assertion
follows from the Lyndon-Hochschild-Serre spectral sequence.

3. Cohomological G-functors. In many parts of this paper,
we will use cohomological G-functors, which are generalizations of
cohomology group. The concept of G-functors were introduced by
Green [3] during the study of modular representation theory and
slightly changed by Yoshida [7]. We will adopt the definition from

[7].

DEFINITION 8.1. A G-functor (into an Abelian category &) is
a quadruple A = (a, 7, 0, 0), Where a,7, p,c are families of the
following kind;

a = (a(H)) assigns an object a(H) of & for each subgroup H of
G;

7 = (%) assigns a morphism 7§ = t¥: a(H) — a(K) for each pair
(H, K) such that H < K < G, we simply write (a)c* = af;

0 = (p%) assigns a morphism o} = py: a(K) — a(H) for each pair
(H, K) such that H < K < G, we simply write (@)py = ag;

o' = (0%) assigns a morphism ¢% = 0% a(H) — a(H?) for each sub-
group H of G and each element g of G, we write (@)’ = a’. These
families of objects and morphisms must satisfy the following:

Axioms for G-functors. (In these axioms, D, H, K, L are any
subgroups of G; g, ¢’ are elements of G.)

Gl ti=lumteti=1trif HE K=< L;

(G.2) p% = lum, 0% 03 =05 if Kz H = D;

(G.8) 0%-0* = 0¥, 0% = 1,4 if he H,

(G.4) tk-0° = 0%-7%°, p-0° = 0% Pgs;

(G.5) (ackey axiom) If H and K are subgroup of L, then 70k =.
0% Pgong-TF: g€ H\L/K a double coset represention}.

DeFINITION 3.2. A G-functor A = (a, 7, p, 0) is called cohomo-
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logical if it satisfies the following Axiom C:

(C) Whenever H< K =G, o5tk = |K: H|1,x.

For example, let V be a G-module and » be an integer (=0). For
subgroups H, K of ¢ with H< K, set a(H) = H*(H, V), then the
restrictiom map pk: H*(K, V) — H"(H, V), the transfer map
ti: H*(H, VYH"(K, V), and the conjugation map o¢%: H*"(H, V)—
H"(H’, V) makes a cohomological G-functor, we call this a cohomology
functor.

Although we explained the definition of G-functors, we will
really use only G-functors which are induced from ecohomology
functors. Therefore, readers may regard all G-functor in this paper
as cohomology functors. Next, we will show a construction of
G-functor induced from the given G-functor. All G-functors con-
sidered in this paper will be cohomological.

3.3. A quotient G-functor. Let A = (a, 7, 0, 0) be a G-functor
over a field k. A G-functor B = (a’, 7/, 0/, ¢') is called a sub-G-funtor
of A if B satisfies the following properties: ’

(i) o'(H)< a(H) for all H < G; and

(1) 7' = T O = Pwuny a0d 0" = G-

We write A = B. Then we can make a new G-functor called the
quotient (or section) G-functor A/B = (a,, 7,, 0, 0,) as follows: Set
alH) = a(H)/a'(H) for H < G. Since the above inclusion are com-
mutative with 7, o, and o, we can define morphisms vz, p, 0,
naturally.

In connection with the above notions, we define the follow-

ing:

DEFINITION 3.4. A G-functor A is said to be irreducible if A
has no nontrivial proper sub-G-functors.

DEFINITION 3.5. A chain of sub-G-functors A = A, = A4, = --- =
A,=0 is called a composition series if each A;/A,,, is irreducible.
Then the factors A,/A4,., are called its composition factors.

Then we have a proposition of Jordan-Holder type.

PROPOSITION 3.6. Any two composition series of a G-functor
have the same length and, with respect to a suitable reodering of the
composition factors, the corresponding factors are isomorphic.

The proof is similar to that of Jordan-Holder theorem. Thus
the composition factors of a G-functor A are completely determined
up to isomorphism (and ordering) by any one composition series.
Especially, we have the following:
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LEmMA 3.7. The nth cohomology functor H"(, V) of G with
coefficient in a finite G-module V has a composition series.

Next lemma about cohomological G-functors will be useful.

LeEMMA 3.8. (Factorization lemma). Assume that G has two
subgroups N, and N, containing P such that G = N,N,. Let A=
(a, 7, 0, ) be a cohomological G-fumctor. If an element a in a(P)
18 stable in both N, and N,, then a is stable in G itself.

Proof. Suppose false, that is, there is an element g in G such
that (a;)’ # az and F = P"'N P by the definition. Since g is an
element of G = N,N,, there are elements g,, g, in N,, N,, respectively,
such that g = g,9,. We here assert that we can choose g, and g,
such that F Z P. To see this, take an arbitrary representation
g = g.9.. Then we get that F*:* & N, and F% = F: < N, since
F,F' 2 PZ N,N N, Combining these, F'*: is contained in a Sylow
p-subgroup P, of N, N N,, which is conjugate to Pin N, N N,. There-
fore, there is an element k& in N,N N, such that F** & P. Then we
have a desired representation g = (g:k)(k™'g,). Since a is stable in
both N, and N,, we observe that (@) = (Xpsinp — L) = (@pnpo)po =
Qg and (ap) = ((@p)")2 = (Ape,) = (Xpinr)py = Qps. This contradicts
the choice of g¢.

In association with composition factors, we will use the follow-
ing:

DEFINITION 3.9. Let A = (a, 7, o, ) be a G-functor and {B;: 7 € I}
be a set of G-functors. We shall say that the G-functor A4 is
covered by the set {B;: 1€} or the set {B;:1€ I} is a covering of
A if each composition factor of A is isomorphic to a composition
factor of one of B,.

For making research on a stability, we define the following
map.

DEFINITION 3.10. Let A = (a, 7, 0, ) be a cohomological G-functor
over F,. We will define a map ¢,: Image(0z¢'?: a(Ny(P)) — a(P)) —
a(P) by q. @) = a — 8¢ where g€ a(Ny(P)) with (B)r = a.

LemMA 3.11. (Properties of q,.) We have the following:
(@) If a is stable in G, then g,(@) = 0.

(o) If a® =0, then q.(a) = a.

(¢) gqu(a)eKer(z?) N Image(pFe?).

(@) 9494 = qa-
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(e) If aclImage(pf) for L = Ny(P), then q.,(a)c Image(0s).

Proof. All results are immediate consequences of the definition
of the map ¢, and Lemma 4.4 in [7].
Using the above map ¢q,, we get a few lemmas about covering.

LemMMA 3.12. Let {B;:i€ I} be a covering of a cohomological G-
Sunctor A = (a, 7, 0, 0). Suppose that a subgroup N of G containing
Ng(P) controls every composition factor of B, for each 1€l. Then
N controls A itself.

'

Here, the statement that N controls A means that if an element

o of a(P) is stable in N then « is stable in G.

Proof. Let A=A, 24, 2 --- 2 A, =0 be a composition series
of A. Suppose that N does not control 4, then there is an element
a #= 0 in a(P) N Image(o¥) Ker(z$) by Lemma 4.4 in [7]. By the
choice of @ and (b) of Lemma 3.11, we have ¢, (a) = a. Let A; =
(@i, Ti 0 0;) be the quadruples of the G-functors A,. Since
¢.((a(Ng(P)))pFe¢'™) is contained in a,P), g, defines the map ¢z, for
each section G-functor A, = A,/A,., which has the same properties
as ¢,. Since every composition factor A,/A;,., of A is isomorphic
to a composition factor of one of B; and so is controlled by N, we
have qz(a + a,(P)/a,(P)) = 0. We thus get aea,(P). By iteration,
we finally obtain a = 0, a contradiction.

4, Main result. In this section, we will get the result which
will be useful in the next section, where we will prove theorems.
Namely, we will investigate properties of the minimal counterex-
ample on the assumption that Theorem B is false. We will divide
this section into three parts. In Part 1 and 3, we will assume
Hypothesis I and treat Proposition A. In Part 2, we will assume
Hypothesis II and prepare results which will be used in the last part.

Part 1. At first, we will consider the following: Hypothesis I.
Assume that:

(a) G a group, P a Sylow p-subgroup of G, » an integer = 1;

(b) W a section conjugacy functor of G;

(¢) W controls all composition factors of the G*-functor H™(, V*)
in a trivial F,[G*]-module V* in every section G* of G for all in-
tegers m with 0 < m < n;

(d) V an F,[G]-module;

(e) », the first integer such that p <4 x 6" X (r + 1) + 2;
and
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() & ={aeP:a?=1,[irg(V), a;r, +1] =1, and a satisfies
Con(r,) in G} and set B = {(%").
Here we explain the notation.

DEFINITION 4.1. We shall say that an element a¢ of G satisfies
Con(s) in G for some integer s(=0) if o satisfies the following
property; whenever a normalizes a p-subgroup T of G, [iry,r(T), a;
2s + 1] = 1.

Our final purpose in this section is to get the following:

ProPOSITION A. Under Hypothesis I, we have that Ng(B) controls
all composition factors of the nth cohomology fumctor H"(, V)

Let us begin by listing up some properties of the hypothesis.
LEMMA 4.2. B s weakly closed in P with respect to G.

LEMMA 4.3. Let N be a subgroup of G and K be a mnormal
subgroun of N. If an element a of N satisfies Con(s) in G, then a
satisfies Con(s) in N and the image aK/K of a in N/K satisfies
Con(s) in N/K.

Now we start the proof of Proposition A. Suppose that Pro-
position A is false and let .9~ = {(n, G, V)} be the set of counterex-
amples. We introduce an order in .7~ by setting (n, G, V)>
(n', G', V') if one of the following conditions holds:

(i) mZa; () n=an,|G|Z|G]; (i) »=2,|G| =[G, |V £
|V'|l. Let (n, @, V) be a minimal element in .Z~ with respect to the
above order. Then we have the following lemmas.

LemMaA 4.4. 0,G) = 1.

Proof. Suppose false and set H = O,(G). By Lemma 4.2, there
is an element a in .&7-H such that [ir,(H), a; 2r, + 1] = 1 by the
property Con(r,). By Proposition 1 in [6], we then obtain

lire(H'(H, V), a; 20 + Dr, + 1] =1

for every integer ¢ = 0. Especially, since [t7(H"(H, V)), a; » — 1] =
by the choice of r,, it follows that X% = X¥®(X¢ = {xe X:gx = &
for all g € G}) for every composition factor X of H*(H, V) under G
by Theorem Al.4 in [1], which implies that N (B) controls all com-
position factors of the G-functor H°(, H*(H, V)). Since the G-functor
H"(, V) is covered by the set of G-functors H( /H, H*“H, V)): i =
0, ---, n by Hochschild-Serre spectral sequence, there is an integer
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1 = 1 such that Ny(B) does not control a composition factor of the
G-functor H( /H, V*) where V* is a composition factor of H*(H, V)
under G. Summarizing the above argument, we have got the follow-
ing situation:

(a) G/H acts on an F,[G/H]-module V7%

(b) #; is the first integer such that p <4 X 6" X (»; + 1) + 2;
and

(¢) Wwi={aeP/H:a*=1, [trgx(V?), @; r,+ 1}=1, and @ satisfies
Con(r;) in G/H} contains the image of & in G/H. By the minimality
of G, n, Ngy({s7%)) controls all composition factors of the G/H-
functor H( /H, V*), which contradicts Lemma 4.2.

LEMMA 4.5. V is an irreducible G-module.

Proof. Suppose false and let {V;: 1€ I} be the set of composition
factors of V under G. For each 4, set

tr={acPia*=1,[{V,a;r, +1]=1,

and a satisfies Con(r,) in G}. We then get that N ({ &%) controls
all composition factors of the G-functor H"(, V') for each 4 and
7 D .o/ which is a contradiction.

LEMMA 4.6. Cy(V) < 0,.(G).

Proof. Suppose false and set H = Cx(V) and S is a nontrivial
Sylow p-subgorup of H. The Frattini argument yields that G =
N (S)H. It thus follows from Lemma 4.4 that N,(S) < G and so
Ny, (B) controls all composition factors of the Ny(S)-functor H*(, V).
Therefore, N,z(B) does not control all composition factors of the
PH-functor H"(, V) by Lemma 3.8 (Factorization lemma) and Lemma
3.12. It thus follows from the choice of G that G = PH. Since H
centralizes V and a p-group PH/H acts on the irreducible F,[G]-
module V, G = H. By the condition (¢) in Hypothesis I, N,(W(P))
controls all composition factors of the G-functor H*(, V). However,
since G # Ny(W(P)), Ny, o, (B) controls all composition factors of
the Ny(W(P))-functor H"(, V), a contradiction.

LeEMMA 4.7. Let H be a finite group and X be a jfoithful H-
module (or Cyx(X) < O,(H)). If an element o of H satisfies
[X,a;s+ 1] =1 for an integer s = 1, then a satisfies Con(s) in H.

Proof. We get the conclusion by the same way as Theorem
A2.4 and Lemma A2.3 in [1].
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LEMMA 4.8. & is equal to the set {a € P:a”>=1,[V, a; r, + 1]=1}.

Because we have supposed that Proposition A is false, Ng(B)
does not control a composition factor A = (a, 7, p, 0) of the nth
cohomology functor H"(, V). According to the definition of control,
we have Image(0F¢”®) 2 Image(pf). By Lemma 4.4 in [7], there
exists a nontrivial element a in Image(p¥¢®) N Ker(z$). The next
lemma follows from the choice of & and Lemma 3.11.

LeMMA 4.9. ¢ (a) = a.

4.10. Since g (a) = a # 0, we get ((@pnps — 1)?)7F = 0 for some
element g ¢ Ny(P) by the definition of ¢, and Mackey axiom. Especially,
there is a subgroup H, in P such that Hf & P and ((ag)")c" # 0.
From now on, let (e, g, H,) be such a triple set.

LemmA 4.11. B & Hj.

Proof. Suppose false. By Lemma 4.2, g€ Ny(B). In this case,
it can be seen that (ay)’ = ayg and (azg)c” = 0, a contradiction.

LEMMA 4.12. B is a non-Abelian subgroup.

Proof. Suppose false. By Lemma 4.11, we can choose an element
a in 7-H¢. Take a subgroup K of P for which K contains H{, a
normalizes K, and K does not contain «. Since B is Abelian, a
stabilizes K = KN B = 1. Furthermore, it follows from the choice
of a that [V, a; r, + 1] = 1. Combining these, we obtain [H*(K, V),
a; (n + D, + 1)] =1 by Lemma 2.1. Since (n + 1)(», + 1) =» — 1,
we get (a(K)E)y =0 by the same way as Lemma A1.8 in [1].
Furthermore, since a? = 1, we obtain a(K)7%* = 0, which contradicts
(a(HS))z? 2 (@g,)’)c” # 0.

Since B is not Abelian, B has a nontrivial subgroup B, =
[B, Z{B)].

LEMMA 4.13. [V, a7 'a*; 2r, + 1] = 1 for all a € o7 and k € Z,(B).

Proof. It follows from the definition of .~ that a7, a* are
elements of . Since they are commutative together, we get
(@'a* — 1™V © Sivimer, (@™ — D¥(a* — 1)- V. Since one of 4, j
exceeds r, +1in ¢ + j = 27, + 1, we have the desired conclusion.

We now interest in the new set.

DEFINITION 4.14. Set &4 ={a€P:a* =1, [V, a; 2r, + 1] = 1}.
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Then the above lemma means (B, = B,. Clearly, .o/ contains
7. Thus Ny ({.97)) does not control all composition factors of the
G-functor H*(, V).

LEMMA 4.15. B, < H{.

Proof. Suppose false and choose a in .274(B,) — Hy. Taking a
subgroup K of P as well as Lemma 4.12, we also get a contradiction
since (n + )2r, + 1) < p —1 and a? = 1.

In order to continue the proof, we need a few results. The
remaining proofs will be completed in the last part.

Part 2. In this part, we will assume Hypothesis II but not
Hypothesis 1.

Hypothesis II. Assume that:

(a) L a group, S a Sylow p-subgroup of L, n as defined in Part 1;

(b) the condition (b) and (¢) of Hypothesis I hold in L;

(¢) X a faithful L-module (or C(X) & O,.(L)); and

(dy w*={aeS:a?=1,[X, a;2r, +1] =1} and B* = (' *).
Furthermore, we assume the following: G,= L,/L, is a section of
L (that is, L = L,=>=L,) and P, is a Sylow p-subgroup of G, and
each 7, S; = SN L, is a Sylow p-subgroup of L, so that P, = S,L./L,.
Moreover, we denote 7 *(P,) = {aL,/L,: a € 7 *(S))}and B, = (o7 *(P,)>.
Then it is clear that B, is weakly closed in P, with respect to G,.

Under the above hypotheses, the following lemmas hold.

LEMMA 4.16. Let V, be an F,[G-module and [V, a; r, +1] =1
Jor all a€ 7*(P;). Then Ng(B,) controls all composition factors of
the Ge-functor H™(, V) for all m with 0 £ m < n.

Proof. Since C,(X) < 0,(L), it follows from Lemma 4.7 that
all elements of _o* satisfy Con(2r,) in L and so all elements of
S7*(P,) satisfy Con(2r,) in G,. Since n Z m, we can see 7, = 27,
and we thus have that all elements of .o7*(P,) satisfy Con(r,) in
G,. Then the minimality choice of # yields the desired assertion.

LeEMMA 4.17. Let V, be a trivial F,[G]-module. Then N;(B.)
controls all composition factors of the Gofunctor H*(, V).

Proof. Suppose false and let G, be a minimal counterexample
section of L. By the condition (b) of Hypothesis II, N, (W(FP,))
controls all composition factors of the Gy-functor H*(, V,). It thus
follows from the choice of G, that G, = N;(W(P,)). Set H = O,(G,)
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and then the G,-functor H"(, V,) is covered by the set
{H |H, H'(H, V)):1 =0, - -+, n}

by Hochschild-Serre spectral sequence. Choose an element a in
S*(P,) — H. An application of Proposition 1 in [6] yields that
[ire(H"(H, Vy)), a; 4r,(n—1)+ 1] =1. Furthermore, since 4r,(n — 1) =
r; for 4 < n, it follows from Lemma 4.16 that N,(B,) controls all
composition factors of the G,-functor HY /H, H*(H, V,)) for each
i = n. While, for ¢ = n, the minimality of G, yields that Ny ,(B,H/H)
controls all composition factors of the G,/H-functor H"( /H, V,).
Summarizing, we get a contradiction.

REMARK. It should be note that we can get the same conclusion
on the assumption that G, stabilized V,.

Next, we assume that G, is a subgroup of L. Then G, acts on X.
From now on, let A = (a, 7, p, 0) be a section of the L-functor H"(, X)
and A = A/A, for sub-L-functors A, = (a,, 7;, 0,, 0;) of H*(,X) i =
1, 2. For each element aca(P,), we set a* to be an element of
a,(P,) such that a = (a* + a,(P)/a{P)). Moreover, let Inf. H"(P,/P,)
denote the image of the inflation map Inf: H*(P/P,, X*1) — H"(P,, X)
for p-subgroups P,==P,. And Inf-a(P,/P, denotes the image of
Inf- HY(P,/P,) N a,(P,) in a(F).

LeEMMA 4.18. Assume that H, = 0,(G,) #+ 1 and an element a of
a(P,) is stable in Ng(B,). Then we have an representation a = o, +
a, such that a, € Int-a(Py/Cp (X)) and a, is stable in G,.

Proof. We first note that the set of G,functors {H /H,
H%H, X)):1=0, --+,n} is a covering of the G,functor H"( , X).
Suppose that Lemma 4.18 is false, especially, « is not stable in G,,
which implies that N, (B,) does not control the section A(G,) (the
restriction of A on G,). Since all elements a of &*(P,) satisfy
[ire,H"(H,, X)), a; 4r,(n — j) +2r,+1] = 1 and 4r,(n —j) +2r, < 7;
for each j = n, it follows from Lemma 4.16 that N;(B,) controls
all composition factors of the G,-functor H'( /H, H*(H, X)) for
all j=n. We thus have that every composition factor of the
G,-functor H"( , X) which is not controlled by N;(B,) is that of
H*( [H,, X¥”0). Therefore, by Lemmas 3.11 and 3.12, we get
q.(a*) eInf- HY(P/H,))+a(P,) for a* € a,(P,) with a=a™*+a,(Py)/a,(P,).
Since a* — q,(a*) is stable in G,, it is sufficient to treat g¢,(a)=
qi(a*) + ay(Py)a(P;) and so we can reset a=gq,a) and a* =
q.(a*) for the convenience of notations. If Cp(X") < H,, then we
have already obtained the desired assertion. Set C = C,;(X*") and
P, = P,nC(ZH,). Then the Frattini argument yields G, = N, (P,)C.
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Since P,C stabilizes X"o, N, (B,) controls all composition factors of
the P,C-functor H*( /H, X%) by Lemma 4.17. Especially, « is stable
in P,C. It thus follows from Lemma 3.8 that «a is not stable in
Ng(P) = N. Then the N-functor H"( /H, X%) is covered by the
set of N-functors {H( /P,, H* ¥ P,/H, X"))} by Lemma 4.16. There-
fore, we get g4, (a*) € Inf- H*(P/P,, X*) 4 a)(P,). Since CNP, = P,
it follows from the structure of G, that every element of Inf- H*(P,/P,)
is stable in P,C. Summarizing the above statements, we have that
a — qunfa) is stable in both P,C and N, and so in G,. We finally
have a desired representation a = ¢,y () + @ — g () such that
Qi) €Inf-a(P/P,) and a — q, () is stable in G,, where A(N) is
the restriction of A on N, a contradiction.

Next, we consider the set % * ={acS:a”*=1, [X, a; 2r, + 1]=1}.
In relation to this set, we define the following group.

DEFINITION 4.19. A subgroup H of L is called to be a C-group
of depth 1 if H is generated by elements of o *(H)(=H N *).

LEvMMA 4.20. Let H be a C-group in S of depth 1. Assume
that aca(S) is stable in N, (B*). Then we have a representation
Qygun = 04 + @, such that a, €Inf-a(Ny(H)/Ny(H) N C(X™)) and a, is
stable in N (H).

Proof. Suppose false and let H be a maximal counterexample.
Furthermore, choose H such that | Ny(H)| is maximal subject to the
maximality of H. We first assert that N (H) is a Sylow p-subgroup
of N,(H). To see this, we follow the proof of [5]. Suppose false
and let F' be a conjugate subgroup of H contained in S such that
N(F) is a Sylow p-subgroup of N, (F). Then we have that for
some element f of L, NJ(H) S Ny(F') and H' = F. By Alperin’s
theorem, there is a set of pair {(Kj, g,): g: € N.(K)), K,<8; i=1, -+, m}
such that it satisfies the following:

NyH)<S K,, -+, N(H)r*i-1 C K, -+, N(H)» 1 C K, ,
and ¢, gn=1r.

Since all conjugate subgroups of H in S are C-groups of depth 1, in
order to get a contradiction, it suffices to treat only one step. We
therefore assume that H*: satisfies the assertion of Lemma 4.20. It
will be convenient to reset K=K, g=g9,. Set K* = (¥ *K)),
then K* 2 (H, H’>. By the maximality of H and the choice of H’,
we have two representations:

(i) aygxy = B+ B: such that 8, € Inf- a(Ny(K™*)/Cy e (X*")) and
Q. is stable in N, (K*);
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(i) aygun =7 + 7, such that v, elInf.a(Ny(H")/Cyguwo (XH))
and 7, is stable in N, (H?). Since N.(K)< N, (K*), combining the
two representions and resetting R = Ny(H), we get ((B)z)’ =
((Bz)x)gRg = ((Bz)NS<H7))Rg = (’72+'71" (BI)NS(HQ))RQ = (72 + ('7'1 — (;81)1\73(119)))30'
We thus have (B2)R=(72)%—1+(71—(61)NS(H-‘1))¥?—1 such that (71’—(61)NS(H9))§2_1
is contained in Inf-a(R/CRx(X%)) and (7,)% ' is stable in N (H), since
(Vo)re is stable in N (H?) and 7, — (B)wems is an element of
Inf-a(Ny(H*)/Cyguo(X™*)) by the choice of H’. Finally we obtain
ar = (B + Be = (Ble + ((": — (Bl)NS(Hg))g—l)R + ((7.) e such that
(B + (11 — (Bwgas)’ Dr€Int-a(R/Cx(X™)) and (v,)°"" is stable in
N.(H), as desired, which is a contradiction. So we have proved
that N (H) is a Sylow p-subgroup of N, (H). Since H Z% B*, we
easily check that (W *(Ny(H))) = H. Set H, = {(7*(N,(H))), then
H, is a C-group of depth 1 containing H properly. It follows from
the maximality of H that we have a representation ayu, = 0, + 0,
such that ¢, € Int-a(Nywu,)/Crompy(X¥1)) and 4, is stable in N,(H,). For
0; we get (6)zcInt-a(R/Cr(X*)) where R = N (H), while for §, we
have (0,)r = & + & such that ¢ eInf-a(R/Cx(X*?)) and &, is stable in
N, (H) by Lemma 4.18. We therefore obtain a desired representation
ap = ((6)r + &) + &, a contradiction.

We next define more generalized C-groups.

DEFINITION 4.21. A subgroup H of S is called to be a C-group
(or depth ¢) if H has a series H= H, 2 H, , 2 --- 2 H, 2 H, such
that H, = (w*(H)) and H,,, = {a€ H:a?c H,, [ X%, a; 2r +1] =1)
for 1=1,.--,¢ — 1. Then we call H; to be the C-subgroup of H
of depth 1.

LEMMA 4.22. Let H and K be C-groups in S of depth at most
t. Then {H, K> is also a C-group of depth at most t.

Proof. This follows from the definition.
In association with C-group of depth ¢, we have a similar result.

LEMMA 4.23. Let H be a C-group im S of depth t. Assume that
aca(S) is stable in N (B*). Then we have o representalion Qy g, =
a,+a, such that a, € Int-a(Ny(H)/Cy s (X™)) and a, is stable in N, (H).

Proof. Suppose false and let ¢ be a minimal counterexample.
We already got ¢t # 1 by Lemma 4.20. Furthermore let H be a
maximal counterexample subject to the minimality of ¢&. Let F be the
C-subgroup of H of depth ¢ — 1. It follows from the same argument
in Lemma 4.20 that we may assume that Ny(F') is a Sylow p-subgroup
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of N,(F). We then have a representation (@)y » = 8, + 8. such
that B, €Inf-a(Ny(F)/Cyyr(XT)) and B, is stable in N, (F) by the
minimality of ¢. Since N,(H) is contained in N, (F), (B:)y.u is stable
in N (H). Thus it is sufficient to treat 5. Set K = {a € Ny(F'):a” € F,
[X*, a;2r, +1]=1>. Then K is a C-group of depth at most ¢.
Suppose first K = H, then we have a representation ay ., = 7. + 7,
such that 7, e Int a(NJ(K)/Cy (X ) and 7, is stable in N, (K) by
the maximality of H. By combining the two representations, we
can see Wy p = B + B = Myvem T Tdvgm. Thus &= (Vo)yum — B =
81 — (V)ygwm is stable in N (K) N N (F) and contained in

Inf-a(Ny(F)/Cy r(XT)) .

Summarizing, we have the following situation:

(i) N, (F)= N (F)/C(X") N N,F) acts on X” faithfully;

(ii) K is generated by the set of elements @ of N(F) with
[X7, a;2r, +1] =1 and @ = 1;

(iii) NL(F) is a Sylow p-subgroup of N,(F); and

(iv) £ is an inverse element of £ in o'(N,(F)) which is stable
in N(K)n N(F), that is, Inf(H" (N, (F), X7)— H*N(F), X)): £ — &,
Here () denotes the image of the natural homomorphism: N (F')—
N.(F) and A" = (a/, 7", 0', 0') is the section of N(F)-functor H*( , X7)
which is isomorphic to the image of the section N(F)-functor
Inf-(H"( [Cyu (X7), X7)). By taking N (F), Ny(F), K in place of
L, S, B* of Hypothesis II, respectively, we can see that they satisfy
the all conditions of Hypothesis II. In this case, since H is a C-group
of Ny(F) of depth 1 and £ is stable in Ny7(K), by Lemma 4.22
applied to & and N,(F) instead of « and L, respectively, we have a
representation &y ., = & + & such that & e€Inf-a(Ny(H)/Cy wm(X"))
and £, is stable in N, (H)< N.(F). Consequently, we have a
representation a, = (Ve + (") — (Bdr + (B)e = (Ve + & + (B)r =
("r + &) + (& + (B)r) such that (7)) + & elInf-a(R/CR(X")) and
& + (B is stable in N,(H), as desired, where R = N (H), a con-
tradiction. we therefore have that H = K. In this case we assert
that F is the unique maximal C-group of N (F') of depth¢ — 1. To
see this, let T be the unique maximal C-group of N (F') of depth
t—1land T=7T,, =T, ,=---=1T, be the chain of C-subgroups
of T. Then since T, is a C-group of depth 1, K 2 T, by the definition
of K. Since K = H and F is the unique maximal C-subgroup of H
of depth ¢t — 1, F = T,. By iteration, we obtain 7' € K and T S F,
as desired. The result that F is the unique maximal C-group of
Ny(F') of depth ¢ — 1 implies that S = N (F'), which means FF2B* and
N, (H) S N, (F)Z N, (B*), a contradiction.
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Part 3. Now we can return to the proof of Proposition A. In
this part, we take the proof of Proposition A up again. This is a
continuation of Part 1. We adopt same notations of Part 1, such
as G, V, o4, B and the like.

LEMMA 4.24. G, V, .7 satisfy the conditions of Hypothesis II.

Proof. By taking G, V, .o in place of L, X, o7*, respectively,
the assertion follows from Lemmas 4.6 and 4.8.

In the comments following Lemma 4.12, we defined the subgroup
B, = [B, Z,B)]. We here define the following subgroups B,.

DEFINITION 4.27. B, is the inverse image of [B/B,_, Z,(B/B;_,)]
in Bfori=1, -

Then clearly, the chain B, E B, < --- is ascendent and there
is an integer k such that B,_, # B, = B,.,. It follows from the
definition of B that B/B,, B,/B,_, are all elementary Abelian. Set
B,,, = B. Moreover the following is clear.

LEMMA 4.26. B; is a C-group of depth at most i for 1 = k.

Now we recall the triple (H, < P, g€ G, a € a(P)) defined in the
statement (4.10). Since H, H/ & P, there is a set of pair {(K, g.):
K, <P,g9;,e NK,);1=1, ---, m} such that H, is conjugate to H{ via
g by this set, namely, this set satisfies the following:

H <K, -- ., Hv i S K, « -, Hv9im1 C K, and g, " gn=20.

Since we choose {g, H,} on the only assumptmn that ((ag)’)” # 0,
we can rechoose ¢ and H, such that ((@g,9,)" )P = (. Then we get
(o) — G )@t ) # 0. Set 8= (@) — Ax)wg)s % As We
showed, g% # 0, especially, a(H{)z? = 0. In Part 1, we already got
the following:

(4.27) B&Z H/ and B, < H{.

We next show that B, & Hf{. To see this, we need some argu-
ments. Since B, S HY and ([ (B,)) = B,, we have ((K),)) =2
((B))y ' = {1}. Let L = {(o4(K,)), then L is a normal C-group of
K, of depth 1. We thus have a representation ay,; = a,+ @, such
that a, € Inf-a(Np(L)/Cy,, (V")) and a, is stable in Ny(L) by Lemma
4.22. It should be noted that we can choose the set {(K;, g,):7¢€I}
such that Np({(o7(K,))) is a Sylow p-subgroup of N ({¥(K,))) for
each 7€ 1, by the same argument in Lemma 4.20. To simplify the
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notation, we set f =k, and F = K,. We then have (ay) — a; =
(((@)r) + (a)r)) — ((@)r + (@)r) = (@)r) — (a))r and so we get
B = ((af — ap)g,fY " = ((a)f — (@)p)g,f)Y ¢ is contained in
Inf-a(H{/{.o7(H$))). By these arguments, the following holds.

LEMMA 4.28. B, < H{.

Proof. Suppose false and then there is an element ¢ in B, — H{
such that [V?, q; 27, + 1] = 1 and a” € B, by the construction of B,.
Taking K as Lemma 4.12, we have that a stabilizes K Z KN B, =
B,. We thus get [H"(K/B,, V*1), a; (n + 1)(2r, + 1)] =1 by Lemma
2.1. Since a?€B, and (n + 1)2r, + 1) < » — 1, we have

(Inf-a(K/B))t** =0 ,
which contradicts g e Inf-a(H{/B,).

Now we can get a final contradiction. Namely, we will show
that B, £ H{ implies B,., & H{, and B, & H{ which contradict
together. The proof is similar to that of Lemma 4.28. We assume
that B, & H{. Let L be the unique maxiaml C-group in F = K,.
Since F contains B{', L2 B!"'. Since Ny(L)Z< Ny({.7(F))), we can
rechoose the set {(K,, ¢.):1¢€l, (K, = F, g, = f)} such that N, (L) is
also a Sylow p-subgroup of Ny(L) by the same argument in Lemma
4.20. Then by Lemma 4.23, we have a representation ay,z, = a, + a,
such that o, eInf-a(Ny(L)/Cy,,(VF) and a, is stable in Ny(L). We
thus have (a;) — ay = (a)r) — (a)r € Inf-a(F/Cz(V*)). We therefore
obtain B = (&)} — (a)r)w,f) " € Inf-a(H{/B;). By this argument,
we have the following lemma which contradicts (4.27).

LeMMA 4.29. B, < HY implies B,,, & Hf, and B, & H{.

Proof. Suppose that B, & Hf and B, , &L Hf for i =4, --+, k.
Choose an element a in B,,, — H{ such that [V?%, a; 2r, + 1] = 1 and
a?€ B,. Taking K as Lemma 4.12, we get that a stabilizes K 2 K N
B,., 2 B,., We also obtain a contradiction by the same way of Lemma
4.28 since ge€lInt-a(H¢/B;,) and (n + 1)2r, + 1) < p — 1.

This completes the proof of Proposition A.

5. Proofs of theorems. In this section, we will prove Theorem
B and Glauberman’s conjecture using Proposition A.

THEOREM B. Let G be a finite group, P a Sylow p-subgroup of
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G, and W a section conjugacy functor of degree t. Furthermore,
let 'V be a trivial F [G]-module. If p =4 x6"*x (t—1)+ 3 for
some integer n = 2, then the restriction map induces an 1somorphism:

HYG, V) = H'(NAW(P)), V) .

Proof. Suppose false and in particular N,(W(P)) does not control
all composition factors of G-functor H"(G, V). Let {n, G} be a
minimal counterexample so that N (W(P)) does not controls all
composition factors of the G-functor H™(G, V) in a trivial F,[G]-
module V. Then by the minimality of G, we have the following:
(@) 0,(G) # 1; (b) W(P) 4 G; and (c) for all normal subgroups K of
P containing O,(G) properly, W controls all sections of the N (K)-
functor H"(, V) in Ng(K). Let H= 0,(G). We then get that the
set of the G-functors {H« /H, H"*(H, V)):1 =0, ---, n}is a covering
of the G-functor H*(, V). Thus W does not control a composition
factor of the G-functor H'( /H, X) for some % and an irreducible
G/H-composition factor X of H* % H, V). On the other hand, since
W(P) 4 G, there is an element a in P — H such that [ire(H), a; ] =
1 by the definition of degree. We thus obtain [X, a; (n—2)(t—1) + 1] =
1 by Proposition 1 in [6]. By the choice of p, we especially have
[irc(H™(H, V)),a; p —1]=1. By Theorem Al.4 in [1], there is a
normal subgroup B of P containing {H, a) such that Ny (B) controls
all sections of the G-functor H°(, H*(H, V)). On the other hand,
by the minimality of G, Ng,(W(P/H)) controls all sections of the
G/H-functor H"( /|H, H(H, V)). Thus we have 0 <1 < n, that is, we
obtain the following situation:

(a) there is an integer i(=0) and G/H acts on an F,[G]-module X;

(b) Ny {(W(P*)) controls all composition factors of the G*-functor
Hi(, V*) with coefficient in a trivial F,[G*]-module V* for 0 < j =
1, where G* is a section of G/H and P* is a Sylow p-subgroup of G*;

(¢) Cgu(X)<Z 0,(G/H) by the minimality of G and the Frattini
argument; and

(d) there is a nontrivial element a in P/H such that [ X, a; 7] =
1 and so a satisfies Con(r»;) in G/H since (n — 1)t — 1) x 4 X 6 <
» — 38 by the hypothesis of p, where r, is the first integer such that
P4 X6 X (r;+1)+ 2. Since G/H, 1, X satisfy the conditions
of Hypothesis I in §4 in place of G, n, V, respectively, there is a
normal subgroup B of P containing {H, a) such that Ng(B) controls
all composition factors of the G/H-functor H*(/ H, X), a contradiction.
This completes the proof of Theorem B.

Especially, since the section conjugacy functor K., in Glauberman
[1] has degree 4, we have an affirmative answer to his question.
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THEOREM C. Let m be an integer with m = 2. If p =12 X
6" + 3, then we have H™(G, F,) = H™N(K.(P)), F,).

Taking a new look at Hypothesis I, we notice that the conditions
(b) and (c¢) always hold by Theorem C if p =12 x 62+ 3. We
therefore have a new form of Proposition A.

THEOREM A. Let V be an F,[G]-module, n an integer = 1, and
v be the first integer such that p <4 X 6" ' X (r +1) + 2. Set &7 =
{a€P:a? =1, [irg(V), a; » + 1] = 1, and a satisfies Con(r) in G}. If
r = 1, the restriction map induces an isomorphism:

H™G, V)= HYNg 7)), V) for all integers m with 1< m = n

As corollary, we have:

COROLLARY 1. Let V be a faithful p-primary G-module (or
CoV) < 0,(R)) and n,r be as above. Set B= (a€P:a? =1 and
[V,a; r 4+ 11 =1). Then H™(G, V)= H"(NgDB), V) for all integers
m with 1 < m = n.

REMARK. It should be noted that all module in theorems are
finite, but it is not necessary to be finite. For all p-primary G-
modules, the same assertions hold by the same argument in [6].
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