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We are interested in the invariant subspace structure
of the nonselfadjoint crossed product determined by a finite
von Neumann algebra M and a trace preserving automorphism
a. In this paper we investigate the form of two-sided in-
variant subspaces for the case that a is ergodic on the
center of M.

1. Introduction. In this paper, we consider the typical finite
maximal subdiagonal algebras which are called nonselfadjoint crossed
products. These algebras are constructed as certain subalgebras of
crossed products of finite von Neumann algebras by trace preserving
automorphisms. Recently, McAsey, Muhly and the author studied
the invariant subspace structure and the maximality of these algebras
(cf. [4], [5], [6], [7D).

Let M be a von Neumann algebra with a faithful normal tracial
state ¢ and let a@ be a *-automorphism of M such that zocax = z. We
regard M as acting on the noncommutative Lebesgue space L*(M, 7)
(cf. [10]) and consider the Hilbert space

LP={f: Z— LM, ©)| Z|| f(n) I < oo}

which may be identified with I*(Z) ® L*(M, 7). Let L (resp. R) be
the left (resp. right) crossed product of M and a, and let ¥, (resp.
R,) be the left (resp. right) nonselfadjoint crossed product of 2
(resp. R) (cf. §2). In [6], we showed that the following three
conditions are equivalent; (i) M is a factor; (ii) a conditioned form
of the Beurling-Lax-Halmos theorem is valid; and (iii) 8, is a maximal
o-weakly closed subalgebra of 2. Furthermore, in [7], we proved
that « fixes the center 3(M) of M elementwise if and only if the
Beurling-Lax-Halmos theorem is valid. However, if a does not fix
the center 3(M) of M elementwise, then the form of invariant
subspace is very complicated. Considering the reduction theory with
respect to the abelian subalgebra {zec B3(M): a(z) =z} of B(M), it
seems to be sufficient to investigate the case that a is ergodic on
B(M). Therefore, our aim in this paper is to study the invariant
subspace structure of L* when a is ergodic on 3(M). We now
suppose that « is ergodic on {(M). Then every two-sided invariant
subspace of L? which is not left-reducing is left-pure, left-full,
right-pure and right-full (Theorems 3.2 and 4.5). Further, if 8 isa
factor, then every proper two-sided invariant subspace of L* is of
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the form {felL* 3. .ef(n)= f(n), neZ}, where {e,)r-_.. is a
family of mutually orthogonal central projections of M such that

e €, = 1 and afe,) < D2t . e, (Theorems 8.3 and 4.6). However,
if 3(M) is atomic and there is some %k > 0 such that a* is inner,
then we present a two-sided invariant subspace of L? which is not
the above form (Example 4.7). In case M = L*(X), McAsey in [4]
and [5] studied about these results.

In the next section, we define the nonselfadjoint -crossed
products. In §3, we consider the case that B(M) is nonatomic.
Finally, in §4, we study two-sided invariant subspace of L* when
3(M) is atomic.

The author would like to thank the referee for his valuable
suggestions.

2. Preliminaries. We suppose that M is a von Neumann algebra
with a faithful normal tracial state ¢ and « is a *-automorphism
of M which preserves z; i.e., toa = 7. Let LM, ) be the noncom-
mutative Lebesgue space associated with M and 7 in Segal [10]. We
denote the operators in the left regular representation of M on
LXM, t) by l,, x€ M, and those in the right regular representation
by 7»,. Put (M) = {l,:xe M} and (M) = {r,: x € M}. Since teax = 7,
there is a unitary operator u on L*(M, 7) induced by «. To construet
a crossed product, we consider the Hilbert space L? defined by

{f:2— L@ 0| S )7 < =}

where || - ||} is the norm of LM, 7). For x e M, we define operators
L, R, L,and R; on L* by the formulae (L,f)(n) = zf(n), (B,f)(n) =
fm)ar(x), (L, f)(n) = uf(n—1)and (B, f)(n)f(n—1),ge L}, neZ. Put
L(M)={L,:xe M} and R(M) = {R,: x€ M}. We set & = {L(M), L;}"
and R = {R(M), R;}” and define the left (resp. right) nonselfadjoint
crossed product £, (resp. R,) to be the o-weakly closed sub-
algebra of £ (resp. N) generated by L(M) (resp. R(M)) and L;
(resp. R;).

The automorphism group {5;};cx of € dual to @ in the sense of
Takesaki [9] is implemented by the unitary representation of R,
{Wier, defined by the formula (W, f)(n) = ™ f(n), f€L?* that is,
B(T) = W, TW*, Tef, by definition. Similarly, we define B(T) =
WITWr, TeR. It is elementary to check that the spectral resolu-
tion of {W),cr is given by the formula W, = 37 _. ¢"™E,, where
E, is the projection on L? defined by the formula

fn)y, k=mn,

(BLf)) = 1 , P
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We algo define the integral
e(T) = Sle““’”imﬁt(T)dt , Teg.
0

Furthermore, we define H* = {f € L* f(n) =0, n < 0}. We refer the
reader to [6] and [7] for discussions of these algebras including
some of their elementary properties.

DEFINITION 2.1. Let I% be a closed subspace of L. We say
that I is:left-invariant, if LI & M; left-reducing, if LI,
left-pure, if N,.; L*M = {0}; and left-full, if V,., LM = L*. The
right hand versions of these concepts are defined similarly, and a
closed subspace which is both left and right is called two-sided
invariant. If I is both left-reducing and right-reducing, I is said
to be two-sided reducing.

Throughout this paper, we suppose that «a is ergodic on the
center 3(M) of M. By the ergodicity of a on 3(M), B(M) is either
nonatomic or atomic. Therefore, in §§3 and 4, we consider the
invariant subspaces of L* in two cases, respectively.

3. Case 3(M) is nonatomic. In this section we investigate
the structure of two-sided invariant subspaces of L? for the case
when 3(M) is nonatomic. To prove this, we need the following
lemma. We believe that it is known. But, for completeness, we
have included a proof.

LeEMMA 3.1. {L(M), R(M)Y = {L(3(M)), {E }o._.)".

Proof. On L*, which we identify with a direct sum of copies
of LM, t), the operators L, and R,, xc M, have these matricial
representations;

_... O'T

and
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- 07

Tu=1(z)

Ta(w)
0 .

Any operator A in {L(M), R(M)} is in L(M) and so has a matricial
representation 4 = [r,, | for suitable x,, in M. In order for A
to commute with R(M), it is necessary and sufficient that for each
pair (n, m), the equation a"(%)x, . = %, .¢™(y) holds for all y in M.
This is equivalent to the validity of the equation

3.1) Yo (X, ) = &~ Nx, )a™ "y), for all y in M.

If w=m,x,, lies in B(M). Suppose that » #+ m and z,, # 0. Let
g be the central support projection of a "(x,,.). Since a is ergodic
on 3(M), it is well-known that a"is freely-acting on 3(M) for n = 0.
Thus there exists a nonzero projection p ¢ 3(M) such that a™ "(p)p =
0and 0 < p=¢q. By 8.1), pa™®,. = a ™2, a™"(p) = 0. Thisis
a contradiction and so %,,, = 0. Therefore {L(M), R(M)} c {L(3(M)),
{E.}e-._.}’. The converse is clear. This completes the proof.

By [5, Corollary 4.3], every two-sided invariant subspace which
is left- (or right-) reducing is two-sided reducing. Therefore, since £
is a factor by the ergodicity of a on 3(M), such a space is {0} or L.

THEOREM 3.2. Ewvery proper two-sided invariant subspace of L?
18 left-pure, left-full, right-pure and right-full.

Proof. Put M, = N7, LM and let P be the projection of L*
onto M,. Since M, is left-reducing, P = R. Since M, is right-
invariant, R,PRf < P and PcR(M). By the finiteness of R, P¢
LNR = 8(®. Since L is a factor and P=1, M, = {0}. The rest
are analogously proved.

Let {e,}7-—.. be a family of mutually orthogonal central projections
in M such that >7_.e,=1 and a(e,) < >t . e,. Put

Li{e) ) = { feL: 3, enflm) = fn), for all n} .

Then it is clear that L*({e,}?--.) is a two-sided invariant subspace
of I* which is not left-reducing. Conversely, we have the following
theorem.
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THEOREM 3.3. Suppose that 3(M) is monatomic. Then every
proper two-sided invariant subspace of L* is of the form L*({e,}r-—.)
where {e,}n-—o 18 a family of mutually orthogonal central projections
in M such that >y _e, =1 and ale,) £ S5 e,.

Proof. Let IR be a proper two-sided invariant subspace of L.
By Theorem 3.2, M is right-pure. Put F=MOR,M and let P
(resp. Py) be the projection of L* onto & (resp. M). It is clear that
Pe{L(M), R(M)Y. By Lemma 3.1, there is a family {e,}7__., of central
projections of M such that (Pf)(n) = e,f(n). Thus we have for all n,

e,f(0) = e (R;f)(n) = (PR;f)(n) = (Ry"PR;f)(0)
and so, for every m, n(m # n),
enenf(0) = (B¥"PR})(RF"PR})f)(0) =0,

because R}"PR: and R}" PRy are orthogonal. This implies that e,e, =
0, m # n. Further, since (R PR:"f)(n) = e,_.f(n), for all k and =,
we have

(Paf)m) = (3 REPRI)F )) = Syennfm) = 3% euf(n) .
Hence f e if and only if f(n) = .. euf(n). Now, if f e L?, then
(LoPoL3 £)n) = w(PLEf)n = 1) = u 5, e LEHn — 1)

=S autfn) = 5 ae)fn) .

Since L,;M < M, this implies that Dzt ale,) £ Die—we,. Since a is
ergodic on 3(M) and a(S 3w ) S Do ey, D e, = 1. Therefore
M = L*({e,}5-—~). This completes the proof.

4, Case B(M) is atomic. In this section we investigate the
structure of two-sided invariant subspaces of L? for the case when
B(M) is atomic. We suppose that « is ergodic on 3(M) and 3(M)
is atomie. Since M is finite, there is a family {p,}’5 of mutually
orthogonal minimal projections in 3(M) such that >33 p, = 1, a(p,) =
Puir, ® =0,1, -«-, N— 2, and a(py_,) = p,. Hence Mp, is a factor
and a*¥|,, is a *-automorphism of Mp,. In this section we keep
the notations.

To prove Theorems 4.5 and 4.6, we need the following lemmas.
As may be well-known, we include them for completenss in our
version. At first, we have the following lemma easily and so the
proof will be omitted.
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LeMMA 4.1. The following conditions are equivalent.

(i) a* is outer for all k + 0;

(ii) for everymn =10,1, ---, N — 1, a*"|,, 1is outer for all k +0;
and

(iii) for some m, a*¥|,, 1is outer for all k + 0.

As in Lemma 3.1, we have the following lemma.

LEmMMA 4.2. If af is outer for all k + 0, then {L(M), R(IM)} =
{L(B(M)) U {E, )=}

Proof. As in the proof of Lemma 8.1, take A = [r,, 1€ L(M)'N
R(M)Y. Then ya™&,. = (@, e "y),yeM. If n=m,x,,€
B(M) and, if m — n # kN, then z,, = 0. Thus, suppose that z,,,, &
0,m —n=FkN. Put z=a"(x,,..1v). Then there is a j such that
z2p; = 0 and so yz = za**(y), y € Mp;. Hence [,l, = l,vl,v*, where v =
#*¥, and so Ly € (M) = »(M). Sinee (L,v)(I,v)* € (M)Nr(M) = 1(B(M)),
22" € 3(M). Hence we have 2z*p; = ||zp;|*p;. If w is then chosen
w = zp,/||2p;||, then w is a partial isometry which is an element of
Mp;. Since Mp; is finite, w is a unitary operator when viewed as
an element of Mp; and implements a™*¥|,,.. By Lemma 4.1, this
is a contradiction and so z = 0. This completes the proof.

It is well-known that if M is a factor and «a” is outer for all
k+#0, then & is a factor. In this case, the converse is true and
we have the following.

LEMMA 4.3. a® is outer for all k+0 4f and only if & is a
Jactor.

Proof. («). If a*¥ is inner for some k == 0, then there is a
unitary operator ve M such that a*¥(x) = vev*. Thus we have
voa(x)v* = o) = a(v)a(x)a(v*). Hence we have that, for all
n, a*(v) and v induce the same automorphism by conjugation. So
Ly LipLign oy = Ligkn sy, hence LyLiyn i = Lgn Lty . From L¥L,L, =
L1y, Lyw, LY = L L,. Thus L,Luw L = Lyugw Ly g LEY =
Lo L¥ L, and L L% € L(M)'. Since L,L,L} = L,,, for all z¢€
M, we have L*L,L**" = L_~,. Since a*"(v) = v, we have also
a*(a*(v)) = a*(v) and a*¥(a"(v*)) = a”(¢*). Hence L*" commutes with
L, and L. Put w=va®)---a***(v). Since a(w)=w, we have
L (LYY e L(M). On the other hand, since a(w*)= w*, L,. com-
mutes with L, and L,(L*)*® commutes with L;. Thus we have
L, (L)Y ¢ 3(%). Therefore & is not a factor. This completes the
proof.
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(—). Suppose that a* is outer for all k0. Take Ae3(®)C
LMY N R(M). By Lemma 4.2, there is a sequence {x,} € 3(M) such
that A =[l,,]. Since A commutes with L; and R;, x, = 2, and a(x,) =
2,. Since a is ergodic, A = A1 for some A\. Therefore ¢ is a factor.
This completes the proof.

Next we investigate the center of crossed products when a* is
inner for some k = 0.

LEMMA 4.4. Suppose that & is not a factor. Then there are a
unitary operator ve M and k > 0 such that 3(%) = {L,L:"}".

Proof. Put B, = Bise. Then {8}z is a o-weakly continuous
one-parameter group of *-automorphisms of 3(8) with period 1 and
is ergodic on 3(¥) in the sense that, if 7€ B3(Y) such that B,(T) =
T,teR, then T = \1 for some complex number N. For every ne Z,
put K, ={Te3®: g(T)=¢&"™T,tcR}. Then it is clear that
&.(88)) =K, Let Z,={neZ:K,=+{0}}., We claim that Z, is a
subgroup of the additive group Z. Let T, be a nonzero element
in K, such that ||T,||=1 for a fixed neZ,. Then T}T, T,TF is
nonzero elements of K, (cf. [9, Lemma 1(a)]). Since {8,};.z is ergodic
on 3(®), T, is a unitary operator. By [9, Lemma 1(a)], we have
K, = CT, for every ne€ Z,. Therefore, Z, is a subgroup of Z. Let
m be the smallest positive integer in Z,. By the group property
of Z,, we have Z, = mZ. Hence, by [9, Lemma 1(a)], K,,. = CT%,
neZ. By [9, Theorem 1], 3(%) is generated by T,. Since ¢,(8) =
LM)L? (cf. [3, Corollary 4.3.2]), there is a unitary operator v in
M such that T, = L,Ly. Since T, € 3(8), we have, for x e M,

Lam(x) = L?LxL:km = Lu*TmLa:(Lv*Tm)* = Lv*LxLa) = L

v v

and so a™ is inner. Since a” is not inner for all n == jN, there is
a k> 0 such that m = EN. This completes the proof.

The following theorem is proved by McAsey [5] in case M =
I”(X), (X) = {2, @, -+, Ty_1}. We present the simple proof in more
general setting.

THEOREM 4.5. Ewvery two-sided invariant subspace which s not
left-reducing is left-pure, left-full, right-pure and right-full.

Proof. If a* is outer for all k # 0, by Lemma 4.3, £ is a factor.
Then we have this theorem as in the proof of Theorem 8.2. Suppose
now that £ is not a factor. Let MM be a two-sided invariant subspace
which is not left-reducing and let P be the projection of L? onto
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Nose LM, Put B={Te:TMcM}. As in the proof of Theorem
3.2 and [6, Theorem 4.1], Pe BN 3(¥). Since 3(¥) N L. is a maximal
o-weakly closed subalgebra of 3(2) (|6, Theorem 2.3]), we find 3() N
B = 3®) N4, in which case P =0, or 3(® N B = 3(&). Butif 3(¥
were contained in B, by Lemma 4.4, L ,L**¥ ¢ B for some unitary
ve M and some k£ > 0. Since I is left-invariant, L} € Band so B =
2. This is a contradiction. Therefore we conclude once more P = 0
and so I is left-pure.

Next, let P be the projection of L* onto f),., B;M. Put B =
{(TeR: TMcIM}. As before, P B(R®) N B and we find that 3(®) N
B = 3® NR,, in which case P=0, or 3(8) N B = 3(¥). Butif 3()
were contained in B, then there exists a unitary veM and k>0
such that R,R*" ¢ 8(), as in the proof of Lemma 4.4. Thus B =
R. Therefore M is right-reducing. By [6, Corollary 4.3], M is two-
sided reducing. This is a contradiction. The rest is analogously
proved. This completes the proof.

As in §2, we define L*({e,}p- ) = {f e L*: S n_ e, f(n) = f(n), for
all #} for a family {e,};-_.. of mutually orthogonal central projections
in M such that >\ _.e, =1 and ale,) < S22 .e,. Then it is clear
that L*({e,}7-_.) is a two-sided invariant subspace of L? which is not
left-reducing. Observe that all but finitely many of e, are zero.
Conversely, we have the following theorem by Lemmas 4.2, 4.3 and
Theorem 4.5.

THEOREM 4.6. Suppose that a* is outer for all k+0. Then
every proper two-sided invariant subspace of L* is of the form
L*({e,}3-—) where {e,}n-—. 18 o family of mutually orthogonal central
projections in M such that >o._.e, =1 and ale,) < Sat ., e,.

Finally, if & is not a factor, then Theorem 4.6 is not valid.
That is, there is a two-sided invariant subspace of L* which is not
of the form L*({e.}7-_..).

ExAMPLE 4.7. Suppose that 3(8) = {L,L!"}” for some unitary v
in M and some & > 0. Let 6 be a finite Blaschke product with zeros
Ny, Ay, oo+, A} such that 0 < |n;] < 1. This # has the form

T (v — /0L — X2))

Let V = 6(L,L*") be the unitary operator in 3(%) defined by # and
the operator L,L%¥ via the functional calculus. Let 3%, a,2* be the
power series for #. Since the power series converges absolutely,
the series >, a,(L,LY¥)* converges in norm to the operator V.
Observe that a,= 0 and Ve&,. Put M =VH: It is clear that M



AUTOMORPHISMS AND NONSELFADJOINT CROSSED PRODUCTS 187

is a two-sided invariant subspace of H® which is not left-reducing.
We now suppose that IN is of the form L*({e,}7-_.). Since VfeM,
feH:, we have 37 _. e (Vf)(m)= (Vf)im), (Vf)(—m)=0, m >0,
and

(VAO = 3 a(LLE O = 3 a,0"u™ f(—~nkN)
= a,f(0) .

Thus this implies that >\ __.e,=1 and 3,,._.e¢, = 0. Therefore
¢, =1ande,=0,n 0. Hence I = H* and so it is clear that V* e,
which is clearly impossible for V constructed above. Hence IN #
Li{{e.}n-—«)-
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