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A method to determine the Cartan subalgebras of certain real Banach-Lie algebras of operators is described. The algebras in question are the real, simple, separable, infinite dimensional L*-algebras, realized as algebras of Hilbert-Schmidt operators.

1. Introduction. Banach-Lie algebras appear in many different contexts. One particularly interesting class of examples is provided by L*-algebras, first studied by Schue ([7], [8]). An L*-algebra $L$ is a Lie algebra (over the real or complex field) whose underlying vector space is a Hilbert space together with a “star map” $x \mapsto x^*$ satisfying the condition $\langle [x, y], z \rangle = \langle y, [x^*, z] \rangle$ for every $x, y, z \in L$. Here $\langle \cdot, \cdot \rangle$ denotes the inner product in the Hilbert space $L$ and $[\cdot, \cdot]$ the product in the Lie algebra $L$.

If $L$ is a finite dimensional semisimple Lie algebra over the complex field, then every compact real form $L_0$ of $L$ determines a structure of $L^*$-algebra. Indeed, if $\sigma$ denotes the conjugation of $L$ with respect to $L_0$ define an inner product by $\langle x, y \rangle = B(x, \sigma(y))$ for every $x, y \in L$, where $B$ is the Killing form of $L$, and set $x^* = -\sigma(x)$. Then it is easily checked that $(L, \langle \cdot, \cdot \rangle, ^*)$ is a complex $L^*$-algebra.

Infinite dimensional examples are provided by the associative $H^*$-algebras of Ambrose [1], considered as Lie algebras by setting $[x, y] = xy - yx$.

An $L^*$-algebra is semisimple if its center is $\{0\}$. This paper is concerned with infinite dimensional, separable $L^*$-algebras which are moreover simple (i.e., do not contain any closed ideals different from $\{0\}$ and $L$). For all definitions and basic facts of the general theory, see [7], [8], [5].

Let $\mathcal{H}$ denote an infinite dimensional, separable complex Hilbert space. The set $L_0(\mathcal{H})$ of all Hilbert-Schmidt operators on $\mathcal{H}$ has a structure of $L^*$-algebra, where $\langle \cdot, \cdot \rangle$ is the usual inner product defined on $L_0(\mathcal{H})$ and the $^*$-operation is the operation of taking the adjoint of an operator $T$. This $L^*$-algebra will be denoted by $L_0$; it is a simple $L^*$-algebra of type A and all other simple $L^*$-algebras are isomorphic (up to a multiple of the inner product) to a (real or complex) $L^*$-subalgebra of $L_0$. In particular $L_B$ and $L_C$ will denote the simple, complex $L^*$-algebras of type B and C respectively, considered as subalgebras of $L_0$. For details see [7], [3], [4], [10].

In the following list $L$ denotes a simple complex $L^*$-algebra ($L_A$,}
$L_B$ or $L_C$), $\theta$ an involutive automorphism of $L$ and $L$ the real form associated to $\theta$. $\theta_U$ is the automorphism of $L$ defined by $T \mapsto U^* T U^{-1}$ and $\varphi_j$ is the automorphism of $L$ defined by $T \mapsto -JTJ$. (Concerning the group Aut($L$) of automorphisms of an $L^*$-algebra see [3], [4], [10].) All the operators act on the fixed Hilbert space $H$.

Type A.

L = L_A = \{T: T is a Hilbert-Schmidt operator on $H$\}.
AI : $\theta = \varphi_j$, $J$ fixed conjugation on $H$
$L = L_{A1} = \{T \in L_A: TJ = JT\}$
AII : $\theta = \varphi_j$, $J$ fixed anticonjugation on $H$
$L = L_{AII} = \{T \in L_A: TJ = JT\}$
AIII : $\theta = \theta_U$, $U$ unitary operator on $H$, $U^2 = I$
$L = L_{AIII} = \{T \in L_A: T^* U + UT = 0\}$

Type B.

$J^c$ denotes a fixed conjugation on $H$ and
$L = L_B = \{T \in L_A: T^* J^c + J^c T = 0\}$
BI : $\theta = \theta_U$, $U$ unitary operator on $H$, $UJ^c = J^c U$, $U^2 = I$
$\dim H_{U^+} = n, n \geq 1$ or infinite
$L = L_{B1(n)} = \{T \in L_B: T^* U + UT = 0\}$
BII : $\theta = \theta_U$, $U$ unitary, $UJ^c = J^c U$, $U^2 = -I$
$L = L_{BII} = \{T \in L_B: T^* U + UT = 0\}$

Type C.

$J^a$ denotes a fixed anticonjugation on $H$
$L = L_C = \{T \in L_A: T^* J^a + J^a T = 0\}$
CI : $\theta = \theta_U$, $U$ as in BII
$L = L_{CI} = \{T \in L_C: T^* U + UT = 0\}$
CII : $\theta = \theta_U$, $U$ as in BI
$L = L_{CII(n)} = \{T \in L_C: T^* U + UT = 0\}$

Now let $L$ be a semisimple $L^*$-algebra and Aut($L$) its group of $L^*$-automorphisms. If $L$ is complex and finite dimensional a classical result states that any two Cartan subalgebras are conjugate under Aut($L$). The result does not hold for real Lie algebras but still there is only a finite number of conjugate classes ([6], [9]). For complex, infinite dimensional, separable $L^*$-algebras it is shown in [2] that any two Cartan subalgebras of a simple $L^*$-algebra of type A or C are conjugate, whereas in type B there are two conjugate classes (a consequence of the fact that in infinite dimensions the classical Cartan types B and D coalesce).

This paper concerns the determination of the Cartan subalgebras
in real simple $L^*$-algebras up to conjugacy under the full group of $L^*$-automorphisms. Using the realizations listed above, the problem reduces to the determination of Cartan subalgebras of $L^*$-algebras of Hilbert-Schmidt operators, which are commutative families of compact normal operators. Thus the problem is amenable to treatment by elementary operator theory techniques.

The method can be applied more generally to other Banach-Lie algebras of operators as pointed out in [5]. The reader is referred to this work as a general reference to the whole subject.

Since the actual determination of the Cartan subalgebras becomes rather tedious and repetitive, the details will be restricted mainly to algebras of type A. This will be sufficient illustration of how the method works. In the other cases, the results will simply be listed.

2. $\mathfrak{h}$-eigenvalues and automorphisms. Let $\mathfrak{h}$ be a real abelian $L^*$-algebra of Hilbert-Schmidt operators acting on the complex separable infinite dimensional Hilbert space $\mathcal{H}$. Let $\mathfrak{h}^*$ denote the space of all bounded linear functionals on the real Hilbert space $\mathfrak{h}$ and let $(\mathfrak{h}^*)^c$ denote its complexification. The elements of $(\mathfrak{h}^*)^c$ are of the form $\mu = \alpha + i\beta$, with $\alpha, \beta \in \mathfrak{h}^*$. $(\mathfrak{h}^*)^c$ is the space of all bounded $\mathbb{R}$-linear maps $\mu: \mathfrak{h} \to \mathbb{C}$.

An element $\mu \in (\mathfrak{h}^*)^c$ is said to be a $\mathfrak{h}$-eigenvalue if the closed subspace of $\mathcal{H}$

$$\mathcal{H}_\mu = \{ x \in \mathcal{H}: Hx = \mu(H)x \quad \forall \, H \in \mathfrak{h} \}$$

is $\neq \{0\}$. $\mathcal{H}_\mu$ is the corresponding $\mathfrak{h}$-eigenspace.

The existence of $\mathfrak{h}$-eigenvalues follows from the spectral theorem. In fact, $\mathfrak{h}$ is a commutative set of compact normal operators acting on $\mathcal{H}$ and thus can be simultaneously diagonalized.

**Proposition 2.1.** The Hilbert space $\mathcal{H}$ admits the direct sum decomposition into orthogonal $\mathfrak{h}$-eigenspaces $\mathcal{H} = \sum_\mu \mathcal{H}_\mu$ where $\mu$ ranges over the whole sequence of $\mathfrak{h}$-eigenvalues. Each subspace $\mathcal{H}_\mu$ is $\mathfrak{h}$-invariant and finite dimensional, except possibly when $\mu = 0$.

**Proof.** If $\mu$ is an $\mathfrak{h}$-eigenvalue then $\mu(H)$ is an eigenvalue for the operator $H$, for all $H \in \mathfrak{h}$ and $\mathcal{H}_\mu \subset \mathcal{H}_{\mu(H)} = H$-eigenspace corresponding to $\mu(H)$. If $\lambda$ is another $\mathfrak{h}$-eigenvalue with $\mu \neq \lambda$ choose $H$ such that $\mu(H) \neq \lambda(H)$. Then $\mathcal{H}_{\mu(H)}$ and $\mathcal{H}_{\lambda(H)}$ are mutually orthogonal. Thus $\mathcal{H}_\mu$ and $\mathcal{H}_\lambda$ are mutually orthogonal. Since $\mathcal{H}$ is separable, there are at most countably many $\mathfrak{h}$-eigenvalues. Each eigenspace is finite dimensional (except possibly if $\mu = 0$) because
every $H \in \mathfrak{h}$ is a compact operator.

Consider the decomposition $\mathfrak{h} = \mathfrak{h}^+ + \mathfrak{h}^-$ where $\mathfrak{h}^+ = \{H: H^* = -H\}$ and $\mathfrak{h}^- = \{H: H^* = H\}$ the so-called "*-decomposition" of $\mathfrak{h}$ as sum of its "toroidal" part $\mathfrak{h}^+$ plus its "vector part" $\mathfrak{h}^-$ (see [9]). Then for an $\mathfrak{h}$-eigenvalue $\mu$, $\mu(H)$ is real if $H \in \mathfrak{h}^-$ and $\mu(H)$ is purely imaginary if $H \in \mathfrak{h}^+$. An $\mathfrak{h}$-eigenvalue $\mu \neq 0$ is said to be real (resp. imaginary) if $\mu(\mathfrak{h}) \subset \mathbb{R}$ (resp. $\mu(\mathfrak{h}) \subset i\mathbb{R}$). If $\mu$ is neither real nor imaginary it will be called complex.

Consider an automorphism $\sigma$ of the $L^*$-algebra $L_A$ of all Hilbert-Schmidt operators on $\mathcal{H}$ and let $\mathfrak{h}_1 = \sigma(\mathfrak{h})$. Then $\mathfrak{h}_1$ is also a real abelian $L^*$-subalgebra of $L_A$. The unitary operator $\sigma$ induces an orthogonal map (again denoted by $\sigma$), $\sigma: \mathfrak{h} \rightarrow \mathfrak{h}_1$, which in turn induces a linear map $\sigma^*: (\mathfrak{h}^+)^c \rightarrow (\mathfrak{h}^+_1)^c$ defined by $\sigma^* (\mu') = \mu' \circ \sigma$, for $\mu' \in (\mathfrak{h}_1^+)^c$. It is easily verified that $\sigma^*$ is a norm-preserving isomorphism.

It is known that the automorphisms $\sigma$ of $L_A$ can be of one of the following types:

1. $\sigma = \theta_U$: $T \mapsto UTU^{-1}$,  
2. $\sigma = \varphi_J$: $T \mapsto -JTJ^{-1}$

where $U$ is a unitary operator on $\mathcal{H}$ and $J$ a conjugate unitary operator (see [3], [4], [10]).

For $H \in \mathfrak{h}$ let $H' = \sigma(H) \in \mathfrak{h}_1$ and for an $\mathfrak{h}_1$-eigenvalue $\mu'$, let $\mu = \sigma^* (\mu')$.

First assume (1) holds; then $H' = UHU^{-1}$ and if $y \in \mathcal{H}_\mu$, $HU^{-1}y = U^{-1}H'U^{-1}y = U^{-1}\mu'(H')U^{-1}y = \mu' \circ \sigma(H)U^{-1}y = \sigma^* (\mu')(H)U^{-1}y$ i.e., $H(U^{-1}y) = \mu(H)U^{-1}y$. Hence $\mu$ is an $\mathfrak{h}$-eigenvalue and $\mathcal{H}_\mu = U^{-1}\mathcal{H}_\mu$. If (2) holds a similar argument shows that $HJ^{-1}y = -\mu(H)J^{-1}y$. Thus, $-\mu$ is an $\mathfrak{h}$-eigenvalue and $\mathcal{H}_\mu = J^{-1}\mathcal{H}_\mu$.

To unify the notation, $\sigma^*$ will denote either $\sigma^*$ or $-\sigma^*$ according to whether $\sigma = \theta_U$ or $\varphi_J$ respectively and $\mu^* = \sigma^* (\mu)$ for an $\mathfrak{h}_1$-eigenvalue $\mu$. Thus one has the following

**Proposition 2.2.** Let $\mathfrak{h}$ be a real abelian $L^*$-subalgebra of $L_A$ and let $\sigma \in \text{Aut}(L_A)$. Then the map $\mu \mapsto \mu^*$ establishes a one-to-one correspondence between $\sigma(\mathfrak{h})$-eigenvalues and $\mathfrak{h}$-eigenvalues. If $\mathcal{H}_\mu$ denotes the $\sigma(\mathfrak{h})$-eigenspace corresponding to $\mu$ then $\mathcal{H}_\mu^* = U^{-1}\mathcal{H}_\mu$ or $J^{-1}\mathcal{H}_\mu^*$ according to whether $\sigma = \theta_U$ or $\varphi_J$, respectively. Moreover $\mu$ is real (imaginary, complex) if and only if $\mu^*$ is real (imaginary, complex).

Given $\mathfrak{h}$ as above, let $k$ (resp. $p$, $s$) denote the number of real (resp. imaginary, complex) $\mathfrak{h}$-eigenvalues. Then $\mathfrak{h}$ is said to be of type $(k, p, s)$. One has $0 \leq k, p, s \leq \infty$ and since $\mathcal{H}$ is infinite dimen-
sional at least one of $k$, $s$ or $p$ is $\infty$.

**Corollary 2.3.** Let $\mathfrak{h}$ be a real abelian $L^*$-subalgebra of $L_A$ and let $\sigma \in \text{Aut}(L_A)$. Then $\mathfrak{h}$ and $\mathfrak{h}_1 = \sigma(\mathfrak{h})$ are both of the same type. In other words, the type of $\mathfrak{h}$ is an invariant of conjugation under the group $\text{Aut}(L_A)$.

3. Cartan subalgebras of real $L^*$-algebras of type A. Let $J$ denote a fixed conjugation on $\mathcal{H}$ and let $L = \{ T \in L_A : TJ = JT \}$. The elements of $L$ are called $J$-real operators. If $\mathcal{H}_0 = \{ x \in \mathcal{H} : Jx = x \}$ then $\mathcal{H}_0$ is a real Hilbert space and $\mathcal{H} = \mathcal{H}_0 + i \mathcal{H}_0$. An orthonormal basis for $\mathcal{H}_0$ is also an orthonormal basis for $\mathcal{H}$. With respect to such a basis, $L$ can be realized as the set of all Hilbert-Schmidt matrices with real entries. This is a real form of type AI.

Let $\mathfrak{h}$ be a Cartan subalgebra of $L$. The problem is to determine the conjugate class of $\mathfrak{h}$ under the group $\text{Aut}(L)$. Let $\mu$ be an $\mathfrak{h}$-eigenvalue and let $x \in \mathcal{H}_\mu$, $x \neq 0$. Then

$$HJx = JHx = J\mu(H)x = \mu(H)Jx \quad \forall H \in \mathfrak{h}.\$$

Since $Jx \neq 0$ it follows that $\bar{\mu}$, defined by $\bar{\mu}(H) = \mu(\overline{H})$, is an $\mathfrak{h}$-eigenvalue and that $\mathcal{H}_\bar{\mu} = J\mathcal{H}_\mu$.

Next notice that $\mu = 0$ is not an $\mathfrak{h}$-eigenvalue. Indeed, let $\text{Ker } \mathfrak{h} = \{ x \in \mathcal{H} : Hx = 0 \ \forall H \in \mathfrak{h} \}$; this a closed subspace of $\mathcal{H}$ which is $\mathfrak{h}$ and $J$-invariant. If $\text{Ker } \mathfrak{h} \neq \{ 0 \}$ consider the orthogonal decomposition $\mathcal{H} = \text{Ker } \mathfrak{h} + (\text{Ker } \mathfrak{h})^\perp$. Any $J$-real operator $T \neq 0$ and vanishing on $(\text{Ker } \mathfrak{h})^\perp$ commutes with $\mathfrak{h}$ and does not belong to $\mathfrak{h}$. Since $\mathfrak{h}$ is maximal abelian, this is a contradiction. For each $\mathfrak{h}$-eigenvalue $\mu$ set $\mathcal{R}_\mu = \mathcal{H}_\mu + \mathcal{H}_{\bar{\mu}}$. If $\mu \neq \bar{\mu}$, this is an orthogonal decomposition. If $\mu = \bar{\mu}$, $\mu$ is a real eigenvalue and $\mathcal{R}_\mu = \mathcal{H}_\mu$. It follows that $\mathcal{R}_\mu$ is a closed subspace of $\mathcal{H}$, invariant under $\mathfrak{h}$ and $J$. In particular

$$\mathcal{R}_\mu = \mathcal{R}_\mu^0 + i \mathcal{R}_\mu^0$$

with $\mathcal{R}_\mu^0 = \mathcal{R}_\mu \cap \mathcal{H}_0$. Since $\mu = 0$ is not an $\mathfrak{h}$-eigenvalue, $\mathcal{H}_0$ is finite dimensional. Hence $\dim \mathcal{R}_\mu^0 = \dim \mathcal{R}_\mu$ is finite for all $\mu$. $\mathcal{R}_\mu$ is even dimensional except when $\mu$ is real. Furthermore if $T$ is any $J$-real operator and $x \in \mathcal{H}_0$, $JT x = TJ x = Tx$. In particular $\mathcal{R}_\mu^0$ is $\mathfrak{h}$-invariant. Combining these observations with Proposition 2.1, one obtains an orthogonal decomposition of the real Hilbert space $\mathcal{H}_0$.

$$\mathcal{H}_0 = \sum_\mu \mathcal{R}_\mu^0 \quad (3.1)$$
into ℓ-invariant finite dimensional subspaces, where μ ranges over the whole sequence of ℓ-eigenvalues.

If μ is a real eigenvalue then any $H \in \mathfrak{h}^+$ (i.e., $H$ skew-symmetric) vanishes on $\mathcal{R}_μ$ and hence on $\mathcal{R}_μ^0$. It follows that the restriction of any $H \in \mathfrak{h}$ to $\mathcal{R}_μ^0$ is a scalar matrix $μ(H)I$ (relative to any basis). Assume that $\dim \mathcal{R}_μ^0 > 1$; then any operator $\neq 0$ on $\mathcal{H}_μ$ which is diagonal on $\mathcal{R}_μ^0$, but not a multiple of the identity, and $\equiv 0$ on $(\mathcal{R}_μ^0)^\perp$ commutes with $\mathfrak{h}$ but does not belong to $\mathfrak{h}$. This contradicts the maximality of $\mathfrak{h}$. Therefore, if $μ$ is real, $\dim \mathcal{R}_μ = 1$.

If $μ$ is complex (neither real nor imaginary), consider the restriction of $\mathfrak{h}$ to the finite dimensional Hilbert space $\mathcal{R}_μ^0$. This is a commutative set of normal operators; hence there is an orthonormal basis of $\mathcal{R}_μ^0$ relative to which the matrices of $H \in \mathfrak{h}$, restricted to $\mathcal{R}_μ^0$ consist of $1/2 \dim \mathcal{R}_μ^0$ diagonal blocks of the form

$$\begin{bmatrix}
    h & a \\
    -a & h
  \end{bmatrix}$$

where $h = μ(H^-) \in \mathbb{R}$, $a = ±iμ(H^+) \in \mathbb{R}$. A maximality argument as above shows that there is only one block. Hence, $\dim \mathcal{R}_μ^0 = 2$, when $μ$ is complex.

Finally, if $μ$ is imaginary, $\mathfrak{h}$ acts on $\mathcal{R}_μ^0$ as a commutative set of skew-symmetric operators. Again there is an orthonormal basis relative to which the restrictions of $H \in \mathfrak{h}$ to $\mathcal{R}_μ^0$ consist of diagonal blocks as above but with $h = 0$, $a = ±μ(H) \in \mathbb{R}$. But this situation is impossible since any operator $\equiv 0$ on $(\mathcal{R}_μ^0)^\perp$, with a matrix like the above on $\mathcal{R}_μ^0$ but with nonzero diagonal, would commute with $\mathfrak{h}$. Hence, there are no imaginary $\mathfrak{h}$-eigenvalues.

Let $λ$ range over all real eigenvalues and $μ$ over all complex ones. Then the decomposition (3.1) can be rewritten:

$$\mathcal{H}_0 = \sum_μ \mathcal{R}_μ^0 + \sum_λ \mathcal{R}_λ^0$$

with $\dim \mathcal{R}_μ^0 = 2$, $\dim \mathcal{R}_λ^0 = 1$.

The type of $\mathfrak{h}$ (see § 2) is $(k, 0, s)$ with $0 ≤ k$, $s ≤ ∞$ and at least one is $∞$.

Construct an orthonormal basis of $\mathcal{H}_0$ by taking a unit vector in each $\mathcal{R}_μ^0$, $λ$ real, and an orthonormal basis of $\mathcal{R}_λ^0$, for each complex $μ$ such that each $H \in \mathfrak{h}$ restricted to this subspace has the form (3.2). This is also an orthonormal basis of $\mathcal{H}$ and by means of this basis $\mathfrak{h}$ is realized as an algebra of Hilbert-Schmidt matrices. The form of the matrices is determined by the pair $(k, s)$ according to the following possible cases:

(a) $0 ≤ s < ∞$, $k = ∞$. By suitably ordering the eigenvalues, write
(3.4) \[ \mathcal{H}_0 = \sum_{j=1}^{s} \mathcal{H}_{p_j}^0 + \sum_{j=2s+1}^{\infty} \mathcal{H}_{l_j}^0 \]

and construct an ordered orthonormal basis as described above. Then \( \mathfrak{h} \) consists of matrices with \( s \) diagonal blocks of the form (3.2) and an infinite diagonal \((h_{2s+1}, \ldots, h_s)\). The maximality of \( \mathfrak{h} \) implies that \( \mathfrak{h} \) consists of all such matrices with real entries.

(b) \( 0 \leq k < \infty, s = \infty \). In this case, construct the basis according to

(3.5) \[ \mathcal{H}_0 = \sum_{j=1}^{k} \mathcal{H}_{p_j}^0 + \sum_{j=k+1}^{\infty} \mathcal{H}_{l_j}^0 . \]

Hence \( \mathfrak{h} \) consists exactly of all matrices with real entries, beginning with a finite diagonal \((h_1, \ldots, h_k)\) followed by infinitely many diagonal blocks of the form (3.2).

(c) \( k = \infty, s = \infty \). Put

(3.6) \[ \mathcal{H}_0 = \sum_{j=1}^{\infty} \mathcal{H}_{p_j}^0 + \sum_{j=1}^{\infty} \mathcal{H}_{l_j}^0 , \]

and obtain a basis relative to which \( \mathfrak{h} \) consists of all real matrices with two diagonal infinite blocks, the first consisting of infinitely many diagonal blocks of the form (3.2), the second an infinite diagonal matrix.

Each of the matrix realizations obtained depends only on the type of \( \mathfrak{h} \). Such a matrix realization will be called a standard matrix realization of \( \mathfrak{h} \) and the associated orthonormal basis of \( \mathcal{H}_0 \) will be called compatible with \( \mathfrak{h} \).

**Theorem 3.1.** Two Cartan subalgebras \( \mathfrak{h} \) and \( \mathfrak{h}' \) of \( L \) are conjugate under the group \( \text{Aut}(L) \) if and only if they are of the same type.

**Proof.** Assume \( \mathfrak{h} \) and \( \mathfrak{h}' \) are of the same type. Let \( \Phi \) and \( \Phi' \) be bases of \( \mathcal{H}_0 \) compatible with \( \mathfrak{h} \) and \( \mathfrak{h}' \) respectively. Then the corresponding matrix realizations are identical. Let \( U \) be the unitary operator of \( \mathcal{H} \) defined by \( U\varphi_j = \varphi'_j, \varphi_j \in \Phi, \varphi'_j \in \Phi' \). Since \( U \) leaves \( \mathcal{H}_0 \) invariant, \( UJ = JU \). Therefore the automorphism of \( L_\delta, \theta_v : T \to UTU^{-1} \) leaves \( L \) invariant. Thus, its restriction to \( L \), again denoted by \( \theta_v \), is an automorphism of \( L \). Obviously \( \theta_v(\mathfrak{h}) = \mathfrak{h}' \).

Conversely, let \( \sigma \in \text{Aut}(L) \) be such that \( \mathfrak{h}' = \sigma(\mathfrak{h}) \). Extend \( \sigma \) to an automorphism of \( L_\delta \), again denoted by \( \sigma \). It follows by Corollary 2.3 that \( \mathfrak{h} \) and \( \mathfrak{h}' \) are of the same type. \( \square \)

If \( \mathfrak{h} \) is of type \((\infty, 0, s)\) it follows from case (a) above that \( \dim \mathfrak{h}^+ = s \). Hence
COROLLARY 3.2. Let \( h \) and \( h' \) be two Cartan subalgebras of \( L \) satisfying \( \dim h^+ = \dim h'^+ < \infty \). Then \( h \) and \( h' \) are conjugate under \( \text{Aut}(L) \).

The real forms of type \( \text{AII} \) can be dealt with in a similar fashion. It turns out that any Cartan subalgebra is of type \((0,0,\infty)\). Theorem 3.1 is valid in this case and hence any two Cartan subalgebras are conjugate under \( \text{Aut}(L) \). This result also holds for finite dimensional real simple Lie algebras of type \( \text{AII} \) ([9]).

The real forms of type \( \text{AIII} \) present some interesting new features. Let \( U \) be a unitary involution of \( \mathcal{H} \), i.e., \( U \) is a unitary operator with \( U^2 = I \). Then \( \mathcal{H} \) admits the orthogonal decomposition

\[
\mathcal{H} = \mathcal{H}^+_U + \mathcal{H}^-_U
\]

with \( \mathcal{H}^\pm_U = \{ x \in \mathcal{H} : Ux = \pm x \} \). The involutive automorphism \( \theta_U \) of \( L_A \) gives rise to the real form

\[
L_U = L = \{ T \in L_A : T^* U + UT = 0 \}
\]

of type \( \text{AIII} \). If \( V \) is another unitary involution of \( \mathcal{H} \), then \( L_U \) and \( L_V \) are conjugate under \( \text{Aut}(L_A) \) if and only if either

(i) \( \dim \mathcal{H}^+_U = \dim \mathcal{H}^+_V \) and \( \dim \mathcal{H}^-_U = \dim \mathcal{H}^-_V \)

(3.7)

or

(ii) \( \dim \mathcal{H}^+_U = \dim \mathcal{H}^-_V \) and \( \dim \mathcal{H}^-_U = \dim \mathcal{H}^+_V \),

(see [3], [4], [10]).

Since \( L_U = L_{-U} \) it may be assumed without loss of generality that \( \dim \mathcal{H}^+_U = \infty \). Hence \( L_U \) and \( L_V \) are conjugate if and only if

\[
\dim \mathcal{H}^-_U = \dim \mathcal{H}^-_V.
\]

For each \( n \geq 0 \) or \( n = \infty \) let \( U \) be such that \( \dim \mathcal{H}^-_U = n \); then \( \{ L_{\text{AIII}(n)} = L_U : n \geq 0 \) or \( \infty \} \) gives a complete set of representatives of conjugate classes of real forms of type \( \text{AIII} \). (If \( n = 0, U = I \) and \( L_U \) is the "compact" real form of \( L_A \). We shall assume \( U \neq I \).)

Let \( h \) be a Cartan subalgebra of \( L = L_U \) and let \( \mu \) be an \( h \)-eigenvalue. Since \( HU = -UH^* \) for all \( H \in h \), one has

\[
HUX = -UH^*x = -U\mu(H^*)x = -\mu(H^*)Ux, \quad \forall x \in \mathcal{H}_u.
\]

This shows that \( \mu \) defined by \( \tilde{\mu}(H) = -\mu(H^*) \), is also an \( h \)-eigenvalue and \( \mathcal{H}_\mu = U\mathcal{H}_\mu \).

Since for every \( \mu, \mu(H) = \overline{\mu(H^*)} \) one has \( \tilde{\mu}(H) = -\overline{\mu(H)} \), i.e. \( \tilde{\mu} = -\bar{\mu} \). In particular \( \mu = \tilde{\mu} \) if and only if \( \mu \) is imaginary. Thus, \[
\mathcal{H}_\mu = \mathcal{H}_\mu + \mathcal{H}_\bar{\mu}
\]

is a closed subspace of \( \mathcal{H} \)-invariant under \( h \) and \( U \). This is an
orthogonal decomposition, unless \( \mu \) is imaginary in which case \( \mathcal{R}_\mu = \mathcal{H}_\mu = \mathcal{H}_\mu \).

Since \( \mathcal{R}_\mu \) is \( U \)-invariant, there is an orthogonal decomposition

\[
\mathcal{R}_\mu = \mathcal{R}_\mu^+ + \mathcal{R}_\mu^-
\]

where

\[
\mathcal{R}_\mu^± = \mathcal{R}_\mu \cap \mathcal{H}_\mu^±.
\]

First notice that an argument similar to that used in case AI shows that \( \mu = 0 \) is not an \( \mathfrak{h} \)-eigenvalue.

If the eigenvalue \( \mu \) is not imaginary there exists \( H \in \mathfrak{h}^- \) such that \( \mu(H) \neq 0 \). In this case \( H: \mathcal{R}_\mu^+ \to \mathcal{R}_\mu^- \) is an isomorphism. Indeed, any self-adjoint \( T \in \mathcal{L} \) maps \( \mathcal{H}_U^+ \) into \( \mathcal{H}_U^- \); it follows that \( H \in \mathfrak{h}^- \) maps \( \mathcal{R}_\mu^+ \) into \( \mathcal{R}_\mu^- \). This maps is 1:1. Let \( \nu \in \mathcal{R}_\mu^+ \) and write \( \nu = x + \bar{x} \) according to (3.8). Then \( H\nu = \mu(H)x + \bar{\mu}(H)x = \mu(H)(x - \bar{x}) \). Hence \( H\nu = 0 \) if and only if \( x - \bar{x} = 0 \), i.e., if and only if \( \nu = 0 \).

To see that \( H \) is onto let \( \omega \in \mathcal{R}_\mu^- \) and write \( \omega = y + \bar{y} \), according to (3.8). Set \( \nu = (1/\mu(H))(y - \bar{y}) \), then \( \nu \in \mathcal{R}_\mu \) and \( H\nu = \omega \). One can easily check that \( U\nu = \nu \) and so \( \nu \in \mathcal{R}_\mu^+ \).

Therefore \( \dim \mathcal{R}_\mu = 2 \dim \mathcal{R}_\mu^+ = 2 \dim \mathcal{R}_\mu^- \), is even if \( \mu \) is not imaginary.

Using that \( \mathcal{H}_\mu^- = U \mathcal{H}_\mu^+ \), choose an orthonormal basis of \( \mathcal{R}_\mu \), \( \Phi_\mu = \{ \phi_j : 1 \leq j \leq 2q \} \), \( 2q = \dim \mathcal{R}_\mu \), such that \( \phi_{q+j} = U\phi_j, 1 \leq j \leq q \).

If \( H \in \mathfrak{h}^+ \), then \( H\phi_j = \mu(H)\phi_j, 1 \leq j \leq 2q \). On the other hand if \( H \in \mathfrak{h}^- \),

\[
H\phi_j = \mu(H)\phi_j; \quad H\phi_{q+j} = -\mu(H)\phi_{q+j}, \quad 1 \leq j \leq q.
\]

Define a new orthonormal basis of \( \mathcal{R}_\mu \), \( \Psi_\mu = \{ \psi_j : 1 \leq j \leq 2q \} \) by

\[
\psi_{2k-1} = \frac{1}{\sqrt{2}}(\phi_k + \sqrt{-1}\phi_{q+k}); \quad \psi_{2k} = \frac{1}{\sqrt{2}}(\sqrt{-1}\phi_k + \phi_{q+k}),
\]

\( 1 \leq k \leq q \).

An easy computation shows that, if \( H \in \mathfrak{h}^+ \)

\[
H\psi_j = \mu(H)\psi_j, \quad 1 \leq j \leq 2q
\]

and that if \( H \in \mathfrak{h}^- \)

\[
H\psi_{2k-1} = -\sqrt{-1}\mu(H)\psi_{2k}; \quad H\psi_{2k} = \sqrt{-1}\mu(H)\psi_{2k-1}
\]

for \( 1 \leq k \leq q \).

Moreover

\[
U\psi_{2k-1} = \psi_{2k}; \quad U\psi_{2k} = \psi_{2k-1}, \quad 1 \leq k \leq q.
\]

Therefore relative to \( \Psi_\mu \) the matrices of the restrictions of \( H \)
to $\mathfrak{h}_n$ consist of $q$ diagonal blocks of the form

$$
\begin{bmatrix}
  h & a \\
  -a & h \\
\end{bmatrix}
$$

with $h = \mu(H^+)$, $a = i\mu(H^-)$, whereas the matrix of $U$ consists of $q$ diagonal blocks of the form

$$
\begin{bmatrix}
  0 & 1 \\
  1 & 0 \\
\end{bmatrix}.
$$

Then the maximality of $\mathfrak{h}$ implies that $q = 1$, i.e., $\dim \mathfrak{h}_n = 2$. Remember that this is valid under the assumption that $\mu$ is not imaginary. Using this one concludes easily that there are no real eigenvalues.

If $\mu$ is imaginary, then $\mathfrak{h}_n = \mathfrak{h}_\mu = \mathfrak{h}_\mu$ and it can be easily shown that $\dim \mathfrak{h}_n = 1$.

Summing up, there is an orthogonal decomposition

$$
\mathfrak{h} = \sum \mathfrak{h}_\mu
$$

where $\mu$ ranges over all $\mathfrak{h}$-eigenvalues complex and imaginary and where the subspaces $\mathfrak{h}_\mu$ are $\mathfrak{h}$ and $U$-invariant and $\dim \mathfrak{h}_\mu = 2$ if $\mu$ is complex, $\dim \mathfrak{h}_\mu = 1$ if $\mu$ is imaginary.

Assume now that $\dim \mathfrak{h}_\mu^- = n < \infty$. Since $\mathfrak{h}_\mu^- \perp \mathfrak{h}_\nu^-$ if the eigenvalues $\mu, \nu$ are different and since $\mathfrak{h}_{\mu^-} \subseteq \mathfrak{h}_\nu^-$ one has: $\sum \dim \mathfrak{h}_\mu^- = \dim \mathfrak{h}_\mu^- = n$.

By the preceding considerations, if $\mu$ is complex then $\dim \mathfrak{h}_\mu^- = 1/2 \dim \mathfrak{h}_\mu = 1$. Thus the number $s$ of complex eigenvalues is $\leq n$ and any Cartan subalgebra is of type $(0, \infty, s)$ where $s \leq n$. The number $q = n - s$ is the number of imaginary eigenvalues $\nu$ such that $\mathfrak{h}_\nu^- = \mathfrak{h}_\nu \subseteq \mathfrak{h}_\nu^-$. Proceeding as in the case AI one can construct a "compatible basis for $\mathfrak{h}$" of the Hilbert space $\mathcal{H}$ relative to which $\mathfrak{h}$ consists of all matrices in $L$ beginning with $s$ diagonal blocks of the form (3.9) followed by an infinite diagonal $(h_{s+1}, \cdots)$, all entries being imaginary numbers. Relative to the same basis the matrix of $U$ consists of diagonal blocks of the form (3.10) followed by an infinite diagonal $(-1, \cdots, -1, +1, +1, \cdots)$ where the number of $(-1)$'s is $n - s$.

**Theorem 3.3.** Two Cartan subalgebras $\mathfrak{h}$ and $\mathfrak{h}'$ of a real form of type $\text{AIII}(n), 0 < n < \infty$, are conjugate under $\text{Aut}(L)$ if and only if they are of the same type.
Proof. The "only if" part follows from Corollary 2.3. Conversely assume that $\mathfrak{h}$ and $\mathfrak{h}'$ are of the same type. Let $\Phi$ and $\Phi'$ be orthonormal bases compatible with $\mathfrak{h}$ and $\mathfrak{h}'$ respectively. Let $V$ be the unitary operator of $\mathcal{H}$ mapping $\Phi$ onto $\Phi'$. The corresponding automorphism $\theta_\nu$ of $L_\mathcal{A}$ maps $\mathfrak{h}$ onto $\mathfrak{h}'$.

It remains to check that $\theta_\nu$ leaves the real form $L$ invariant. This is an immediate consequence of the fact that the matrices of $U$ relative to $\Phi$ and $\Phi'$ are identical. \[\square\]

It follows that the conjugate class of $\mathfrak{h}$ is completely determined by $\dim \mathfrak{h}^- = s \leq n$.

**Corollary 3.4.** Two Cartan subalgebras of a real form $L$ of type $\text{AIII}(n), 0 < n < \infty$, are conjugate if and only if $\dim \mathfrak{h}^- = \dim \mathfrak{h}'^- \leq n$. There are exactly $(n + 1)$ conjugate classes.

4. Cartan subalgebras of real forms of type $\text{AIII}(\infty)$. Unlike the real forms $\text{AIII}(n)$, the conjugate classes of Cartan subalgebras in the case $\text{AIII}(\infty)$ are not completely determined by their type. The difficulty arises from the fact that the $(-1)$-eigenspace of the defining unitary operator is infinite dimensional.

In this case $\dim \mathcal{H}_U^- = \dim \mathcal{H}_U^+ = \infty$. Proceeding as in the case $n < \infty$, one obtains an orthonormal basis of $\mathcal{H}$ and a corresponding standard matrix realization of a Cartan subalgebra $\mathfrak{h}$. This realization is completely determined by the type of $\mathfrak{h}$. But in this case the number of complex eigenvalues can be arbitrary, finite or infinite.

If $\mathfrak{h}$ is of type $(0, \infty, s), s < \infty$, the matrix of $U$ relative to $\Phi$ has necessarily infinitely many $-1$ in the diagonal. Thus it is completely determined by the type of $\mathfrak{h}$. However, if $\mathfrak{h}$ is of type $(0, p, \infty)$, with $p$ finite, the matrix of $U$ relative to $\Phi$ has as many $-1$ in the diagonal as subspaces $\mathcal{R}$ are contained in $\mathcal{H}_U^-$ ($\nu$ imaginary eigenvalue).

To handle this case consider the orthogonal decomposition $\mathcal{H} = \sum_\nu \mathcal{R}_\nu + \sum_\mu \mathcal{R}_\mu$, where $\nu$ (resp. $\mu$) ranges over all imaginary (resp. complex) $\mathfrak{h}$-eigenvalues. One has $\dim \mathcal{R}_\mu^+ = 1 = \dim \mathcal{R}_\nu^-$, $\dim \mathcal{R}_\nu = 1$ and $\mathcal{R}_\nu \subset \mathcal{H}_U^\pm$. Call an imaginary eigenvalue $\nu$ positive (resp. negative) if $\mathcal{R}_\nu \subset \mathcal{H}_U^+$ (resp. $\mathcal{R}_\nu \subset \mathcal{H}_U^-$) and write $\nu > 0$ (resp. $\nu < 0$).

If $\mathfrak{h}$ is of type $(0, p, s)$, then

\[(4.1) \quad p = p^+ + p^-
\]

where $p^+$ (resp. $p^-$) is the number of positive (resp. negative) imaginary eigenvalues. These three numbers $p, p^+, p^-$ can be arbit-
Let $\mathcal{H}_1$ be the closed subspace of $\mathcal{H}$ defined by

$$\mathcal{H}_1 = \sum_v R_v = \sum_{v>0} R_v + \sum_{v<0} R_v .$$

$\mathcal{H}_1$ is invariant under $\mathfrak{h}$ and $U$; set $U_1 = U|_{\mathcal{H}_1}$.

Let $\mathfrak{h}'$ be another Cartan subalgebra of $L$ of type $(0, p', s')$. Denote by $\alpha$ (resp. $\beta$) the imaginary (resp. complex) $\mathfrak{h}'$-eigenvalues. Then as in (4.1),

$$p' = p'^+ + p'^-$$

and set

$$\mathcal{H}_2 = \sum_{\alpha} R_\alpha = \sum_{\alpha>0} R_\alpha + \sum_{\alpha<0} R_\alpha .$$

$\mathcal{H}_2$ is invariant under $\mathfrak{h}$ and $U$; set $U_2 = U|_{\mathcal{H}_2}$.

**Lemma 4.1.** The notations being as above assume that $\mathfrak{h}$ and $\mathfrak{h}'$ are of the same type $(0, p, s)$. Let $p = p^+ + p^- = p'^+ + p'^-$. If one of the following two conditions is satisfied

(a) $p^+ = p'^+$ and $p^- = p'^-$

(b) $p^+ = p'^-$ and $p^- = p'^+$

then $\mathfrak{h}$ and $\mathfrak{h}'$ are conjugate under $\text{Aut}(L)$.

**Proof.** Let $\Phi$ and $\Phi'$ be orthonormal basis of $\mathcal{H}$ compatible with $\mathfrak{h}$ and $\mathfrak{h}'$ respectively. If (a) holds then the matrices of $U$ relative to $\Phi$ and $\Phi'$ are identical. Then the proof of Theorem 3.3 is valid in this case and $\mathfrak{h}$ is conjugate to $\mathfrak{h}'$.

If (b) holds, let $W$ be an involutive unitary operator on $\mathcal{H}$ satisfying $WU = - UW$. Then $W$ maps $\mathcal{H}^+_\mathfrak{h}$ onto $\mathcal{H}^-_{\mathfrak{h}'}$ and $\mathcal{H}^-_{\mathfrak{h}'}$ onto $\mathcal{H}^+_{\mathfrak{h}}$. (The operator $W$ can be constructed since $\dim \mathcal{H}^+_{\mathfrak{h}} = \dim \mathcal{H}^-_{\mathfrak{h}'}$.) It follows that the automorphism $\theta_w$ of $L_\mathfrak{h}$ leaves $L$ invariant. Thus $\mathfrak{h}_1 = \theta_w(\mathfrak{h})$ is a Cartan subalgebra of $L$ of type $(0, p, s)$. The condition $WU = - UW$ implies that $p^+ = p^+_1$ and $p^- = p^-_1$. By (b), $p'^+ = p'_1^+$ and $p'^- = p'_1^-$ and, by the first part of the proof, $\mathfrak{h}$ and $\mathfrak{h}_1$ are conjugate. Therefore $\mathfrak{h}$ is conjugate to $\mathfrak{h}'$. $\square$

Let $\mathfrak{h}$ be a Cartan subalgebra of $L$ of type $(0, p, s)$. The signature of $\mathfrak{h}$ is the (unordered) pair \{ $p^+$, $p^-$ \}. Notice that if $p$ is finite, the signature of $\mathfrak{h}$ is the signature of the Hermitian form $U_1$ on the finite dimensional Hilbert space $\mathcal{H}_1$.

Lemma 4.1 shows that if $\mathfrak{h}$ and $\mathfrak{h}'$ are of the same type and have the same signature they are conjugate. This condition is also necessary, as shown below.
Let $\sigma$ be an automorphism of $L_A$ such that

1. $\sigma(\mathfrak{h}) = \mathfrak{h}'$;
2. $\sigma$ leaves $L$ invariant.

By Corollary 2.3, $\mathfrak{h}$ and $\mathfrak{h}'$ are of the same type $(0, p, s)$.

Assume that $\sigma = \theta_v$, $V$ an unitary operator on $\mathcal{H}$. The following arguments also hold with minor modifications if $\sigma = \varphi_J$, $J$ a conjugate unitary operator.

According to Proposition 2.2 each imaginary $\mathfrak{h}'$-eigenvalue $\alpha$ is mapped into an imaginary $\mathfrak{h}$-eigenvalue $\nu = \alpha^*$ such that $\mathcal{H}_i = V^{-1}(\mathcal{H}_i')$. Therefore $\mathcal{H}_i = V(\mathcal{H}_i')$ and the operator $V$ maps the subspace $\mathcal{H}_i'$ onto $\mathcal{H}_i'' ((4.3), (4.4))$. In particular $\mathcal{H}_1$ and $\mathcal{H}_2$ have the same dimension $p \leq \infty$. For $i = 1, 2$ set

$$L_i = \{ T \in L_2(\mathcal{H}_i): T^* U_i + U_i T = 0 \}$$

where $L_i(\mathcal{H}_i)$ is the set of all Hilbert-Schmidt operators on $\mathcal{H}_i$. If $p = \infty$, $L_i$ is a real simple separable $L^*$-algebra of type AI\!II\!I. If $p < \infty$, then

$$\mathfrak{sL}_i = \{ T \in L_i: \text{trace } T = 0 \}$$

is a real simple Lie algebra isomorphic to $\mathfrak{su}(p^+, p^-)$ (resp. $\mathfrak{su}(p'^+, p'^-)$) the Lie algebra of the special unitary group on $\mathcal{H}_i$ relative to the Hermitian form $U_i$.

**Proposition 4.2.** Assume that $\mathfrak{h}$ and $\mathfrak{h}'$ are conjugate under $\text{Aut}(L)$. Then they are of the same type and have the same signature.

**Proof.** The only thing to prove is that $\mathfrak{h}$ and $\mathfrak{h}'$ have the same signature. The algebras $L_i$, $L_2$ defined above can be naturally identified with the subalgebras of $L$

$$\{ T \in L: T(\mathcal{H}_i) \subset \mathcal{H}_i' \text{ and } T \equiv 0 \text{ on } \mathcal{H}_i' \}, \quad i = 1, 2.$$ 

With this identification $L_i$ and $L_2$ become $L^*$-subalgebras of $L$ and, if $p < \infty$, so do $\mathfrak{sL}_1$ and $\mathfrak{sL}_2$.

The automorphism $\theta_v$ maps $L_1$ isomorphically onto $L_2$. Indeed, assume that $T(\mathcal{H}_1) \subset \mathcal{H}_1'$ and $T \equiv 0$ on $\mathcal{H}_1'$. Since $V$ is unitary and maps $\mathcal{H}_1$ onto $\mathcal{H}_2'$ it follows that $S = VTV^{-1}$ leaves $\mathcal{H}_2$ invariant and vanishes on $\mathcal{H}_2'$.

Thus if $p = \infty$, $L_1$ and $L_2$ are isomorphic real $L^*$-algebras of type AI\!II\!I. By (3.7) it follows that $\mathfrak{h}$ and $\mathfrak{h}'$ have the same signature.

On the other hand if $p < \infty$, $\theta_v$ sets up an isomorphism between $\mathfrak{sL}_1$ and $\mathfrak{sL}_2$. By a well-known result, the signatures of $U_1$ and $U_2$
5. A summary of other results.

Type B. As remarked in the introduction, the complex \( L^* \)-algebra \( L_B \) has two conjugate classes of Cartan subalgebras. If \( \tilde{h} \) is a Cartan subalgebra of \( L_B \) and if \( \text{Ker} \tilde{h} = \{ H \in \tilde{h} : Hx = 0 \forall x \in \mathcal{H} \} \) then either (I) \( \dim \text{Ker} \tilde{h} = 0 \) or (II) \( \dim \text{Ker} \tilde{h} = 1 \). According to whether (I) or (II) holds, \( \tilde{h} \) is said to be of type I or II respectively ([2]). If \( \tilde{h} \) is a Cartan subalgebra of a real form \( L \) of \( L_B \), let \( \tilde{h} \) denote its complexification. Then \( \text{Ker} \tilde{h} = \text{Ker} \tilde{h} \) and \( \tilde{h} \) is said to be of type I or II according to the type of \( \tilde{h} \). It follows easily that if \( \tilde{h}_1, \tilde{h}_2 \) are Cartan subalgebras of \( L \) such that \( \tilde{h}_1, \tilde{h}_2 \) are not conjugate under \( \text{Aut}(L_B) \), then \( \tilde{h}_1, \tilde{h}_2 \) are not conjugate under \( \text{Aut}(L) \).

If \( L \) is a real form of type BI and \( \tilde{h} \) a Cartan subalgebra then \( \mu = 0 \) is a \( \tilde{h} \)-eigenvalue if and only if \( \tilde{h} \) is of type II. Accordingly \( \tilde{h} \) can be of "type I-(k, p, s)\), or "II-(k, p, s)".

Let \( U \) be the unitary involution defining the real form \( L \); for each \( n \geq 1 \) or infinite there is a real form determined by \( \dim \mathcal{H}_0^- = n \).

If \( n \) is finite the determination of the possible \( \tilde{h} \)-eigenvalues leads to the conclusion that there are necessarily infinitely many imaginary eigenvalues and only a finite number of real and complex eigenvalues. One obtains a standard matrix realization of \( \tilde{h} \) which depends only on its type (I-(k, \( \infty \), s) or II-(k, \( \infty \), s)). Two Cartan subalgebras are conjugate under \( \text{Aut}(L) \) if and only if they are of the same type.

If \( n = \infty \), \( \dim \mathcal{H}_0^- = \infty \) and it turns out that the values of \( k, p, s \) can be arbitrary finite or infinite. This forces an analysis similar to the one in case AIII(\( \infty \)) which takes into account the number of imaginary eigenvalues \( \nu \) such that the subspaces \( \mathcal{R}_\nu = \mathcal{H}_\nu + \mathcal{H}_\nu \subset \mathcal{H}_0^- \). The signature of a Cartan subalgebra can be similarly defined. Two Cartan subalgebras turn out to be conjugate if and only if their types and signatures are equal.

For real forms of type BII one shows that \( \mu = 0 \) cannot be an eigenvalue for a Cartan subalgebra \( \tilde{h} \). Moreover there are no real eigenvalues and any \( \tilde{h} \) is of type \((0, \infty, s)\) with \( s < \infty \) or \((0, p, \infty)\), \( p < \infty \). Again two Cartan subalgebras are conjugate under \( \text{Aut}(L) \) if and only if their types are the same.

Type C. For a Cartan subalgebra of a real \( L^* \)-algebra of type C, \( \mu = 0 \) cannot be an eigenvalue.

If \( L \) is of type CI, then a Cartan subalgebra \( \tilde{h} \) is of type \((k, \infty, s)\).
where the numbers $k, p, s$ can be arbitrary finite or infinite (subject to the condition that at least one of them be $\infty$). The conjugate class of $\mathfrak{h}$ is completely determined by its type.

If $L$ is of type CII then one must distinguish two cases according to whether $\dim \mathcal{H}_U^- = n < \infty$ or $\dim \mathcal{H}_U^- = \infty$.

In either case there are no real $\mathfrak{h}$-eigenvalues.

If $n < \infty$, the conjugate class of $\mathfrak{h}$ is completely determined by its type. If $n = \infty$ one proceeds analogously to cases AIII($\infty$) and BI($\infty$) defining the signature of $\mathfrak{h}$. The type and signature constitute a complete set of invariants of the Cartan subalgebra.
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