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1. Introduction. The existence theory for the nonstationary Navier-Stokes equations can be developed, by the method of Galerkin approximation, using any of a wide variety of possible systems of basis functions. The basis functions used in the papers of Hopf [8] and of Kiselev and Ladyzhenskaya [10] are merely assumed to belong to and be complete in certain function spaces. However, to obtain refinements in the theory by the Galerkin method, particularly regarding the regularity and decay of solutions, it often appears essential to choose as basis functions the eigenfunctions of the Stokes operator; see Ito [9], Lions [12], Prodi [14], Foias [3], Ladyzhenskaya [11], Temam [17], and Heywood [4, 5, 6].

In these and other works, the convergence of the Galerkin approximations is generally proved by a compactness argument, based on $\alpha$-priori bounds for the approximations. A notable exception is the paper [3] of Foias, where (on page 324) the approximations are shown to converge, uniformly over a time interval, in the Dirichlet norm. Recently, Rautmann [15, 16] has drawn attention to this type of result, and gone further, giving a systematic development of error estimates, for the Galerkin approximations and their time derivatives.

Rautmann's error estimates (and also Foias' convergence theorem) are presented locally, valid on a finite interval determined by certain norms of the data. At best, if one assumes the solution to be approximated is uniformly regular, for $t \in [0, \infty)$, the method yields an error estimate which grows exponentially with time. And, without further assumptions, this is the best that can be expected. However, if one assumes, additionally, the solution to be approximated is stable, then it is reasonable to expect an error estimate which is uniform in time. This is what is done in the present paper. It is hoped the result may prove suggestive for future developments in the Navier-Stokes theory. It should be mentioned, however, the original reason for undertaking this work arose in the author’s joint study [7] with Rolf Rannacher, of finite element Galerkin approximations, a context in which error estimates uniform in time have important implications for computations. While the present work served to fix some ideas, in a simpler, purely theoretical context, it has turned out our arguments in the finite element context are substantially different.
We present here only the most basic result of its type. However, a number of elaborations seem possible, some of which are being investigated with Rannacher in the numerical context. We mention, the stability condition (A3) is formulated here in terms of the Dirichlet norm, could be formulated in terms of the $L^2$-norm. Also, our error estimate is given in the Dirichlet norm; it should be possible to obtain an improved rate of convergence in the $L^2$-norm. Finally, in some situations, there exist "stable" solutions which do not possess all the spatial symmetry of the domain and external forces. Of course, in such situations, there is only stability modulo shifts in the spatial symmetry. The definition of stability we work with, here, is too strict to allow for this possibility. We think it is possible to weaken our definition of stability, to be neutral relative to drifts with respect to the spatial symmetry, resulting in error estimates modulo shifts in the symmetry. Similarly, if the boundary values and forces are time independent, stability and error estimates may be considered modulo drifts and shifts in time.

After a short preliminary §2, our result is stated in §3, and proved in §§4 through 7.

2. Preliminaries. Let $\Omega \subset \mathbb{R}^n$, $n = 2$ or 3, be a bounded domain with smooth boundary $\partial \Omega$. The function spaces customarily denoted by $L^p(\Omega)$, $H^m(\Omega)$, $C^\infty(\Omega)$ are defined as usual, though we will not distinguish in our notation between spaces of $\mathbb{R}$ and of $\mathbb{R}^n$-valued functions, the distinction always being clear from the context. The $L^2$ inner-product and norm are denoted by $(\cdot, \cdot)$ and $\|\cdot\|$ respectively, and the $L^p$ norm by $\|\cdot\|_p$. The following spaces of solenoidal functions are, of course, $\mathbb{R}^n$-valued:

$$D(\Omega) = \{\phi: \phi \in C^\infty_0(\Omega) \text{ and } \nabla \cdot \phi = 0\} ,$$

$$J(\Omega) \text{ is the completion of } D(\Omega) \text{ in } L^2(\Omega) ,$$

$$J,(\Omega) \text{ is the completion of } D(\Omega) \text{ in } H^1(\Omega) .$$

We let $P$ denote the orthogonal projection $L^2(\Omega) \rightarrow J(\Omega)$, and let $\tilde{\Delta} = P\Delta$, where $\Delta$ is the Laplacean operator. We list, as lemmas, some results which will be needed later.

**Lemma 1.** For $u \in H^1(\Omega)$, $\|Pu\|_{H^1} \leq c \|u\|_{H^1}$.

**Lemma 2.** For every $u \in J(\Omega) \cap H^1(\Omega)$, there exists a function $\psi \in H^2(\Omega)$ such that curl $\psi = u$, $\psi_{\mid \partial \Omega} = 0$, and $\|\psi\|^2_{H^2} \leq c \|u\|^2_{H^1}$.

**Lemma 3.** For $g \in L^2(\Omega)$, the unique solution $v \in J_1(\Omega)$, $q \in L^2(\Omega)/\mathbb{R}$ of the Stokes problem
\[-\Delta v + \nabla \cdot v = g \text{ and } \nabla \cdot v = 0 \text{ in } \Omega, \quad v|_{\partial \Omega} = 0,\]
satisfies \(|v|_{H^2} + |q|_{H^1,\Omega} \leq c |g|\). Hence, also, \(|v|_{H^2} \leq c |\tilde{\Delta}v|\) holds for all \(v \in J^1(\Omega) \cap H^2(\Omega)\).

For proofs of Lemmas 1 and 3, see [17, p. 18] and [1], respectively. In Lemma 2, if \(\Omega\) is two-dimensional, it should be understood that \(\nabla \phi\) is scalar valued and that \(\nabla \cdot p = (\partial \phi/\partial x_2, -\partial \phi/\partial x_1)\). The proof in the more difficult three-dimensional case is as follows. By a well-known construction [11, p. 25], \(u\) can be continued to all \(R^3\) as a solenoidal function \(u \in H^1(R^3)\) with compact support. Hence it can be expressed as \(u = \nabla \phi\), in terms of the vector potential \(\phi(x) = (4\pi)^{-1}\int_{C} (\nabla u)/r \, dy\). Since \((\nabla \phi) \cdot n = 0\) on \(\partial \Omega\), a scalar function \(p\) can be defined on component \(\partial \Omega_k\) of \(\partial \Omega\) by setting \(p(x) = \int_{C} \phi \cdot ds\), where \(C\) is any curve lying in \(\partial \Omega\) joining \(x\) to a fixed point of \(\partial \Omega_k\). Since \(\phi \in H^2(\Omega)\), we have \(p \in W^{2,2}(\partial \Omega)\) and \(\phi \cdot n \in W^{2,2}(\partial \Omega)\). It follows that \(p\) can be continued into \(\Omega\) as a function \(p \in H^3(\Omega)\) satisfying \(\partial p/\partial n = \phi \cdot n\) on \(\partial \Omega\); see [13, p. 104]. Clearly \(\nabla p = \phi\) on \(\partial \Omega\), and thus \(\nabla \phi = \phi - \nabla p\) is a function with all the desired properties.

We denote by \(\{a_k(x)\}\) and \(\{\lambda_k\}\) the eigenfunctions and eigenvalues of the Stokes operator \(\tilde{\Delta}\) defined in \(J^1(\Omega) \cap H^2(\Omega)\), i.e., of the problem 

\[-\Delta v + \nabla v = \lambda v \text{ and } \nabla \cdot v = 0 \text{ in } \Omega, \quad v|_{\partial \Omega} = 0.\]

Thus \(-\tilde{\Delta}a^k = \lambda_k a^k\). Some well known results and elementary observations are collected in the following lemma.

**Lemma 4.** The eigenfunctions \(\{a^k\}\) are orthogonal in the inner products \((u, v), (\nabla u, \nabla v)\), and \((\tilde{\Delta}u, \tilde{\Delta}v)\), and complete in the spaces \(J(\Omega), J^1(\Omega)\) and \(J^1(\Omega) \cap H^2(\Omega)\). If \(\sum_{k=1}^{\infty} c_k a^k \in J^1(\Omega)\), then

\[
\left\| \sum_{k=n}^{\infty} c_k a^k \right\|_2 \leq \lambda_n^{-1} \left\| \sum_{k=n}^{\infty} c_k a^k \right\|_2.
\]

If \(\sum_{k=1}^{\infty} c_k a^k \in J^1(\Omega) \cap H^2(\Omega)\), then

\[
\left\| \sum_{k=1}^{\infty} c_k a^k \right\|_2 \leq \lambda_1^{-1} \left\| \sum_{k=1}^{\infty} c_k a^k \right\|_2.
\]

We list, in the following lemma, some Poincaré and Sobolev inequalities that will be needed, sometimes combined with the results of Lemmas 3 and 4. We will use only the three-dimensional versions of Sobolev's inequalities, these being, of course, also valid in bounded two-dimensional domains.

**Lemma 5.** If \(u \in J^1(\Omega) \cap H^2(\Omega)\), then \(\|u\| \leq \lambda_1^{-1/2} \|\nabla u\| \leq \lambda_1^{-1} \|\tilde{\Delta}u\|\).
\[ \| u \|_0 \leq c \| Vu \|, \quad \sup \| u \| \leq c \| \tilde{A}u \|, \quad \| u \|_4 \leq c \| u \|^{1/4} \| Vu \|^{3/4}, \]
and \( \|Vu\|_0 \leq c \| \tilde{A}u \| \).

3. Statement of the result. Let \( u(x, t), p(x, t) \) be a solution of the Navier-Stokes problem:

\[
\begin{align*}
&u_t - \Delta u + u \cdot \Delta u + \nabla p = f, \\
&\nabla \cdot u = 0 \quad \text{in} \quad \Omega \times (0, \infty), \\
&u|_{t=0} = a, \quad u|_{\partial \Omega} = 0.
\end{align*}
\]

We assume the data for problem (1) satisfies

(A1) \( \alpha \in J_t(\Omega) \cap H^3(\Omega), \quad \sup_{t \geq 0} \| f \| < \infty, \quad \sup_{t \geq 0} \| f_p \| < \infty, \)

and that the solution satisfies

(A2) \( \| \nabla u(t) \| \leq M, \quad \text{for all} \quad t \geq 0. \)

We further assume \( u \) is conditionally exponentially stable, in the sense of condition (A3), below. The stability condition concerns the behaviour of perturbations of \( u \). A function \( \zeta(x, t) \), defined on some interval \( t \geq t_0 \), is called a perturbation of \( u \), if \( \zeta + u \) is a solution of the Navier-Stokes equations, and if \( \zeta|_{\partial \Omega} = 0 \). Thus, setting \( \zeta_0 = \zeta(\cdot, t_0) \), \( \zeta \) is a solution of the initial-boundary value problem:

\[
\begin{align*}
&\zeta_t - \Delta \zeta + u \cdot \nabla \zeta + \zeta \cdot \nabla u + \zeta \cdot \nabla \zeta + \nabla q = 0, \\
&\nabla \cdot \zeta = 0 \quad \text{in} \quad \Omega \times (t_0, \infty), \\
&\zeta|_{t=t_0} = \zeta_0, \quad \zeta|_{\partial \Omega} = 0.
\end{align*}
\]

Our assumption, then, is:

(A3) There exist positive numbers \( \alpha, A, \delta \) such that for every \( t_0 \geq 0 \), and every \( \zeta_0 \in J_t(\Omega) \cap H^3(\Omega) \) with \( \| \nabla \zeta_0 \| < \delta \), the perturbation problem (2) is uniquely solvable and its solution satisfies \( \| \nabla \zeta(t) \| \leq A \| \nabla \zeta_0 \| e^{-a(t-t_0)}, \) for all \( t \geq t_0 \).

The \( n \)th spectral Galerkin approximation

\[ u^n(x, t) = \sum_{k=1}^{n} c_{k, n}(t) a^k(x) \]

to the solution of problem (1) is uniquely determined by the conditions

(3) \( (u^n_t, \phi^n) + (\nabla u^n, \nabla \phi^n) + (u^n \cdot \nabla u^n, \phi^n) = (f, \phi^n), \quad \text{for} \quad t \geq 0, \quad \text{and} \)

(3a) \( (u^n(0) - a, \phi^n) = 0, \)

for all \( \phi^n \) of the form \( \phi^n(x) = \sum_{k=1}^{n} d_k a^k(x) \).

Theorem. There exist constants \( N \) and \( K \) depending only on
the domain \( \Omega \), the norms of the data referred to in (A1), and the
constants introduced in (A2) and (A3), such that

\[
(4) \quad \| F(u - u^n)(t) \| \leq K\lambda_n^{-\frac{1}{2}}
\]

for all \( t \geq 0 \), provided \( n \geq N \).

4. Comparison of error with perturbations. Let \( u = \sum_{k=1}^{\infty} c_k(t) a^k(x) \) be the eigenfunction expansion of the solution \( u \) of problem (1). Let \( v^n = \sum_{k=1}^{\infty} c_k(t) a^k(x) \) be the \( n \)th partial sum of the series for \( u \). Let \( e^n = u - v^n \), and let \( \eta^n = u^n - v^n \), were \( u^n \) is the \( n \)th Galerkin approximation. Then \( u - u^n = e^n - \eta^n \).

**Lemma 6.** The assumptions (A1), (A2) imply \( \| \Delta u(t) \| \), \( \| u_t(t) \| \), and \( e^{-t} \int_0^t e^\tau \| P u \| ^2 d\tau \) are uniformly bounded, for \( t \geq 0 \). Thus, \( \| F e^n(t) \| \leq c\lambda_n^{-\frac{1}{2}} \) and \( \| e^n(t) \| \leq c\lambda_n^{-\frac{1}{2}} \), for \( t \geq 0 \).

These a-priori estimates for \( u \) are proved in [7]; most of the argument is repeated, in a slightly different context, in Lemma 8 below. The estimates for \( e^n \) follow, using Lemma 4.

It remains to estimate \( \eta^n \). Observe that \( v^n \) satisfies the linearized equations

\[
(5) \quad (v^n_t, \phi^n) + (\nabla v^n, \nabla \phi^n) + (u \cdot \nabla u, \phi^n) = (f, \phi^n), \quad \text{for } t \geq 0,
\]

for all \( \phi^n \) of the form \( \phi^n(x) = \sum_{k=1}^{\infty} d_k a^k(x) \). This is easily seen starting with the weak Navier-Stokes equations for \( u \) and using the orthogonality relations for the \( \{a^k\} \). Subtracting (5) from (3) gives

\[
(\eta^n, \phi^n) + (\nabla \eta^n, \nabla \phi^n) = (u \cdot \nabla u, \phi^n) - (u^n \cdot \nabla u^n, \phi^n)
\]

\[
= -(u \cdot \nabla \eta^n, \phi^n) - (\eta^n \cdot \nabla u^n, \phi^n)
+ (u \cdot \nabla e^n, \phi^n) + (e^n \cdot \nabla u^n, \phi^n)
\]

\[
= -(u \cdot \nabla \eta^n, \phi^n) - (\eta^n \cdot \nabla u^n, \phi^n) - (\eta^n \cdot \nabla \eta^n, \phi^n)
+ (\eta^n \cdot \nabla e^n, \phi^n) + (e^n \cdot \nabla \eta^n, \phi^n)
+ (u \cdot \nabla e^n, \phi^n) + (e^n \cdot \nabla e^n, \phi^n).
\]

This identity will be used, in §5, to get an a-priori estimate for \( \| \Delta \eta^n(t) \| \). In order to compare \( \eta^n \) with a perturbation \( \zeta \), we must rewrite (6) in a form valid for all test functions \( \phi(x) \in J_1(\Omega) \cap H^s(\Omega) \).

Let \( P_n \) and \( Q_n \) be the orthogonal projections of \( L^2(\Omega) \) onto \( \text{Span} \{a_1, \ldots, a_n\} \) and \( \text{Span} \{a_{n+1}, a_{n+2}, \ldots\} \), respectively. Clearly \( P \), \( P_n \) and \( Q_n \) all commute, \( P = P_n + Q_n \), etc. For \( \phi \in J_1(\Omega) \), let us write \( \phi = P_n \phi + Q_n \phi = \phi^n + Q_n \phi \). Then, for any \( w \in L^2(\Omega) \),

\[
(w, \phi^n) = (P_n w, \phi) = (w, \phi) - (Q_n w, \phi).
\]
Also, for $\phi \in J(\Omega)$,
\[
(F_{\eta}, V_{\phi}) = -(\Delta_{\eta}, \phi^n) = -\langle \Delta_{\eta}, \phi \rangle = (\eta^n, \phi).
\]

Using such obvious identities, we rewrite (6) as
\[
\begin{aligned}
(F_{\eta}, V_{\phi}) + (u \cdot V_{\eta}, \phi) + (u \cdot V_{\eta}, \phi) + (\eta^n \cdot V u, \phi) + (\eta^n \cdot \Delta_{\eta}, \phi) \\
= (Q_n[u \cdot V_{\eta}], \phi) + (Q_n[\eta^n \cdot V u], \phi) + (Q_n[\eta^n], \phi) \\
+ (P_n[\eta^n \cdot \Delta_{\eta}], \phi) + (P_n[\eta^n], \phi),
\end{aligned}
\]

which is valid for all $\phi \in J(\Omega)$, and $t \geq 0$. This is to be compared with the weak form of (2), which is
\[
\begin{aligned}
(F_{\zeta}, V_{\phi}) + (u \cdot V_{\zeta}, \phi) + (u \cdot V_{\zeta}, \phi) + (\zeta \cdot V u, \phi) + (\zeta \cdot \Delta_{\zeta}, \phi) = 0.
\end{aligned}
\]

Let us denote the right side of (7) by $(g^n, \phi)$, and let $w = \eta^n - \zeta$. Then, subtracting (8) from (7) gives
\[
\begin{aligned}
(F_{\eta}, V_{\phi}) + (u \cdot V_{\eta}, \phi) + (u \cdot V_{\eta}, \phi) + (w \cdot V u, \phi) \\
+ (\eta^n \cdot V w, \phi) + (w \cdot \Delta_{\eta}, \phi) = (g^n, \phi),
\end{aligned}
\]
for all $\phi \in J(\Omega)$, and $t \geq t_0$. The regularity of $\eta^n$ and $\zeta$, which is implicitly assumed here and in Lemma 7 below, will be verified later. Setting $\phi = -\Delta w$, we obtain
\[
\begin{aligned}
\frac{1}{2} \frac{d}{dt} \| V w \|^2 + \| \Delta w \|^2 = (u \cdot V w, \Delta w) + (w \cdot V u, \Delta w) \\
+ (\eta^n \cdot V w, \Delta w) + (w \cdot V \zeta, \Delta w) - (g^n, \Delta w) \\
\leq c \| \Delta u \| \| V w \| \| \Delta w \| + c \| \Delta \eta^n \| \| V w \| \| \Delta w \| \\
+ c \| \Delta \zeta \| \| V w \| \| \Delta w \| + \| g^n \| \| \Delta w \|,
\end{aligned}
\]
or
\[
\frac{d}{dt} \| V w \|^2 + \| \Delta w \|^2 \leq c(\| \Delta u \|^2 + \| \Delta \eta^n \|^2 + \| \Delta \zeta \|^2) \| V w \|^2 + \| g \|^2,
\]
and hence:

**LEMMA 7.** Let $t_0 \geq 0$ and $\zeta$ be as in problem (2). Then, for $w$ and $g^n$ as above, and $\beta(t) = c(\| \Delta u \|^2 + \| \Delta \eta^n \|^2 + \| \Delta \zeta \|^2)$, there holds
\[
\| V w(t) \|^2 \leq e^{\int_{t_0}^{t} \beta(\tau) d\tau} \left\{ \| V w(t_0) \|^2 + \int_{t_0}^{t} \| g^n \|^2 d\tau \right\},
\]
for all $t \geq t_0$.

**REMARK.** It is well to point out, here, why we don't assume $\| \zeta(t) \| \leq A \| \zeta(t_0) \| e^{-\alpha(t-t_0)}$ in (A3), in place of the condition for the
Dirichlet norm, and then try to use a continuous dependence theorem in the $L^2$ norm, in place of (11). The difficulty is that we would still need to estimate $\|g^n\|$ and hence $\|\tilde{A}g^n\|$, and this does not seem possible, in three-dimensions, starting with an estimate for $\|w(t)\|$. But we can, starting with an estimate for $\|Vw(t)\|$, because this implies an estimate for $\|\tilde{A}g^n\|$, which leads to an estimate for $\|\tilde{A}g^n\|$.

5. A-priori estimate of $\|\tilde{A}g^n(t)\|$.

**Lemma 8.** Suppose $\|Vg^n(t)\| < \gamma$ holds on some interval $0 \leq t \leq t^*$, for some number $\gamma \leq \delta$. Then there also holds $\|\tilde{A}g^n(t)\|^2 < R(\gamma^2 + \lambda_{n+1}^{-1})$, for $0 \leq t \leq t^*$, with a constant $R$ dependent only on $\Omega$, $\delta$, $\sup_{t \leq 0} \|\tilde{A}u(t)\|$, $\sup_{t \geq 0} \|u(t)\|$, and $\sup_{t \geq 0} e^{-t} \int_0^t \|Vu(t)\| d\tau$, i.e., quantities all bounded via Lemma 6 in terms of the assumptions (A1), (A2), (A3).

**Proof.** What follows is based on the identity (6). Since the Galerkin approximation $u^n$ does not appear, there will be no ambiguity in setting $\eta = g^n$, $e = e^n$, $v = v^n$, $\phi = \phi^n$. Setting $\phi = -\tilde{A}g$ in (6), we obtain

$$
\frac{1}{2} \frac{d}{dt} \|Vg^n\|^2 + \|\tilde{A}g^n\|^2 \leq c \|\tilde{A}u\| \cdot \|Vg^n\| \cdot \|\tilde{A}g^n\| + c \|\tilde{A}g^n\|^6 \|\tilde{A}g^n\|^6 + c \|\tilde{A}u\|^6 \|\tilde{A}g^n\|^4.
$$

and hence

$$
\frac{d}{dt} \|\tilde{A}g^n\|^2 + \|\tilde{A}g^n\|^2 \leq c \|\tilde{A}u\|^2 \cdot \|Vg^n\|^2 + c \|Vg^n\|^6 + c\lambda_{n+1}^{-1} \|\tilde{A}u\|^4.
$$

Multiplying (12) by $e^t$ and integrating gives

$$
e^{-t} \int_0^t e^\tau \|\tilde{A}g^n\|^2 d\tau \leq e^{-t} \int_0^t e^\tau (\gamma^2 + c \|\tilde{A}u\|^2 \gamma^2 + c\gamma^6 + c\lambda_{n+1}^{-1} \|\tilde{A}u\|^4) d\tau
$$

(13)

$$
\leq e^{-t} \int_0^t e^\tau (\gamma^2 + \lambda_{n+1}^{-1}) d\tau.
$$

Setting $\phi = g^n$ in (6), we obtain

$$
\|g^n\|^2 \leq \|\tilde{A}g^n\| \cdot \|g^n\| + c \|\tilde{A}u\| \cdot \|Vg^n\| \cdot \|g^n\| + c \|\tilde{A}g^n\| \cdot \|Vg^n\| \cdot \|g^n\|
$$

and hence

$$
\|g^n\|^2 \leq c \|\tilde{A}g^n\|^2 + c \|\tilde{A}u\|^2 \cdot \|Vg^n\|^2 + c \|\tilde{A}g^n\|^2 \cdot \|Vg^n\|^2 + c\lambda_{n+1}^{-1} \|\tilde{A}u\|^4.
$$

Multiplying by $e^t$ and integrating, and using (13), we get
Now differentiating (6) with respect to $t$ and setting $\phi = \eta_i$, we obtain
\begin{align*}
\frac{1}{2} \frac{d}{dt} \| \eta_i \|^2 + \| \varphi \eta_i \|^2 &= -((u_i \cdot \varphi \eta_i, \eta_i) - (\eta_i \cdot \varphi u_i, \eta_i) \\
&\quad - (\eta_i \cdot \varphi \eta_i, \eta_i) + (\eta_i \cdot \varphi e_i, \eta_i) + (\eta \cdot \varphi u_i, \eta_i) \\
&\quad + (e_i \cdot \varphi \eta_i, \eta_i) + (u_i \cdot \varphi e_i, \eta_i) + (u_i \cdot \varphi e_i, \eta_i) \\
&\quad + (e_i \cdot \varphi v_i, \eta_i) + (e \cdot \varphi v_i, \eta_i) \\
&\quad \leq c \| u_i \| \| \varphi \eta_i \| \| \varphi \varphi \eta_i \| + c \| \varphi \eta_i \| \| \varphi \eta_i \| \| \varphi \varphi \eta_i \| \\
&\quad + c \| \varphi \eta_i \| \| \varphi \varphi \eta_i \| \| \varphi \eta_i \|^{1/2} \| \varphi \eta_i \|^{3/2} + \| u_i \|_\infty \| \varphi \varphi \eta_i \| \\
&\quad + c \| \varphi \eta_i \| \| \varphi \eta_i \| \| \varphi \varphi \eta_i \|,
\end{align*}
and hence
\begin{align}
\frac{d}{dt} \| \eta_i \|^2 &\leq c \| u_i \|^2 \| \varphi \eta_i \|^2 + c \| \varphi \varphi \eta_i \|^2 \| \varphi \eta_i \|^2 \\
&\quad + c \lambda_{n+1}^{-1} (\| u_i \|^2 + \| \varphi u_i \|^2) \| \varphi \eta_i \|^2 + c \lambda_{n+1}^{-1} \| \varphi \varphi \eta_i \|^2.
\end{align}
Multiplying by $e^t$ and integrating, using (13), and (15), we get
\begin{align*}
\| \eta_i(t) \|^2 &\leq e^{-t} \| \eta_i(0) \|^2 + e^{-t} \int_0^t e^s (\gamma^2 + \lambda_{n+1}^{-1}) ds + c \lambda_{n+1}^{-1} e^{-t} \int_0^t e^s \| \varphi \eta_i \|^2 ds.
\end{align*}
From (14), it is clear $\| \eta_i(0) \|^2 \leq c \lambda_{n+1}^{-1} \| \varphi \eta_i \|^2$. Using this and the a-priori estimates of Lemma 6, we get
\begin{align}
\| \eta_i(t) \|^2 &< c (\gamma^2 + \lambda_{n+1}^{-1}).
\end{align}
Since
\begin{align}
-\frac{d}{dt} \| \varphi \eta_i \|^2 &= -2(\varphi \eta_i, \varphi \eta_i) = 2(\varphi \varphi \eta_i, \eta_i) \leq 1/2 \| \varphi \varphi \eta_i \|^2 + 2 \| \eta_i \|^2,
\end{align}
(12) implies
\begin{align}
\| \varphi \varphi \eta_i \|^2 &\leq \| \eta_i \|^2 + c \| \varphi \varphi \eta_i \|^2 \| \varphi \eta_i \|^2 + c \| \varphi \varphi \eta_i \|^2 + c \lambda_{n+1}^{-1} \| \varphi \varphi \eta_i \|^2.
\end{align}
Clearly (18), (19) and the assumption $\| \varphi \eta_i \| < \gamma \leq \delta$ imply
\begin{align}
\| \varphi \varphi \eta_i(t) \|^2 &< c (\gamma^2 + \lambda_{n+1}^{-1}).
\end{align}

6. A-priori estimate of $\| g^n \|$. The forcing term on the right side of (7) is
\begin{align*}
g^n = Q_n[u \cdot \varphi \eta^n] + P_n[\eta^n \cdot \varphi u] + Q_n[\varphi \eta^n \cdot \varphi u] \\
&\quad + P_n[\eta^n \cdot \varphi e^n] + P_n[e^n \cdot \varphi \eta^n] + P_n[u \cdot \varphi e^n] + P_n[e^n \cdot \varphi v^n].
\end{align*}
LEMMA 9. Whenever $\|\tilde{\eta}(t)\|^2 < R(\delta^2 + \lambda_0)$, there holds

$$\| g^n(t) \|^2 \leq \theta(n) \| \tilde{\eta}^n \|^2 + \nu \lambda_{\delta_{n+1}},$$

with $\theta(n)$ a function satisfying $\theta(n) \to 0$ as $n \to \infty$. The function $\theta$ and constant $\nu$ depend only on $\delta$, $R$, $\Omega$ and $\sup_{t \geq 0} \| \tilde{\eta} \|$.

To prove Lemma 9, we need:

LEMMA 10. For any vector field $w \in H^1(\Omega)$, there holds

$$\| Q_w w \|^2 \leq \hat{\theta}(n) \| w \|_{H^1},$$

with $\hat{\theta}(n)$ a function satisfying $\hat{\theta}(n) \to 0$ as $n \to \infty$. The function $\hat{\theta}(n)$ depends only on $\Omega$.

To prove Lemma 10, we need:

LEMMA 11. For every $0 < \varepsilon < 1$, there exists a continuously differentiable, piecewise twice differentiable “cut-off” function $\lambda_{\varepsilon}(s)$, defined for $s \geq 0$, such that $\lambda_{\varepsilon}(0) = 1$, $\lambda'_\varepsilon(0) = 0$, $\lambda_{\varepsilon}(s) = 0$ for $s \geq \varepsilon$, and such that everywhere $|\lambda_{\varepsilon}(s)| \leq \min \{ \varepsilon/s, 1 \}$, $|\lambda'_{\varepsilon}(s)| \leq \min \{ \varepsilon/s, C_\varepsilon \}$, and $|\lambda''_{\varepsilon}(s)| \leq C_{\varepsilon}$, with constants $C_\varepsilon$ dependent only on $\varepsilon$.

The construction of $\lambda_\varepsilon(s)$ is well-known; see [2]. We only remark, it is probably easiest to start with the function

$$\tilde{\lambda}_\varepsilon(s) = \int_s^\varepsilon \frac{\varepsilon}{\sigma} \left(1 - \frac{\sigma}{\varepsilon}\right) d\sigma = \varepsilon(\log \varepsilon - \log s) + (s - \varepsilon),$$

defined for $0 < s \leq \varepsilon$. Observing that $|\tilde{\lambda}_\varepsilon(s)| \leq \varepsilon/s$, $|\tilde{\lambda}'_\varepsilon(s)| \leq \varepsilon/s$, and $\tilde{\lambda}''_\varepsilon(s) = \varepsilon/s^2$, it is clear how to proceed to construct $\lambda_\varepsilon(s)$.

Proof of Lemma 10. Let $\lambda_\varepsilon(x) = \lambda_\varepsilon(s)$, where $\lambda_\varepsilon(s)$ is as in Lemma 11 and $s = \text{distance } (x, \partial \Omega)$. For sufficiently small $\varepsilon$, this is well-defined and the estimates for the derivatives of $\lambda_\varepsilon(s)$ are valid for $\lambda_\varepsilon(x)$, i.e., $|\nabla \lambda_\varepsilon(x)| = |\lambda'_\varepsilon(s)|$ and $|D_x^2 \lambda_\varepsilon(x)| \leq c(|\lambda''_\varepsilon(s)| + |\lambda'_\varepsilon(s)|)$.

Choose a vector field $\psi$, in accordance with Lemmas 1 and 2, such that $\text{curl } \psi = Pw$, $\psi|_{\partial \Omega} = 0$, and $\|\psi\|_{H^2} \leq c \|Pw\|_{H^1} \leq c \|w\|_{H^1}$.

Clearly,

$$Pw - \text{curl } (\lambda_\varepsilon \psi) \in J_1(\Omega), \quad \text{curl } (\lambda_\varepsilon \psi) \in L^2(\Omega).$$

We have the following estimates:

$$\|Pw - \text{curl } (\lambda_\varepsilon \psi)\|_{H^1} = \|Pw - \lambda_\varepsilon Pw - (\nabla \lambda_\varepsilon) \times \psi\|_{H^1} \leq C_\varepsilon \|Pw\|_{H^1} + \| (\nabla \lambda_\varepsilon) \times \psi\| + \| (D^2_x \lambda_\varepsilon) \psi\| + \| (\nabla \lambda_\varepsilon) \nabla \psi\| \leq C_\varepsilon \|Pw\|_{H^1} \leq C_\varepsilon \|w\|_{H^1},$$

(24)
\[ \| \text{curl} \left( \lambda_n \psi \right) \| \leq \| F \lambda_n \times \psi \| + \| \lambda_n \text{curl} \psi \| \]

(25)
\[ \leq \left( \int_{\Omega_n} \varepsilon/s |\psi|^2 dx \right)^{\frac{1}{2}} + \left( \int_{\Omega_n} |F \psi|^2 dx \right)^{\frac{1}{2}} \]
\[ \leq c \varepsilon \| \psi \|_{H^1} + c \varepsilon \| \psi \|_{H^1} \leq c \varepsilon \| w \|_{H^1} . \]

In (25) we have set \( \Omega_{\varepsilon} = \{ x \in \Omega : \text{dist} (x, \partial \Omega) < \varepsilon \} \) and used the inequality
\[ \int_0^1 \phi^2(s)/s^2 ds \leq 4 \int_0^1 (\phi'(s))^2 ds , \]
valid if \( \phi(0) = 0 \), and also the inequality \( \| \phi \|_{L^2(\Omega)} \leq c \varepsilon \| \phi \|_{H^1(\Omega)} \), valid for \( \phi \in H^1(\Omega) \). Finally, using Lemma 4 and (23), (24), (25), we have
\[ \| Q_n w \| = \| Q_n P w \| \]
\[ \leq \| Q_n \left[ P w - \text{curl} (\lambda_n \psi) \right] \| + \| Q_n \text{curl} (\lambda_n \psi) \| \]
\[ \leq \lambda^{-\frac{1}{2}}_n \| P w - \text{curl} (\lambda_n \psi) \| + \| \text{curl} (\lambda_n \psi) \| \]
\[ \leq \lambda^{-\frac{1}{2}}_n C \| w \|_{H^1} + c \varepsilon \| w \|_{H^1} , \]
which clearly implies the result.

Proof of Lemma 9. Using Lemmas 4, 5 and 10 we obtain:
\[ \| Q_n [u \cdot \nu^n] \| \leq \hat{\theta}(n) \| u \cdot \nu^n \|_{H^1} \]
\[ \leq \hat{\theta}(n) \left( \| u \nu^n_x \|^2 + \| u \nu^n_{xx} \|^2 + \| u \nu^n_{x} \|^2 \right) \]
\[ \leq \hat{\theta}(n) \left( \| u \nu^n_x \|^2 + \| \nu^n u_x \|^2 + \| \nu^n u_{xx} \|^2 \right) \]
\[ \leq c \hat{\theta}(n) \| \tilde{u} \|^{\frac{1}{2}} + \| \tilde{\nu^n} \|^{\frac{1}{2}} , \]
\[ \| Q_n [\nu^n \cdot \nu^n] \| \leq \hat{\theta}(n) \| \nu^n \cdot \nu^n \|_{H^1} \]
\[ \leq \hat{\theta}(n) \left( \| \nu^n u_x \|^2 + \| \nu^n \nu^n_{xx} \|^2 \right) \]
\[ \leq c \hat{\theta}(n) \| \tilde{u} \|^{\frac{1}{2}} + \| \tilde{\nu^n} \|^{\frac{1}{2}} , \]
\[ \| P_n [\nu^n \cdot \nu^n] \| \leq \| \nu^n \cdot \nu^n \|^{\frac{1}{2}} \leq c \| \tilde{\nu^n} \|^{\frac{1}{2}} + \| \nu^n \|^{\frac{1}{2}} \leq c \lambda^{-\frac{1}{2}}_n \| \tilde{u} \|^{\frac{1}{2}} + \| \tilde{\nu^n} \|^{\frac{1}{2}} , \]
\[ \| P_n [u \cdot \nu^n] \| \leq \| u \cdot \nu^n \|^{\frac{1}{2}} \leq c \| \tilde{u} \|^{\frac{1}{2}} + \| \nu^n \|^{\frac{1}{2}} \leq c \lambda^{-\frac{1}{2}}_n \| \tilde{u} \|^{\frac{1}{2}} + \| \tilde{\nu^n} \|^{\frac{1}{2}} , \]
\[ \| P_n [u \cdot \nu^n] \| \leq \| u \cdot \nu^n \|^{\frac{1}{2}} \leq c \| \tilde{u} \|^{\frac{1}{2}} + \| \nu^n \|^{\frac{1}{2}} \leq c \lambda^{-\frac{1}{2}}_n \| \tilde{u} \|^{\frac{1}{2}} + \| \tilde{\nu^n} \|^{\frac{1}{2}} . \]

7. Proof of Main Result. An \( \alpha \)-priori estimate, similar to Lemma 6, will be needed for solutions \( \zeta \) of (2). If \( \| F \zeta (t_0) \| < \delta \), (A3) ensures that \( \| F \zeta (t) \| < A \delta \), for all \( t \geq t_0 \). So \( v = u + \zeta \) is a solution of the Navier-Stokes equations with \( \| F v(t) \| < M + A \delta \), for \( t \geq t_0 \).
Also, in view of Lemma 6, \( \| \tilde{A}v(t_0) \| \leq \| \tilde{A}u(t_0) \| + \| \tilde{A}\zeta(t_0) \| \) is bounded if \( \| \tilde{A}\zeta(t_0) \| \) is bounded. Hence the a-priori estimates for solutions of the Navier-Stokes equations, already appealed to in Lemma 6, imply \( \| \tilde{A}\zeta(t) \| \) is bounded, for all \( t \geq t_0 \), in terms of \( \| \tilde{A}\zeta(t_0) \| \) and the constants and norms of assumptions (A1), (A2), (A3). In summary:

**Lemma 12.** For perturbations \( \zeta \) (i.e., solutions of (2)) which satisfy initially \( \| \tilde{F}\zeta(t_0) \| < \delta \) and \( \| \tilde{A}\zeta(t_0) \|^2 \leq R(\delta^2 + \lambda_{-1}^{-1}) \), there holds \( \| \tilde{A}\zeta(t) \| < c \), for all \( t \geq t_0 \), where \( c \) is a constant dependent only on \( R, \delta, \Omega \) and the bounds assumed for various norms in conditions (A1), (A2), (A3).

Now consider the expression \( \beta(t) = c(\| \tilde{A}u(t) \|^2 + \| \tilde{A}\eta^\alpha \|^2 + \| \tilde{A}\zeta(t) \|^2) \) appearing in Lemma 7. In view of Lemmas 6, 8 and 12, there exists a constant \( B \) bounding all possible values of \( \beta(t) \) in any interval \( t_0 \leq t \leq t^* \) for which it is known

\[
\| \tilde{F}\eta^n(t) \| < \delta ,
\]
provided we restrict our considerations to perturbations \( \zeta \) satisfying

\[
\| \tilde{F}\zeta(t_0) \| < \delta \quad \text{and} \quad \| \tilde{A}\zeta(t_0) \|^2 < R(\delta^2 + \lambda_{-1}^{-1}).
\]

Consider, also, the forcing term \( g^n \) appearing in Lemma 7. Together, Lemmas 8 and 9 imply

\[
\| g^n(t) \|^2 \leq \theta(n)R(\gamma^2 + \lambda_{-1}^{-1}) + \nu\lambda_{-1}^{-1}
\]
on any interval \( 0 \leq t \leq t^* \) for which it is known

\[
\| \tilde{F}\eta^n(t) \| < \gamma , \quad \text{with} \quad \gamma \leq \delta .
\]

We now choose \( T \) sufficiently large that

\[
A e^{-\alpha T} \leq \frac{1}{2} ,
\]
with \( \alpha \) and \( A \) as in (A3), and then choose \( N \) sufficiently large that

\[
e^{\delta T}T \theta(n)R < \frac{1}{8}
\]
and

\[
\gamma_n = \sqrt{8}(e^{\delta T}T \theta(n)R + \nu)^{1/2}\lambda_{n+1}^{-1/2} < \delta
\]
hold for \( n \geq N \). Here, we have defined \( \gamma_n \) in such a way that, in the presence of (31), there holds

\[
e^{\delta T}T[\theta(n)R(\gamma_n^2 + \lambda_{n+1}^{-1}) + \nu\lambda_{n+1}^{-1}] < \frac{1}{4}\gamma_n^2 ,
\]
as may be easily checked.

For \( n \geq N \), we claim

\[
\| \nabla \eta^n(t) \| < \gamma_n , \quad \text{for all} \quad t \geq 0 .
\]

If not, that is, if (34) fails for some \( n \geq N \), let \( t^* \) be the first value of \( t \) for which \( \| \nabla \eta^n(t^*) \| = \gamma_n \). To show it is impossible that \( t^* \leq T \), consider Lemma 7 with \( t_0 = 0 \) and \( \zeta = 0 \). The implication, in view of (28) and (33), and remembering \( \eta^n(0) = 0 \), is that

\[
\| \nabla \eta^n(t^*) \|^2 = \| \nabla w(t^*) \|^2 \\
\leq e^{\sigma T}[\theta(n)R(\gamma_n^2 + \lambda_{k+1}^{-1}) + \nu\lambda_{k+1}^{-1}] < \frac{1}{4} \gamma_n^2 ,
\]

which contradicts our supposition about \( t^* \). On the other hand, if \( t^* > T \), then \( \| \nabla \eta^n(t^* - T) \| < \gamma_n \), and of course \( \| \Delta \eta^n(t^* - T) \| < R(\delta^2 + \lambda_{k+1}^{-1}) \), by Lemma 8. So, considering Lemma 7 again, but with \( t_0 = t^* - T \) and \( \zeta(t^* - T) = \eta^n(t^* - T) \), we find

\[
\| \nabla \eta^n(t^*) - \zeta(t^*) \|^2 \leq e^{\sigma T}[\theta(n)R(\gamma_n^2 + \lambda_{k+1}^{-1}) + \nu\lambda_{k+1}^{-1}] \\
\leq \frac{1}{4} \gamma_n^2 .
\]

In addition, in view of (30), the assumption (A3) implies

\[
\| \nabla \zeta(t^*) \| \leq \frac{1}{2} \| \nabla \zeta(t^* - T) \| < \frac{1}{2} \gamma_n .
\]

Together, (35) and (36) imply \( \| \nabla \eta^n(t^*) \| < \gamma_n \), again contradicting our supposition about \( t^* \). So (34) must hold, and combined with Lemma 6, it implies the theorem of §3.
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