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Vol. 99, No. 1 May 1982



PACIFIC JOURNAL OF MATHEMATICS
Vol. 99, No. 1, 1982

ON THE REGULARITY UP TO THE BOUNDARY FOR
SECOND ORDER NONLINEAR ELLIPTIC SYSTEMS

M. GIAQUINTA, J. NEOAS, 0. JOHN, AND J. STARA

It is proved the regularity up to the boundary of the
uniformly Lipschitz-continuous weak solutions of a boundary
value problem for the elliptic system

(1.1) - DMx, u, Du) + άr(x, u,Du)=fr r = 1, , m

from the Liouville properties of the system.

In (1.1) u = {^r}r=i,...,m is a vector function and Du — {A^r}<«i, »,n

is its gradient. We write Diu
r=dur/dxi and the summation convention

is used throughout the paper.). We follow the ideas of our previous
work (see [1-4]) where interior regularity was shown to be equivalent
(in some sense) to the Liouville property (L) (see Definition 2.2). In
the present paper, regularity up to the boundary is shown to be,
essentially, equivalent to the previous (L) together with a certain
"boundary" Liouville property (L+) (see Definition 2.3).

2* Notation and assumptions* Let Rn be an w-dimensional
Euclidean space; for x = (xlf , xn_l9 xn) — (x\ xn) eRn let \x\ —
max {|xi I; i = 1, ••-,%}; further let Rn

+ = {x e Rn; xn > 0}; Ω ={xe Rl;
\x\ < 1}; Γ = {xeRn\\x'\ < l;xn = 0}; B(xθ9 R) = {xeΩ;\x- xo\ < R};

Γ(x0, R) = J5(a?0, J8) Π Γ.

L e t us denote

α(α, u, Du) = {ari(x, u, flw)}<S!l,...,n
r=l, ,m

= {ar{x, u

where α, a are once continuously diίFerentiable functions on Ω x
JBW x Rnm, and / e [TF1'2>/2(i2)]m for some p, p > n.

REMARK. In what follows we omit the notation of the Cartesian
product. So we write / e W1>P(Ω) instead of fe[WltP(Ω)]mn etc.

In this notation the system (1.1) can be rewritten as

(2.1) -div (a(x, u, Du)) + ά(x9 u, Du) = f(x)

on Ω. We suppose that the strong ellipticity condition holds:

(2.2) J5£(s, f, i?)CίC5 > 0
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for every ζ Φ 0 and each (x, ξ, η) e Ω x Rm x Rnm.
To describe the boundary conditions we introduce two disjoint

sets M, N of positive integers such that M U N = {1, , m} (both
the cases Λf = 0 and N= 0 being admissible). Let {6rβ}reJflβeΛΓ be
the set of real constants. The stable boundary operators Br (r e M)
are given by the formulas

BrU = UT - Σ &rA
seN

Put

/ —δrs , reM,seN,

C = {crβ}r, =i, .,« , where c r s = — δ r s , r , s e l ,

^ 0 , reN,

χbsr , r eN, seM .

(2.3) C* - {c*}ri.=lf...,m , where c* - -3rs , r, s e N ,

^ 0 , r e M ,

J ^ ( α , %, Du) = {al(x, u, Du) + hr(x, u) - gr{x) - fr

n(x)Uu ,m ,

where h and g are given functions; h e C\Γ x Rm), g e W1

Let, finally, uQ = {ttj}r==lf...im be a given function from W2tP(Ω).
We consider the following boundary value problem for the system
(2.1) (in its classical formulation):

C(u - u0) = 0 on Γ ,

(2.4) C*^~(x, u, Du) = 0 on Γ ,

u - u0 = 0 on 3i2\Γ .

Denote the scalar product in Rn as well as in Rnm by ( , ) and put

(2.5) V = {v e Wι'\Ω) Cv = 0 on Γ v = 0 on dΩ\Γ} .

A function u e W1}2(Ω) is said to be a weak solution of the problem

(2.1), (2.4) if

(2.6) u-uQe ,

(ii) for each φeV, it holds

{(α, Dφ) + (α, ̂ ) - (/, φ)}dx = \ (h - g, φ)dx' .

(Let us rewrite for once the equation (2.6) (ii) in a more detailed
form:

(2.6) (ii)'

{aϊ(x, u(x), Du(x))D^r(x) + ar(x, u(x), Du(x))φr(x) - fr(x)φr(x)}dx
Ω

= \ {hr(x, u{x)) - gr{x)}φr{x)dx' .
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Let us now formulate the regularity of the problem and the
Liouville conditions.

DEFINITION 2.1 (R). We say that the problem (2.1), (2.4) is
regular (and denote this property by (R)) if for each weak solution
u of this problem for which Du e LJβ), the gradient Du is locally
α-Holder continuous on Ω (J Γ, and for each Ω' for which Ωr c Ω U Γ
it holds

\\Vu\\ca{JJf) ̂  C ,

where the constant C depends on \\Vu\\Loΰ{Ω), Ω' and the data of the
problem.

DEFINITION 2.2 (L). We say that the system (2.1) satisfies the
Liouville condition (L) if for each xQ e Ω and each ξ e Rm the solution
u e Wk&Rn) of the equation

(2.7) \ (a(xθ9 ξ, Du), Dφ)dx - 0 Vφ e
JRK

for which DueLoo(Rn) is a polynomial of at most the first degree.

DEFINITION 2.3 (L+). Write Z = {̂  e Co°°(lίw); C^ = 0 on {
^n = 0}}. We say that the problem (2.1), (2.4) satisfies the Liouville
condition (L+) if for each x0 e Γ; ξ e Rm; deRm the solution u e Wl£(R%)
of the equation

(2.8) \ (a(x0, ς, Du), Dφ)dx = ί (d, 9>)dα;' VφeZ

is the polynomial of at most the first degree, provided that Cu is
a polynomial of at most the first degree on {x e Rn; xn — 0} and
Du e L^Rl).

Our paper contains the proof that (roughly speaking): (2.1), (2.4)
is regular iff (L) and (L+) hold simultaneously. The necessity of the
Liouville conditions is proved in §3 with the definition of the
regularity being slightly changed. In §4 the proof of the implica-
tion (L) A (L+) => (R) is given.

3* The necessity of Liouville conditions* Considering the
definitions 2.1-2.3 we conclude that the property (R) concerns one
fixed problem (2.1), (2.4) whilst the Liouville conditions (L) and (L+)
refer to a system of problems (2.8). We do not know whether the
implication (JB) =* (L) Λ (L+) holds. To obtain the implication of this
type we modify at first the definition of regularity.
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DEFINITION 3.1 (β') Let for each x,eR%, ξeRm, deRm and
for each solution u of (2.8) for which Dn e Loo(R+) and Cu is a poly-
nomial of at most the first degree on {x e Rn; xn = 0} there exists
T > 0 such that u belongs to the space Cl>"(B(0, T)) with a =
min {1/2, 1 — n/p} and

(3.1) | N U « ^ C ,

where C and T depend only on ||2>&||Loo, \u(0)\ and the data of the
problem.

THEOREM 3.1. (β') => (L+).

Proof. Suppose xQ — 0. The function uR(y) — (l/R)u(Ry) solves
(2.8). Further \\DuB\\Loo = \\Du\\Loo and for R > 1 the values |wΛ(0)|
and CuB are bounded by the same constants as the corresponding
values of u. Thus uR (R > 1) satisfies (3.1) with the constant inde-
pendent of R. Let xeRl; TR^\x\; Ry = x. According to (3.1)
we get

\DυuR(y)-DyuB(O)\^C\y\«^C

hence

\DMx)-Dxu(O)\^C-lxl"
R«

and it implies that DM%) = DM®) for R —̂  °°
Let us mention that the necessity of the condition (L) was

proved in [4].

4* Sufficiency of the Liouville conditions* Put for an arbitrary
vector function / = {/r}r=i,...,s,

\F(X0, R) = R*-n \ ttlDJ^x^dx and
( 4 . 1 ) "{ jB(»0»i2) r=l i=lII VB(α?0> Λ) = {u 6 Ϊ F 1 ' 8 ^ ^ , 22)); Cu = 0 on Γ(x0, R) and

u = 0 on 3ΰ(x0, R)\Γ(x0, β)} .

The following notation will be used in Lemma 4.1 only:

B(α?0, ί) = {^eβΐ; |α; - xo\ < t) te[0,1] .

Let

Γ = {xeRn; |α' | < l ;* n = 0} .

With the so defined B(x0, t) the symbols F(x0, t) and VB(x0, t) have
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the same meaning as in (4.1).

LEMMA 4.1. Let B = {Bt?s}itά=u...>n be a real matrix such that
•r,s=l> ,m

(4.2) 3JT > 0 vηeRnm BHηiηi

Then there exists a positive number K such that for every x0 —
(0, , 0, q), (q e [0,1]) for each v e Wι>\B(xnt 1)) for which

(4.3) Cv = 0 on Γ

and which solves the system

(4.4) ( (BDv, Dφ)dx = 0 Vφ e VB{x(s, 1) ,
Ja(io,D

and for every t e ]0, l/2[, ί/ie inequalities

(4.5) F(x0, t) ^ ϋΓί2F(*0, 1) ,

(4.6) r M ( I v{x) - Pt \*dx SKtΛ I v{x) - Q \2dx
JB{xQ,t) JB(χo,l)

hold, where Q is an arbitrary vector such that CQ = 0 and Pt is

either a value v{x) at an arbitrary point x e B(x0, t) or an integral

mean value of v over any connected subset of B(x0, t).

Proof. Let k e N be such that W2>\G) c C\G) for a bounded
domain GczRn. Let 1 = t0 > tx > > tk = 1/2 be an equidistant sub-
division of the segment [1/2, 1],

Let Φ e C~(B(xOf 1)); supp ΦczB(x0, (ί0 + ίJ/2); 0 ^ Φ ̂  1, Φ Ξ 1 on

J?(a?o,*i); I D Φ I ^ C / ^ - y .
Let CQ = 0 and put

9> = Φ 2 (^ - Q )

in (4.4). By usual calculations we obtain (denoting in what follows
all the constants by C)

(4.7) ( I D v \ 2 d x ^C[ \v-Q\2dx
jB{XQ,tt) JB(teo,l)

If B(xQ, ίx) c B(xQ, 1) we use the fact that all the derivatives up
to the order k solve the system (4.4) and we get finally the estimate

(4.8) ( \Dkv\*dx£C\ \v-Q\2dx.

If B(xQ9 ίx) reaches up to the boundary, only the tangent deriva-
tives DjV (i = 1, , n — 1) of the solution v solve again the boundary
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value problem. For them we get

(4.8') ( I D(Djv) \2dx ^ C \ \Dv \2dx .
jB{xQ>t2) JB(χo,tι)

The second normal derivative can be expressed from the equation

B*ίDiSv
9 = 0 r = 1, •• , m ,

which holds a.e. in B(xQ9 1). Advancing this process up to the
estimate of the derivatives of the kth order we obtain (using the
Sobolev imbedding theorem)

(4.9) msLX2\\Dv(x)\;xeB(xQfl)\ ^c\ \v - Q\2dx .
I \ 2 /) JB{xO9 1)

Let now t e ]0, 1/2], x9 x e B(xθ9 tx). Then

\v(x) - v(x)\2^ Cf max2\\Dv(x)\; xeB(X0, —)\ = c\ \v - Q\2dx .
I \ 2 /) JB(»0,I)

Let us recall that the constant C does not depend on the position
of the point x0 satisfying the assumptions of Lemma 4.1. Its value
will be needed in the next text; because of an easier quotation we
denote it by K. Integrating the last inequality over B(xθ91), we
get (4.6) for the case Pt = v(x) with x e B(xOf ί). The case of Pt being
an integral mean value can be reduced to the previous one by means
of the integral mean value theorem.

To prove the inequality (4.5) we start with the estimate (4.8')
and applying the same method as before, we obtain

(4.10) (max {\Dv(x)\; x eB(XQ, —)\)2 = c[ \Dv\2dx .
\ I \ 2/)/ JB(xo,l)

The inequality (4.5) is an immediate consequence of (4.10).
The main result of this section is the following

THEOREM 4.2. Let (L) and (L+) be satisfied. Let u e Wlt2(Ω)
with the gradient DueL^Ω) be a weak solution of the problem (2.1),
(2.4). Then Du is a-Holder continuous on Ω (J Γ with a =
min (1/2, 1 — n/p) and for every domain Ωr such that Ωf c Ω U Γ the
inequality holds:

IIn |U«cih ^ C ( | | D u \\Loo, | | u Q \\W2,v,

Schema of the proof of the Theorem 4*2* In Lemma 4.8 we
shall prove that Du belongs to certain Morrey-Campanato space and
use then embedding of this space into C1>α.
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For the case Ω'aΩ it follows from the condition (L). We can
prove it by the method described in [4] modifying it slightly.

For the case Ωr Π Γ Φ 0 more substantial modifications of the
method are needed. Denoting tangent derivatives as ω\ = Dtu

r;
r — 1, , m; I = 1, , n — 1, we decompose them on B(x, R) as

O) — V + W

in the following way:
( i ) The function w solves the linearized equation in variations

(see (4.14)) and satisfies the nonhomogeneous boundary conditions

Cwi — CDiU0 on Γ(x, R) ,

wt - Dxu0 = 0 on dB(x, R)\Γ(x, R) ,

1 = 1, - -, n — 1. The L2-norm of Dw can be easily estimated (see
Lemma 4.3).

(ii) The second component v = ω — w solves the homogeneous
linearized equation (4.15) and satisfies the homogeneous boundary
conditions Cvx — 0 on Γ(x, R) and nonhomogeneous boundary conditions
vι = ωt - Dtu0 on 3B(x, R)\Γ(x, R), I = 1, , n - 1.

In Lemma 4.4 we shall prove that, starting with sufficiently
small oscillations of v on B(x, R) we can describe how they decrease
on B(x, τR), (τ 6 (0, 1)).

The Liouville condition (L+) yields, for each x0 e Γ', the fact that

lim inf V(x0, R) = 0 . (See Theorem 4.5.)

Combining this result together with the estimates of v and w,
we obtain the assertion of Theorem 4.2.

First we shall describe more precisely the decomposition of ω.
Let u be a solution of (2.6) with DneL^Ω). Using the finite

difference technique, we prove that u e Wtl(Ω) and that each com-
ponent ωx of the tangent gradient ω solves the equation

(4.12) + ^Lo), + ^ , φ)\dx - ( (M-9

oξ dxx /J Ĵ 2 \dXι

Moreover, C{ωx — D^o) = 0 on Γ.
Let xQeΩ U Γ; R > 0 and xOn ^ R (i.e., Γ(xQ, R) Φ 0) . Define

w = {wr}r=1,...,me Wί>2(B(x0, R)) as a unique weak solution of the
problem
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(4.13) Wι - Dtu0 e VB(xQ, R) ,

Ίφ 6 VB(x0, R)

\ \(ψ{x, u, Du)Dwlt Dφ) + (ψ-(x, u, Du)Dwlt φ)\dx

(4.14) = - ( j(f% + | £ , Dφ) + Ά»t + ψ-t φ)dx
iB(xOtR) (\dξ dxt 1 \dξ dxt )

+ 5
JBUQ,R)

The relations (4.12) and (4.13), (4.14) imply that (defining vt = ωt — wt)
the component vx solves the equation

vφ e VB(xQ9 E)

(4.15) f Uda( Du)Dvly Dφ) + Ά(x, u, Du)Dvh φ)dx = 0 ,

and satisfies the boundary conditions

iΛΛ^ Cvt = O on Γ(x09R)

( 4 . JLD)

v ω Ou on dB(x0, R)\Γ(x0, R) .
The components vx and wt depend on the choice of x0 and R. We
shall denote them by v — {vι\ι=lr..>n_lf omitting to express the depen-
dence on x0 and R if not necessary.

Taking into account the assumptions on the coefficients, the
right-hand side, the boundary conditions, and the solution u (Due
Loo(Ω))9 we get easily that the problem (4.13), (4.14) can be rewritten
as follows:

(4.17)

(4.18)

where

(4.19)

J B[XQ

w — Wo 6 VB(x0, R)

{(ADw, Dφ) + (ADw, φ)}dx

= L..« ( F'9 > ) ( f a +L t..j« ( f l ;

( 1 )

( 2 )

(3)

(4)

(5)

(Aη, η) ̂  £ίf \r]f \

A = \—\ G Loo(B(x0,1

FeLp/2(B(x0,R)),

HeL~(Γ(x0, R)) .

9

φ)dx'

), R)) ,

iη e Rnm

?)),

R)),

vφeVB(xo,R),
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(Let us remind here that ωt is bounded on Ω and (as it solves the
system 4.12) it belongs to the space W&&Ω U Γ); thus it has a well
defined trace on Γ and, since | |J?u| |L o o <£ C, we have ||α)j||Loo(Γ) ^ C,
too.)

Putting φ — w — w0 and using the assumptions (4.19), we get

LEMMA 4.3. There exist a positive constant C and a positive
radius Ro such that, for every R e (0, Ro) and for every solution
w e Wu\B{xθ9 R)) of the problem (4.17), (4.18) satisfying (4.19), the
inequality

\f±.Δ\3) \\JJW \\L2{B{X0,R)) ^

holds.

The local behaviour of the oscillations of the second component
v is shown in the next lemma.

LEMMA 4.4. For every Ωf; Ωf c Ω U Γ, for every positive C and
each τ e (0, 1), there exist a positive ε and RQ such that, for every
solution u of the problem (2.6) with \\Du\\Lc^ ̂  C, for every xoeΩ'
and Re]0, min(J?0, 1 — \xQ\)[, the implication

(4.21) V(x0, R)< ε2 ==> V(x0, τR) < 2Kτ2V(xQ, R)

holds.
{Here

V(x0, R) = R2~n [ I Dv \2dx , V(x0, τR) = (τR)2~n \ \ Dv \2dx
JB(XQ,B) JB(XQ.,TR)

and, in both the expressions, v is the component of the decomposition
of ω on B(x0, R)). K is the maximal of the constants from Lemma
4.1, corresponding to

τ>rs _ dαL ^ ^\

xoeΩ; \ζ\ ^ C and the upper bound for ζ derived as the upper bound
for weak solution of the problem (2.6) for which \\Du\\Loo{Ω) ^ C.

Proof. Suppose that the assertion of the lemma does not hold.
Then there exist Ce(0, oo), τe]0 ,1[ , sequences ε v \ 0 , Ru\0, xv-^>
xQeΩ U Γ and uv\ | |Du v ] | L o o <> C, such that

(4.22) V(xu, Ru) - el

and simultaneously
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(4.23) V(xv, τRu) > 2Kτ2V(xvy Rv) .

If x0 6 Ω, all B(xPf Ru) c Ω for a sufficiently large and the proof
is substantially the same as in [4]. A similar situation occurs if
xoeΓ but Ru < xvn for infinitely many indices v (i.e. the closed sets
B(xy9 Rv) c f l ) . In what follows, xvύ will denote the j t h component
of the vector xv (i.e., xu = {&„/}£=<))• The same notation will be used
for sequences uvt vv etc.

Suppose that xv —> x0 e Γ and xun ^ Ru. Using the decomposition
o)ul = wvι + vvl on B(xVJ Rv) and estimating Dvu by (4.22) and Dwv by
Lemma 4.3 we get

(4.24) ||£><£)w||i2(*(*^)> ^ c(i2?(1-2^ + ε ^ Γ 2 ) , Z = 1, , * - 1 .

The second normal derivatives d2ujdx2

n can be expressed from the
equation

ψ±Dί+ju
s + f^D^ s + | ^ + ^ - / ' = 0 r = 1, , m ,

3>?i 3f s 3x,

which is satisfied a.e. on Ω. Thus we get

(A OK\ II T)ΪΊ. 112 < Γ<( τ>n{l-2/p) ! f2D»-2\

Put

(4.26) ^7 ^ v i

(4.27) f v: y > a; ,

where

(4.28) αy = 1 + %!- e <1, 2> .

Then the substitution ψ~x transforms the sets B(xv, Rv) into

(4.29) Bv = {»6BB; | ^ | < 1 for i = 1, , n - 1, 0 < yn < au}

and the sets Γ(xv, RJ) into

(4.30) Γo - {yeRn; \yt\ < 1 for i = 1, - , n - 1, »n - 0} .

Moreover, put

Bv,τ - ^(t f fo, ΓΛJ) .
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Defining

(4.31) su(y) - -{

we get from (4.22), (4.23) that

(4.32) Sv =

(4.33) SVtr = ( \Dsv\
2dy>2Kτ2.

Applying the following type of Poincare's inequality to sv and using
(4.32), we obtain

(4.34) | ]βvlU2 ( B,,^C.

Poincare's inequality* There exists C > 0 such that for each
veN and for each / e Wlt2(Bu)

(4.35) ί Γ/C»)- — = -
Jsv L measn_x Γo

holds.
In what follows, we dare to pass to a suitable subsequence

without notice and without changing the notation.
We distinguish two cases

(a) au \ aQ; C[B,Z)B0
ue N

(4.36) = {yeIT; \y<\ < 1; i - 1, , n - 1, 0 < yn < a0}

(b) a, S a*; \J Bv = Bo .
ι>eN

We shall prove that {sj converges on Bo to a function s solving
the system with constant coefficients and such boundary conditions
that Lemma 4.1 can be applied to s. Then the passage to the limit
in the relations (4.32), (4.33) gives the contradiction.

From (4.34) we can conclude that there is a function s e Wlf\B0)
such that

(4.37) 8V >s and eus, >0 a.e. on Bo

and

(4 37') ( a ) S v >S i n W r i ' ί ( 5 o ) ' w e a k l y

(b) su > s in W^XGo) weakly for each
G; GczB0\{yeRn;yn = a0} .

Taking into account the definition of sv (see (4.31)), we get
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(4.38) o)Mv)) = eMy) + Sίf, + Uy) ,

where

(4.39) tXy) =

The boundedness of α) together with Lemma 4.3 and (4.37) yield the
existence of a constant vector σ = {0ί}z=i,...,n-i such that

r=l, * ,m

and

(4.40) <t>ui(ψAy)) > DtUoixo) + <rz a.e. on Bo .

A similar technique may be used for the normal derivative.
Put

<^» = ^7 5~Γ ί DnuXx', xn)dx' .

meas n_! Γ(xu9 Rv) 3ΓI*V,R»)

By Poincare's inequality and (4.25) we get

(4.41) || DnuMy)) - &*» Ill2(5v) ^ C{UT~^ + ε2,) > 0 .
This and the boundedness of Du imply the boundedness of the

sequence £$fvn and thus the existence of such a constant vector ζn =

{&Ui,....» that

(4.42) DnuXψu(y)) > ξn a.e. on Bo .

Put ί - feft^i.;-;.-; 5Γ = A < ^ o ) + σϊ for r = 1, - , m and I = 1, -,

^ - 1. Then1'(4.40) and (4.42) give

(4.43) D&XψM) > ξϊ a.e. on Bo for r - 1, - , m, ϊ - 1, , Λ ,

and the norm of ξ is bounded by the same constant as the Loo-norm
of Duv.

Deduce now the equation for s:
Substituting x = ψXy) into (4.15) and using (4.31), we obtain

(4.44) ( {(MD8P9 Dφ) + R,(MDsu, φ)}dy = 0 Vv e N, Vφ e VBV

where

M = {mίfo, »)}r,.βlf..... , mϊ/(i>, ?/) | ^

M - {mί/v » ) U m«v ») -

Taking into account that ψXy) —> cc0 on I?o, nXψ^y)) —»ζ on 5 0 and
>ξ a.e. on J50, we can conclude that
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(4.45) mrXv, y) > B% = | % * 0 , ζ, ξ) a.e. on Bo

and passing to the limit in (4.44), we get finally

(4.46) S (BDs, Dφ)dy = 0 V<? e VBQ.
JBO

According to (4.16), Cvu = 0 on Γ(xv9 Rv) for each veN, hence
Cfcv = 0 on f o for each v e N and

(4.47) Cs = 0 on Γo .

Thus the function s solves the boundary value problem of the
type required in Lemma 4.1 and

(4.48) Sτ = z2~n \ I Ds \2dy ^ Kτ2\ \ Ds \2dy = iΓτ2S ,

where B0,τ ^{yeR^lvA < τ for i = 1, . . , ^ - 1, | t f n - α0 + 1| < τ},
and UL is the constant described in Lemma 4.4.

The weak lower semicontinuity of the functional #: s —»I \Ds\2dy

together with (4.37), (4.32) gives

(4.49) S=-\ \Ds\2dy^l.

To get the contradiction it is sufficient to prove that

\Ds\2dy .

We shall prove (by the choice of a test function) that Dsu -»Ds in
L2,iocCB0). Let us sketch the choice for the case (a): Take voeN so
large that

Otτ a\yeRn;yn<ao-l + ̂ ± i }B

let Φ e Coo(^); supp Φ c BQ U Γo; Φ = 1 on U ^ , o

 B ^ ; Then φ - (βp - s)Φ2

(prolonged by zero if necessary) is an admissible test function for
both (4.44) and (4.46). Therefore

(4.50) L {{MDS" D(S" ~ S)W + mMDs» ^ ~ S)DΦ

B° + (MDsv, s, - s)Φ2}dy = 0 ,

(4.51) ( {(BDs, D{sv - s))Φ2 + 2Φ(BDs, (su - s))DΦ}dy = 0 .
JBO

Finally, using the ellipticity condition
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[ Φ21 D(sv - έ) \2dy ^ — ( Φ\MD(sv - s), D(su - s))dy
JBQ £Zf JBO

= JLίf φ\MDsv9 D(su - s))# - S Φ\MDs, D(sv - s))dy\ .

Now we can estimate the first integral on the right hand side
of (4.52) from (4.50) and the second one from (4.51) and we get

(4.53) ( Φ21 D(8P - s) \2dy > 0 .

To bound the difference Sv>τ — Sτ we write

\SUtV - S r | ^ τ2-n\\ Φ\Dsl - Ds2)dy + ( \Ds\2dy

+ ( \Ds\2dy\ .

Here the first integral on the right hand side tends to zero by (4.53)
and the second and third ones because of the uniform absolute con-
tinuity. Thus

(4.54) Sτ - lim SV,Γ ^ 2Kτ2 ^ 2Kτ2S ,
V—ϊOO

which contradicts (4.48).

THEOREM 4.5. Let the system (2.1), (2.4) satisfies the condition
(L+), let u be a weak solution of (2.1), (2.4) for which DueLoo(Ω).
Then for each x0 eΓ, there exists a sequence Ru\0 such that

(4.55) limZ(xQf Rv) = 0 ,
it—»oo

where z = Du — Du0. (For Z(xQ, Rv) see (4.1)).

Proof. Be x0 e Γ; 0 < R < dist (x0, dΩ\Γ). Put

(4.56) y = y(x) = ^ ^ ,

(4.57) uR(y) =
R

Then y(B(x0, R)) = JB(O, 1). Put 0β = y(Ω). For each Γ, let R(T) be
such a positive radius that it is J3(0, T)aOB for R < R{T).

In the following part of the proof we use the fact that for
every T > 0 the set of second gradients {D2uR; R < R(T)} is bounded
in L2(B(0, T)). More precisely, it holds
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LEMMA 4.6. Let u be a solution of the problem (2.1), (2.4) for
which Due Loo(Ω). Then for each xoe Γ and for every T, there exist
R(T) and C such that

(4.58) \\D2uR\\Lz{m,τ))^C VR<R(T) .

The value of C depends on \\Du\\Loo, \\f\\wi,P!2, \\uo\\W2,P, \\g\\wi,oo, T,

and dist (xOf dΩ\Γ).

Proof of the Lemma 4.6 is standard: using the finite difference
technique and Nirenberg's lemma, we get the estimates for Di3 uR,
ij Φ nn. The bound for DnnuR can be obtained by means of the
equation in variations, which is valid a.e. on JB(O, Γ), and which
enables us to express DnnuR through the other second derivatives
which we had estimated before.

Returning to the proof of Theorem 4.5, we see that the set
{DuR; R < R(T)} is bounded in Loo(i2)-it follows from the assumption
DueLoo(Ω) and the simple equality

dX

Taking into account that uR(0) = 0, we get finally the boundedness
of the set {uR; R < R(T)} in W2'\B(0, T)). The compactness of the
imbedding of W2>\B(0, T)) into W^BiO, T)) allows us to choose a
sequence Ru, Ru\0f such that uRp->p in W1>2(B(0, T))f and, using
the diagonal process, also

lim uBy = p in Wt£{RX) ,

l i m D ^ = Dp a.e. on JΪ+ .

Deduce now the equation for the limit function p: To this end
we substitute (4.56) and (4.57) into (2.6); after the passage to the
limit we obtain

(4.60) ( n(a(x0, ξ, Dp(y)\ Dφ(y))dy = ( (d, φ{y))dyf .

Using the theorem on traces and (4.59), we get

lim CuR = Cp a.e. on {y e Rn; yn = 0} .
V—»oo

The transformed boundary conditions give

(Xo + RyV)
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but uQ e Ci(fl), hence

uo,Ru = R:\uo(xo + Ruy) - uo(xo)) > Ϊ A Φ O ) + + VnDnu<fat) ,

so that Cp is a polynomial of at most the first degree on {yeRn;
yn = 0}. The condition (L+) implies that p is a polynomial of at most
the first degree on R\.

Because of (4.59) and the fact that Dp is a constant vector, we
have that

D(x0, Rv) = \ I DuRv(y) - {Du^ \2dy > 0
JJ5(0,l)

here (Du)Qtl is the integral mean value of Duf i.e.

(Du)Otl = * ί 2?wdy .
measra B(0, 1) Jsω,i)

After an easy calculation (uQ e W2'p with 2? > w) we obtain that also

(4.16) Z(x0, R) = ί |D[wΛ y - uOtBJy)
JS(O,1)

^ - uOtBj/])Otl\
2dy > 0 .

The following lemma shows the relations between Z and Z.

LEMMA 4.7. Let the notation of the preceding lemma be preserved.
Then there exists constants 7 > 0, τx > 0 such that for each point
xoeΓ, R < dist (x0, dΩ\Γ), the estimate

(4.62) z(x0, f) £ ΎZ(x0> R) + 7 l IIDX ||ip2? ( l-'-n/p)

The proof of this lemma is similar to that of Lemma 4.1 — we
insert a suitable test function of the type Φ\ω — ω0 — c) (here α)0 =
{Awo}i=i,. ,n-i; c is a constant vector satisfying the condition Cc = 0)
into the equation in variations.

Prom (4.61) and (4.62) the assertion (4.55) of Theorem 4.5
follows.

To finish the proof of Theorem (4.2) it remains to observe that
the difference between Z(x0, R) and V(xOf R) is small for small R
thanks to the assumption u0 e W2iP(Ω) and to use the same procedure
as in [2], proof of Proposition 1.1 for the estimates of tangential
derivatives. As for the second normal derivative, we repeat the
estimates of (4.25). In such a way we get that the whole gradient
belongs to the Morrey-Campanato space and thus u e Cha{B{x0, JB2))
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with some Rt sufficienty small.

REMARK. With some modification the same method can be used
to prove the analogous theorems for any bounded domain with
sufficiently smooth boundary.
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