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Let $\Omega$ be an open subset of the complex plane. Denote by $\mathcal{O}(\Omega)$ the algebra of all holomorphic functions on $\Omega$, equipped with the topology of uniform convergence on compact set. The object of this paper is to provide a complete classification of all the closed subalgebras of $\mathcal{O}(\Omega)$ which contain the polynomials, and apply this classification to several concrete problems, including localness of these algebras, continuity of homomorphisms, and number of generators. It should be emphasized that no assumptions are made as to the connectivity of $\Omega$. In fact, in the cases of most interest, $\Omega$ will not be connected and some of the connected components of $\Omega$ will not be simply connected.

The most natural way in which such a classification might proceed would be to show, for such an algebra $A$, that the space $\Delta A$ of non-zero, continuous complex-valued homomorphisms of $A$, can be equipped with the structure of a one-dimensional complex-analytic space. Unfortunately, this is not generally the case. However, we can realize $\Delta A$ as the quotient of a certain Riemann surface, and equip it with a "pseudo-analytic structure", and this data serves to classify the algebra $A$. This is accomplished in §§ 1 and 2.

As with any classification scheme, it is natural to ask whether the scheme described here is a satisfactory one. This is partly a question of taste, but we suggest that a reasonable criterion is applicability to the solution of concrete problems. Following a suggestion of Kaplansky [11, p. 12] we consider three "test problem" which arise naturally in the study of uniform algebras:

(1) Is the algebra local on its homomorphism space?
(2) Is every complex-valued homomorphism of the algebra necessarily continuous?
(3) Is the algebra finitely-generated?

In § 3, we use our classification scheme to show that the first two test problems always have affirmative solutions, and that the third test problem has an affirmative solution if $\Omega$ has only a finite number of connected components. We also give another application, suggested by work of Gamelin [8] and Bjork and de Paepe [7].

Some of our methods work in more general contexts, although the sharpest results do not obtain. In § 4, we indicate the sort of result which can be obtained, and some limitations.
Algebras of holomorphic functions on plane sets (or on Riemann surfaces) have been extensively studied by a number of authors, including Wermer [17, 18], Bishop [3, 5, 6], Royden [14], Björk and de Paepe [7], Gamelin [9] and the author [19]. (This list is by no means complete.) The work described here is based on [19], which in turn is based on Bishop's development of Wermer's ideas on analytic structure.

Some of these results were announced in [20].

1. Stable algebras and homomorphism spaces. Throughout, we will let $\Omega$ denote a non-empty, open (not necessarily connected) subset of the complex plane $\mathbb{C}$. We denote by $\mathcal{O}(\Omega)$ the algebra of all holomorphic functions on $\Omega$. Equipped with the topology of uniform convergence on compact subsets of $\Omega$, $\mathcal{O}(\Omega)$ is a Frechet algebra; i.e., a complete, metrizable, locally convex, locally multiplicatively-convex topological algebra. (For general information about such algebras, we refer to [15].) Evidently, any closed subalgebra of $\mathcal{O}(\Omega)$ is again a Frechet algebra.

If $A$ is a closed subalgebra of $\mathcal{O}(\Omega)$, we let $\Delta A$ denote the set of non-zero continuous, complex-valued homomorphisms of $A$. For $f \in A$, we let $\hat{f} : \Delta A \to \mathbb{C}$ denote the Gelfand transform of $f$; i.e., the map given by $\hat{f}(\phi) = \phi(f)$ for each $\phi \in \Delta A$. We give $\Delta A$ the finest topology which renders each of the maps $\hat{f}$ continuous. We let $\delta : \Omega \to \Delta A$ be the map which assigns to each point $x \in \Omega$ the homomorphism $\delta_x(f) = f(x)$. If $A$ contains the polynomials, then $\delta$ is a homeomorphism onto its range; we shall usually suppress $\delta$ and simply regard $\Omega$ as a subset of $\Delta A$.

Our classification of subalgebras of $\delta(\Omega)$ will utilize the structure theory of certain simple subalgebras of $\mathcal{O}(\Omega)$ and we begin by describing these. We say a closed subalgebra $B$ of $\mathcal{O}(\Omega)$ is stable if it contains the polynomials and is closed under differentiation with respect to the coordinate function $z$. Stable algebras may be constructed in the following way. Let $\Omega = \bigcup \Omega_\alpha$ be a partition of $\Omega$ into (disjoint) open and closed subsets (so that each $\Omega_\alpha$ is a union of connected components of $\Omega$). For each $\alpha$, let $\Omega'_\alpha$ be a connected open subset of $\mathbb{C}$ which is the union of $\Omega_\alpha$ with some of the bounded, connected components of $\mathbb{C} \setminus \Omega_\alpha$. (Note that the sets $\Omega'_\alpha$ need not be disjoint.) Let $B$ be the set of holomorphic functions $f$ on $\Omega$ such that $f\mid \Omega'_\alpha$ belongs to $\mathcal{O}(\Omega'_\alpha) \mid \Omega_\alpha$ for each $\alpha$. It is evident that $B$ is a stable subalgebra of $\mathcal{O}(\Omega)$, and that $\Delta B$ is the disjoint union of the sets $\Delta B_\alpha$, so $\Delta B$ naturally carries of a (not necessarily connected) Riemann surface. The following result shows that all the stable subalgebras of $\mathcal{O}(\Omega)$ arise in this way. Virtually the same result was given in [19], although formulated for compact sets rather than
open sets, so we shall omit the proof.

**THEOREM 1.** Let $B$ be a stable subalgebra of $\mathcal{O}(\Omega)$ and let $\Delta B = \bigcup Y_\alpha$ be the decomposition of $\Delta B$ into connected components. Then:

(i) for each $\alpha$, $\tilde{z}|Y_\alpha$ is a homeomorphism onto a connected open subset of $C$;

(ii) for each $\alpha$, $\Omega_\alpha = \tilde{z}(Y_\alpha \cap \Omega)$ is an open and closed subset of $\Omega$ and $\Omega'_\alpha = \tilde{z}(Y_\alpha)$ is the union of $\Omega_\alpha$ with some of the bounded, connected components of $C \setminus \Omega_\alpha$;

(iii) $B = \{ f \in \mathcal{O}(\Omega): f|\Omega_\alpha \in \mathcal{O}(\Omega'_\alpha)|\Omega_\alpha \text{ for each } \alpha \}$.

Now let $A$ be a closed subalgebra of $\mathcal{O}(\Omega)$ which contains the polynomials and let $B$ be the smallest stable subalgebra of $\mathcal{O}(\Omega)$ which contains $A$. It is evident that $B$ is the closure of the algebra generated by the elements of $A$ and all their derivatives (of all orders). Let $\rho: \Delta B \to \Delta A$ be the restriction map. It will be convenient to suppress the Gelfand transform for functions acting on $\Delta B$ and retain it for functions acting on $\Delta A$. Thus we regard an element $f \in A$ as a function on $\Delta B$, while its Gelfand transform $\hat{f}$ is a function on $\Delta A$, and $\hat{f} \circ \rho = f$.

For each compact subset $K \subset \Delta B$ we define a semi-norm $\| \cdot \|_K$ on $B$ by:

$$\|f\|_K = \sup \{ |f(x)|: x \in K \}.$$

The $B$-convex hull of the compact set $K$ is

$$\tilde{K}_B = \{ x \in \Delta B: |f(x)| \leq \|f\|_K \text{ for each } f \in B \}.$$

We say that an arbitrary subset $E \subset \Delta B$ is $B$-convex if $\tilde{K}_B$ is a subset of $E$ whenever $K$ is a compact subset of $E$. (We make the obvious, similar definitions for any algebra of functions on any space.) Note that an open subset $W$ of $\Delta B$ is $B$-convex exactly when $\Delta B \setminus W$ has no compact, connected components.

The following result expresses the relationship between $\Delta B$ and $\Delta A$. Again, virtually the same result was given in [19], so we omit the proof.

**THEOREM 2.** Let $A$, $B$ and $\rho$ be as above.

(i) If $V$ is an open, relatively compact, $B$-convex subset of $\Delta B$ then $\rho(V)$ is a relatively compact, $A$-convex subset of $\Delta A$;

(ii) the mapping $\rho: \Delta B \to \Delta A$ is continuous and onto;

(iii) if $x$, $y$ are in $\Delta B$ and $\rho(x) = \rho(y)$ then $z(x) = z(y)$;

(iv) the set $\mathcal{C}_0 = \{ (x, y) \in \Delta B \times \Delta B: x \neq y \text{ and } \rho(x) = \rho(y) \}$ is a countable, discrete subset of $\Delta B \times \Delta B$;

(v) if $\rho$ is one-to-one, then $A = B$. 
A number of remarks are in order at this point. Note first that it is not asserted that $\rho: \Delta B \to \Delta A$ is a quotient map; i.e., that the topology on $\Delta A$ is the finest which renders $\rho$ continuous. (In fact, we do not know whether or not this is the case, although if $W$ is an open, relatively compact subset of $\Delta B$ then it is easy to see that $\rho: W \to \rho(W)$ is a quotient map.) This will cause some inconvenience, but is not really a serious problem. Second, although $\mathcal{C}_0$ is a discrete subset of $\Delta B \times \Delta B$, the sets $\Sigma = \{y \in \Delta A: \rho^{-1}(y) \text{ is not a singleton}\}$ and $\rho^{-1}(\Sigma) = \{x \in \Delta B: \rho^{-1}(x) \neq \{x\}\}$ need not be discrete. This can be seen from the following example, which illustrates the sort of pathology which may be present.

Let $D_k$ denote the open disk with center 0 and radius $k$; let $\bar{D}_k$ be its closure. Set $\Omega = D_1 \cup (D_1 \setminus \bar{D}_1)$ and set

$$B = \{f \in \mathcal{C}(\Omega): f|_{(D_1 \setminus \bar{D}_1)} \in \mathcal{C}(D_2)|_{(D_1 \setminus \bar{D}_1)}\}.$$  

Thus for each $f \in B$ there is a unique $\hat{f} \in \mathcal{C}(D_2)$ such that $f|_{(D_1 \setminus \bar{D}_1)} = \hat{f}|_{(D_1 \setminus \bar{D}_1)}$. It is evident that $B$ is a stable subalgebra of $\mathcal{C}(\Omega)$ and that $\Delta B$ may be identified with the disjoint union of $D_1$ and $D_2$. Choose an infinite discrete subset $\{x_n\} \subset D_1$ and set $A = \{f \in B: f(x_n) = \hat{f}(x_n) \text{ for each } n\}$. It is easy to see that $\Delta A$ is the space formed from the disjoint union of $D_1$ and $D_2$ by identifying each of the points $x_n \in D_1$ with the corresponding point $x_n \in D_2$. Notice that neither $\Sigma$ nor $\rho^{-1}(\Sigma)$ are discrete sets. (In fact, by using a similar construction with an infinite family of disks, it is possible to construct an example in which both $\Sigma$ and $\rho^{-1}(\Sigma)$ are dense.) It is evident that $\Delta A$ cannot be equipped with the structure of a complex-analytic space, since the set of singularities would not be discrete. However, the image in $\Delta A$ of each relatively compact, open subset of $\Delta B$ does admit the structure of a complex-analytic space; this observation is the key to our classification scheme.

Finally, we note that Theorems 1 and 2, taken together, provide us with a method of computing the stable algebra $B$ directly from $A$. This may be seen most easily by considering a special case. As above, let $D_k$ be the open disk with center 0, radius $k$, let $\bar{D}_k$ be its closure, and set $\Omega = D_1 \cup (D_1 \setminus \bar{D}_1)$. It is easily seen that there are precisely three stable subalgebras of $\mathcal{C}(\Omega)$:

$$B_1 = \mathcal{C}(D_2)|_{\Omega},$$

$$B_2 = \{f \in \mathcal{C}(\Omega): f|_{(D_2 \setminus \bar{D}_2)} \in \mathcal{C}(D_2)|_{(D_2 \setminus \bar{D}_2)}\},$$

$$B_3 = \mathcal{C}(\Omega).$$

Given a closed subalgebra $A$ of $\mathcal{C}(\Omega)$ which contains the polynomials, it is a simple matter to determine $B$, the smallest stable algebra containing $A$. For it follows from Theorem 2 that the functions in
$B$ must have precisely the same extension properties as functions in $A$, so there are precisely three situations which can arise:

1. every function in $A$ extends to $D_2$, in which case $B = B_2$;
2. for every function $f$ in $A$, $f \vert (D_2 \setminus \bar{D}_1)$ extends to a function $\hat{f} \in \mathcal{O}(D_2)$, and there is function $g \in A$ such that $\hat{g}$ does not agree with $g$ on $D_1$; in this case $B = B_3$;
3. there is a function $f \in A$ for which $f \vert (D_2 \setminus \bar{D}_1)$ does not extend to a function in $\mathcal{O}(D_2)$, in which case $B = B_3$.

The same sort of analysis may be carried out in the general case, although we shall not do so. The point is simply that the algebra $B$ can actually be recovered simply from $A$ by extension properties and is not an additional construct. (Note: the possibility of recovering $B$ from extension properties of functions in $A$ will also play an important role in the proofs of Theorems 3 and 7.)

2. Pseudo-analytic structures and the classification theorem.

As was mentioned in the introduction, the most natural way to classify the closed subalgebras $A$ of $\mathcal{O}(\Omega)$ which contain the polynomials would be to endow $\Delta A$ with the structure of a one-dimensional complex-analytic space. As we show in §1, this is not always possible because $\Delta A$ may have too many singularities. It turns out, however, that if we restrict attention to a relatively compact open subset $W$ of $\Delta B$, then the image $\rho(W)$ under the natural restriction $\rho: \Delta B \to \Delta A$ can indeed be endowed with the structure of a one-dimensional complex-analytic space. If we cover $\Delta B$ with such open sets, we obtain a collection of “local” analytic space structures on $\Delta A$; of course these structures are “local” relative to $\Delta B$, not relative to $\Delta A$ (since $\rho$ is not an open mapping). Patching these structures together produces what we will call a pseudo-analytic structure. There is one slight bit of inconvenience, since we do not know whether or not $\Delta A$ carries the quotient topology. It turns out to be simpler to deal with the quotient topology; recall, however, that for a relatively compact open subset $W$ of $\Delta B$, the quotient topology on $\rho(W)$ does agree with the induced topology from $\Delta A$.

It will be convenient to formulate the general notion of a pseudo-analytic structure so as to be applicable to algebras on Riemann surfaces. To this end, let $R$ be a (not necessarily connected) Riemann surface and let $\mathcal{E}$ be an equivalence relation on $R$, thought of as a subset of $R \times R$. We say that $\mathcal{E}$ is admissible if $\mathcal{E}$ if a closed subset of $R \times R$ and the intersection of $\mathcal{E}$ with the complement of the diagonal is a countable discrete subset of $R \times R$. If $\mathcal{E}$ is an admissible equivalence relation on $R$, let $R/\mathcal{E}$ denote the quotient space and $\pi: R \to R/\mathcal{E}$ the quotient map. We give $R/\mathcal{E}$ the quotient topology; i.e., the finest topology which renders the map $\pi$ continuous. (This
topology is Hausdorff, but need not be metrizable or locally compact.) By a pseudo-analytic structure on \( R/\mathcal{E} \), we mean a subset \( \mathcal{I} \) of \( \mathcal{C}_{R/\mathcal{E}} \), the sheaf of continuous functions on \( R/\mathcal{E} \), such that \( (\pi(W), \mathcal{I}|\pi(W)) \) is a one-dimensional complex-analytic space and \( \pi: W \to \pi(W) \) is holomorphic for each open, relatively compact subset \( W \) of \( R \). (Here, we regard \( \mathcal{I}|\pi(W) \) as a subset of \( \mathcal{C}_{\pi(W)} \); i.e., the elements of \( \mathcal{I}|\pi(W) \) are to be thought of as germs of continuous functions on \( \pi(W) \).) We emphasize that it is not assumed that \( \mathcal{I} \) is a subsheaf of \( \mathcal{C}_{R/\mathcal{E}} \); in fact, \( \mathcal{I} \) will not generally be an open subset of \( \mathcal{C}_{R/\mathcal{E}} \). We denote by \( \Gamma(R/\mathcal{E}, \mathcal{C}_{R/\mathcal{E}}) \) the space of sections of \( \mathcal{C}_{R/\mathcal{E}} \) (which we usually regard simply as continuous functions), and by \( \Gamma(R/\mathcal{E}, \mathcal{I}) \) the subspace of sections which lie in \( \mathcal{I} \) at each point. Notice that \( \{ f \circ \pi : f \in \Gamma(R/\mathcal{E}, \mathcal{I}) \} \) is a subset of the algebra \( \mathcal{O}(R) \) of all holomorphic functions on \( R \).

In order to treat algebras on open subsets \( \Omega \) of the complex plane, we introduce one further notion. By a regular triple for \( \Omega \) we mean a triple \( (R, \mathcal{E}, \mathcal{I}) \) where \( R = \Delta B \) is the homomorphism space of a stable subalgebra of \( \mathcal{O}(\Omega) \) (we regard \( \Omega \) as an open subset of \( R \)), \( \mathcal{E} \) is an admissible equivalence relation on \( R = \Delta B \) such that \( z(x) = z(y) \) whenever \( (x, y) \in \mathcal{E} \), and \( \mathcal{I} \) is a pseudo-analytic structure on \( R/\mathcal{E} \) such that \( z \circ \pi^{-1} \) is holomorphic on \( \pi(W) \) for each open, relatively compact subset \( W \) of \( \Delta B \). (Note that \( z \circ \pi^{-1} \) is well-defined because of our restriction on \( \mathcal{E} \).) We can now give our Classification Theorem for closed subalgebras of \( \mathcal{O}(\Omega) \) which contain the polynomials.

**Theorem 3.** Let \( \Omega \) be an open subset of the complex plane. The map

\[
\gamma: (R, \mathcal{E}, \mathcal{I}) \mapsto \{ f \circ \pi : f \in \Gamma(R/\mathcal{E}, \mathcal{I}) \} |\Omega
\]

is a bijection between the regular triples for \( \Omega \) and the closed subalgebras of \( \mathcal{O}(\Omega) \) which contain the polynomials.

**Proof.** It is convenient to begin by constructing the inverse of \( \gamma \), which is a map from algebras to triples. To this end, let \( A \) be a closed subalgebra of \( \mathcal{O}(\Omega) \) which contains the polynomials. Let \( B \) be the smallest stable subalgebra of \( \mathcal{O}(\Omega) \) which contains \( A \) and set \( R = \Delta B \), \( \mathcal{E} = \{(x, y) \in R \times R : f(x) = f(y) \text{ for all } f \in A \} \). In view of Theorems 1 and 2, \( R \) is a Riemann surface, \( \mathcal{E} \) is an admissible equivalence relation on \( R \) and \( z(x) = z(y) \) for \( (x, y) \) in \( \mathcal{E} \). Note that \( R/\mathcal{E} \) and \( \Delta A \) agree as sets, although the topology of \( R/\mathcal{E} \) may be finer than the topology of \( \Delta A \). For each \( f \in A \), we may regard the Gelfand transform \( \hat{f} \) as a continuous function on \( R/\mathcal{E} \). Let \( \pi: R \to R/\mathcal{E} \) be the quotient map.

We now wish to construct a pseudo-analytic structure on \( R/\mathcal{E} \).
We first use [10, VII, C7] to choose and fix functions \( f_1, f_2 \in A \) such that \( \varphi = (\tilde{z}, \tilde{f}_1, \tilde{f}_2): \mathbb{R}/\mathcal{E} \to C^3 \) is a one-to-one map. Now let \( W \) be an open, relatively compact, \( B \)-convex subset of \( R = \Delta B \). We are going to construct an analytic structure on \( \pi(W) \) by imbedding it in \( C^N \) for sufficiently large \( N \).

Since \( W \) is relatively compact, \( \pi \) and \( \varphi \) identify only a finite number of pairs of points in \( W \). Hence \( \pi(W) \) is locally compact and \( \varphi(\pi(W)) \) is a one-to-one map. Thus, \( \varphi \circ \pi \) is a proper mapping of \( W \) into \( Q \), so \( Y = \varphi \circ \pi(W) \) is a closed subvariety of \( Q \). Since the first component of \( \varphi \circ \pi \) is \( z \), it follows that \( \varphi \circ \pi \) maps the connected components of \( W \) in a one-to-one biholomorphic fashion onto the irreducible branches of \( Y \), which are therefore non-singular.

Now, every \( g \in A \) defines a continuous function \( \tilde{g} = g \circ (\varphi \circ \pi)^{-1} = \tilde{g} \circ \varphi^{-1} \) on \( Y \), which is holomorphic at the regular points and thus in particular is weakly holomorphic on \( Y \). Let \( \tilde{A} = \{ \tilde{g} : g \in A \} \). Since \( Y \) has only a finite number of singularities, the space \( \mathcal{O}(Y) \) of holomorphic functions on \( Y \) is of finite co-dimension in the space \( \mathcal{O}^w(Y) \) of weakly holomorphic functions on \( Y \) [13]. Hence \( \tilde{A} \cap \mathcal{O}(Y) \) is also of finite co-dimension in \( \tilde{A} \cap \mathcal{O}^w(Y) = \tilde{A} \). Let \( f_1, \ldots, f_r \) be elements of \( A \) such that \( \tilde{f}_1, \ldots, \tilde{f}_r \) and \( \tilde{A} \cap \mathcal{O}(Y) \) span \( \tilde{A} \). Set \( \Phi = (\tilde{z}, \tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_r): \pi(W) \to C^{r+1} \). As above, we see that \( \Phi \) is a homeomorphism of \( \pi(W) \) onto a closed subvariety \( V = \Phi(\pi(W)) \) of some open set \( U \subseteq C^{r+1} \). Let \( \mathcal{O}_V \) be the structure sheaf of \( V \) and set \( \mathcal{I}_{\pi(W)} = \Phi^{-1}(\mathcal{O}_V) \), so that \( (\pi(W), \mathcal{I}_{\pi(W)}) \) is a one-dimensional complex-analytic space. Clearly, \( \pi: W \to \pi(W) \) is holomorphic, and \( z \circ \pi^{-1}: \pi(W) \to C \) is also holomorphic.

Our construction guarantees that the elements of \( \tilde{A} \) are holomorphic on \( \pi(W) \), separate points and determine the analytic structure. Moreover, since Theorem 2 guarantees that \( \pi(W) \) is \( \tilde{A} \)-convex (recall that the topologies \( \Delta A \) and \( R/\mathcal{E} \) agree on \( \pi(W) \)), the Oka-Weil theorem allows us to conclude that \( \tilde{A} \cap \pi(W) \) is dense in the algebra \( \Gamma(\pi(W), \mathcal{I}_{\pi(W)}) \) of all holomorphic functions on \( \pi(W) \).

Notice that if \( W' \) is another open, relatively compact, \( B \)-convex subset of \( \Delta B \), then the sheaves \( \mathcal{I}_{\pi(W)} \) and \( \mathcal{I}_{\pi(W')} \) agree on \( \pi(W) \cap \pi(W') \), since they are each determined by elements of \( \tilde{A} \).

We can now define the desired subset \( \mathcal{I} \) of \( \mathcal{C}_{R/\mathcal{E}} \). For each point \( x \) in \( R/\mathcal{E} \), we let \( z_\mathcal{I} \) be the set of all elements \( \alpha \) in the stalk \( z_\mathcal{E}_{R/\mathcal{E}} \) such that \( \alpha \cap \pi(W) \in z_\mathcal{I}_{\pi(W)} \) for each open, relatively compact, \( B \)-convex subset \( W \) of \( \Delta B \). We then set \( \mathcal{I} = \bigcup z_\mathcal{I} \). Our previous remarks guarantee that \( \mathcal{I} | \pi(W) = \mathcal{I}_{\pi(W)} \) for each open, relatively compact, \( B \)-convex subset \( W \) of \( \Delta B \). This guarantees that \( \mathcal{I} \) is a pseudo-analytic structure on \( R/\mathcal{E} \); by our previous remarks, \( (R, \mathcal{E}, \mathcal{I}) \) is in fact a regular triple for \( \Omega \).
We now assert that, regarding $A$ as an algebra of functions on $R = \Delta B$, we have $A = \{f \circ \pi : f \in \Gamma(R/\mathcal{E}, \mathcal{I})\}$. The containment $A \subset \{f \circ \pi\}$ follows directly from our construction. On the other hand, if $f \in \Gamma(R/\mathcal{E}, \mathcal{I})$ and $K$ is an arbitrary compact subset of $\Delta B$, we can choose an open, relatively compact subset $W$ of $\Delta B$ which contains $K$. Since $\tilde{A}|\pi(W)$ is dense in $\Gamma(\pi(W), \mathcal{I}|\pi(W))$, we can choose a sequence $\{g_n\}$ of elements of $A$ such that $g_n|\pi(W)$ converges to $f|\pi(W)$ uniformly on compact sets. In particular, $g_n|K$ converges uniformly to $f \circ \pi|K$. Since $K$ is arbitrary and $A$ is closed, we conclude that $f \circ \pi \in A$, which yields the desired equality. If we now restrict to $\Omega$, we see that we have proved: for each closed subalgebra $A$ of $\mathcal{O}(\Omega)$ which contains the polynomials, there is a triple $(R, \mathcal{E}, \mathcal{I})$ which is regular for $\Omega$ such that $\gamma(R, \mathcal{E}, \mathcal{I}) = A$. That is, the map from algebras to triples is a right inverse to $\gamma$; we need to show that it is also a left inverse.

To this end, let $(R, \mathcal{T}, \mathcal{I})$ be a regular triple for $\Omega$, where $R = \Delta B$ for $B$ a stable subalgebra of $\mathcal{O}(\Omega)$. Set $A = \{f \circ \pi : f \in \Gamma(R(\mathcal{T}, \mathcal{I}))\}$. It follows from Theorem 1 that every connected component of $R|\Omega$ is compact, so the restriction $\mathcal{O}(R) \to \mathcal{O}(\Omega)$ is a homeomorphism onto its range. We can thus identify $A$ with the subset $A|\Omega = \gamma(R, \mathcal{T}, \mathcal{I})$ of $\mathcal{O}(\Omega)$, and we need to establish five things:

(i) $A$ is a closed subalgebra of $B = \mathcal{O}(R)$;
(ii) the function $z$ belongs to $A$;
(iii) $B$ is the smallest stable algebra containing $A$;
(iv) $\mathcal{T}$ is the equivalence relation associated to $A$;
(v) $\mathcal{I}$ is the pseudo-analytic structure associated to $A$.

That $A$ is a subset of $B = \mathcal{O}(R)$ was already observed in the definition of pseudo-analytic structure; it is in fact a subalgebra since the sheaves $\mathcal{I}|\pi(W)$ are all sheaves of algebras. To see that $A$ is closed, let $\{f_n\}$ be a sequence of functions in $\Gamma(R/\mathcal{T}, \mathcal{I})$ and suppose that $\{f_n \circ \pi\}$ converges to a function $G$. Since $G$ respects the equivalence relation $\mathcal{T}$ and $R/\mathcal{T}$ has the quotient topology, there is a continuous function $g$ on $R/\mathcal{T}$ such that $G = g \circ \pi$. Moreover, for each open, relatively compact subset $W$ of $\Delta B$, the sequence $f_n|\pi(W)$ converges to $g|\pi(W)$, uniformly on compact sets, so $g$ is analytic on $\pi(W)$. Hence $g \in \Gamma(R/\mathcal{T}, \mathcal{I})$, so $G = g \circ \pi$ belongs to $A$, as desired. This proves (i).

To see that $z \in A$, note that for each open, relatively compact subset $W$ of $\Delta B$, $z \circ \pi^{-1}$ is holomorphic on $\pi(W)$. Hence $z \circ \pi^{-1} \in \Gamma(R/\mathcal{E}, \mathcal{T})$ so $z = z \circ \pi^{-1} \circ \pi \in A$.

To establish (iii), (iv) and (v), we first prove the following claim: If $W$ is an open, relatively compact, $B$-convex subset of $\Delta B$, then $\Gamma(R/\mathcal{T}, \mathcal{I})$ is dense in $\Gamma(\pi(W), \mathcal{I}|\pi(W))$. To see this, let $W_1$ be
another relatively compact, open, $B$-convex subset of $A B$ with $W_1 \supseteq \tilde{W}$. Since $A B \setminus W$ has no compact components, it follows that $\pi(W_1) \setminus \pi(W)$ also has no compact components. Moreover, every irreducible branch of $\pi(W)$ is an open subset of an irreducible branch of $\pi(W)$. Thus, $\Gamma(\pi(W_1), F | (\pi(W_1)))$ is dense in $\Gamma(\pi(W), F | (\pi(W)))$. It now follows by the usual Runge approximation argument that $\Gamma(R/F, F)$ is dense in $\Gamma(\pi(W), F | (\pi(W)))$, as claimed.

To establish (iii), let $\alpha: A \to C$ be a continuous homomorphism. Then there is a compact subset $K$ of $A B$ such that $|\alpha(f)| \leq ||f||_\kappa$ for each $f$ in $A$. Choose a relatively compact, open $B$-convex set $W \supseteq K$. Then $\alpha$ induces a homomorphism $\Gamma(R/F, F) \to C$; since $\Gamma(R/F, F)$ is dense in $\Gamma(\pi(W), F | (\pi(W)))$, we obtain a continuous homomorphism $\Gamma(\pi(W), F | (\pi(W))) \to C$, which is necessarily given by evaluation at a point of $\pi(W)$. Hence $\alpha$ is given by evaluation at a point of $W$ (which of course may not be unique). That is to say, the natural map $\rho: A B \to A A$ is onto. Since it is clear from the above claim that $\rho(x) = \rho(y)$ if and only if $(x, y) \in F$, and $F$ is an admissible equivalence relation, we may use Theorem 2 to conclude that $B$ is the smallest stable algebra containing $A$, which is assertion (iii). The above remark guarantees that $F$ is the equivalence relation associated to $A$, which is assertion (iv). Finally, since $\Gamma(R/F, F)$ is dense in $\Gamma(\pi(W), F | (\pi(W)))$ for each open, relatively compact, $B$-convex subset $W$ of $A B$, we see that $F$ is the pseudo-analytic structure associated to $A$, which is assertion (v).

We conclude that the map from algebras to triples is indeed a two-sided inverse to $\gamma$, which completes the proof.

In general, a pseudo-analytic structure may be quite complicated. However, there is one very important situation in which pseudo-analytic structures are easy to describe. Let $B$ be a stable subalgebra of $O(\Omega)$ and let $E$ be an admissible relation on $A B$ such that $z(x) = z(y)$ for all $(x, y)$ in $E$. Assume that the quotient mapping $\pi: A B \to A B/E$ has finite fibers. (Note that this will be the case whenever $\Omega$, and hence $A B$, has only finitely many connected components.) Let $\Sigma = \{y \in A B/E: \pi^{-1}(y) \text{ is not a singleton}\}$. For each $y \in \Sigma$, write $\pi^{-1}(y) = \{x_n, \ldots, x_1\}$ where $n \geq 2$ (and $n$ may depend on $y$). Since $E$ is an admissible relation, we may choose connected open sets $W_1, \ldots, W_n$ in $A B$ such that $x_i \in W_i$ for each $i$, and $\pi$ is one-to-one on $U(W_i \setminus \{x_i\})$. Now choose a local subvariety $V_y^i$ of $C^m$ (for some $m$ depending on $y$) with $n$ irreducible branches $V_y^1, \ldots, V_y^n$ each of which is one-dimensional and non-singular, and which meet only at the origin. After shrinking the $W_i$ and $V_y^i$ if necessary, we can choose a holomorphic map $g: U W_i \to V_y$ such that $g$ maps $W_i$ biholomorphically onto $V_y^i$ and $g(x_i) = 0$ for each $i$. 


We can define a pseudo-analytic structure $S_f$ on $\Delta B/j_f$ by setting, for $y \in \Sigma$, $yS^\circ = (g \circ \pi^{-1})^{-1}(\mathcal{O}_{V_y})$ where $\mathcal{O}_{V_y}$ is the sheaf of holomorphic functions on $V_y$. (This makes sense since $g \circ \pi^{-1}$ is a continuous map from $\pi(UW_i)$ to $V_y$ which maps $y$ to 0.) For $y \notin \Sigma$, we set $yS = \pi(\pi^{-1}(\mathcal{O}_B))$, where $\mathcal{O}_B$ is the sheaf of holomorphic functions on $\Delta B$. It is easily checked that $S = \bigcup S$ is a pseudo-analytic structure on $\Delta B/g$; in fact $(\Delta B, \mathcal{E}, S)$ is a regular triple for $\Omega$, and all regular triples arise in this way. Notice that this construction is merely a more sophisticated version of the example described in §1; we have simply specified, at each “singular point” of $\Delta B$, the germ of a one-dimensional analytic space, and decreed that all other points of $\Delta B/g$ be “regular points”.

3. Applications. In order to demonstrate the usefulness of our classification scheme, we give a number of applications. Throughout, we let $A$ be a closed subalgebra of $\mathcal{O}(\Omega)$, $B$ the smallest stable algebra containing $A$ and $(\Delta B, \mathcal{E}, S)$ the regular triple associated to $A$, with $\pi: \Delta B \to \Delta B/g$ the quotient map.

We turn first to our first test problem. It is easy to show that $A$ is local on $\Delta A$; in fact, we establish more: $A$ is not only closed under “local belonging” but also under “local approximation”.

**Theorem 4.** Let $g$ be a continuous function on $\Delta A$. Assume that for each $x$ in $\Delta A$ there are a neighborhood $U$ of $x$ and a sequence $\{f_n\}$ in $A$ such that $f_n \to g$, uniformly on $U$. Then $g$ is the Gelfand transform of an element of $A$.

**Proof.** Since $\Delta A$ and $\Delta B/g$ agree as sets, and the topology of $\Delta B/g$ is finer, $g$ is continuous on $\Delta B/g$. Notice that if $\hat{f}_n \to g$ uniformly on $U$, then $\hat{f}_n \to g$ uniformly on $\pi\pi^{-1}(U)$. Hence $g$ is holomorphic on each of the sets $\pi(W)$, for $W$ an open, relatively compact subset of $\Delta B$, so $g \in \Gamma(\Delta B/g, S)$. By the classification theorem, $g$ is the Gelfand transform of an element of $A$, as asserted.

The solution to the second test problem is just as easy.

**Theorem 5.** Every complex-valued homomorphism of $A$ is continuous.

**Proof.** Since the zero homomorphism is obviously continuous, we need only consider a homomorphism $\varphi$ for which $\varphi(1) = 1$. By [10, VII, C7], we can find functions $f_1, f_2, f_3$ in $A$ such that $(\hat{f}_1, \hat{f}_2, \hat{f}_3): \Delta A \to C^3$ is a one-to-one map. There is evidently no loss of generality in assuming that $\varphi(f_i) = 0$ for each $i$. If the functions $\hat{f}_1, \hat{f}_2, \hat{f}_3$ had no common zero on $\Delta A$, then by a theorem of Arens [2], the functions
would generate an improper ideal in $A$, contradicting the fact that they lie in the kernel of $\varphi$. On the other hand, the functions $\hat{f}_1, \hat{f}_2, \hat{f}_3$ have at most one common zero (since the map $(\hat{f}_1, \hat{f}_2, \hat{f}_3)$ is one-to-one). Hence there is a unique point $x$ in $\Delta A$ at which $\hat{f}_1, \hat{f}_2, \hat{f}_3$ all vanish. Now, for an arbitrary $f$ in $A$, a similar argument shows that $\varphi(f) = \hat{f}(x)$, so that $\varphi$ is evaluation at $x$, and is thus continuous.

The solution to the third test problem is considerably more involved. We begin by recalling some facts about regular maps and tangential dimension.

Let $(X, \mathcal{O}_X)$ be a complex-analytic space. We say that a holomorphic map $F: X \to \mathbb{C}^n$ is regular if each point of $X$ has a neighborhood which is mapped biholomorphically by $F$ onto a closed subvariety of some open set in $\mathbb{C}^n$. Note that if $X'$ is a local subvariety of $X$, then $F|X'$ is also regular. Moreover, if $X'$ is also relatively compact, then there is a positive number $\varepsilon$ such that if $G: X \to \mathbb{C}^n$ is holomorphic and $|F(x) - G(x)| < \varepsilon$ for each $x$ in $X$, then $G|X'$ is also regular. By the tangential dimension of $X$ at the point $x$, $\dim_{\text{t}} X$, we mean the least integer $n$ for which there are an open neighborhood $U$ of $x$ and a regular map $H: U \to \mathbb{C}^n$. By the tangential dimension of $X$ we mean $\dim_{\text{t}} X = \sup \{\dim_{\text{t}} X: x \in X\}$.

Finally, recall that a holomorphic map $F: X \to \mathbb{C}^n$ is almost proper if every connected component of $F^{-1}(K)$ is compact for every compact subset $K$ of $\mathbb{C}^n$.

We will make use of the following lemma, which was originally pointed out to us by Joseph A. Becker. Since a more general result has been obtained by Tarabay [16], we omit the proof.

**Lemma 6.** Let $X$ be a one-dimensional complex-analytic space. If each irreducible branch of $X$ is non-singular, and no more than $k$ of them meet at any one point, then $\dim_{\text{t}} X \leq k$.

We can now present a solution to the third test problem.

**Theorem 7.** Let $\Omega$ be an open subset of $\mathbb{C}$ with $k$ connected components ($1 \leq k \leq \infty$) and let $A$ be a closed subalgebra of $\mathcal{O}(\Omega)$ which contains the polynomials. If $k = 1$ or 2, then $A$ is generated by a set of $k + 1$ functions; if $k \geq 3$ then $A$ is generated by a set of $k$ functions.

**Proof.** We deal first with the case $k \geq 3$, and then indicate the changes necessary to deal with the other case. The proof is basically a chase through the proof in [10] of Narasimhan's imbedding theorem [12].
Let $B$ be the smallest stable algebra containing $A$. Choose and fix a sequence $\{W_j\}$ of open, relatively compact, $B$-convex subsets of $\Delta B$ such that $\tilde{W}_j \subset W_{j+1}$ for each $j$ and $\bigcup W_j = \Delta B$. We will ignore the difference in topologies and identify $\Delta B/\mathcal{E}$ with $\Delta A$. Let $X_j = \pi(W_j)$, regarded as a complex-analytic space via the pseudo-analytic structure $\mathcal{J}$ associated to $A$. For each $m$, let $A^m$ denote the product of $m$ copies of $A$. Set

$$
\mathcal{C} = \{f \in A : f: \Delta B \to C \text{ is an almost proper map}\},
$$

$$
\mathcal{K} = \{(f_1, f_2) \in A^2 : (\tilde{z}, \hat{f}_1, \hat{f}_2) : \Delta A \to C \text{ is a one-to-one map}\},
$$

$$
\mathcal{K}_j = \{(f_1, \ldots, f_{k-1}) \in A^{k-1} : (\tilde{z}, \hat{f}_1, \ldots, \hat{f}_{k-1})|_{X_j} \text{ is regular}\},
$$

$$
\mathcal{H} = \bigcap_{j=1}^{\infty} \mathcal{K}_j.
$$

We wish to find a $(k - 1)$-tuple $(g_1, \ldots, g_{k-1})$ in $\mathcal{H}$ such that $g_i \in \mathcal{C}$ and $(g_1, g_2) \in \mathcal{K}$; $A$ will then be generated by $\{z, g_1, \ldots, g_{k-1}\}$.

In order to do this, we want to see that each of $\mathcal{C}$, $\mathcal{K}$, $\mathcal{H}$ is a dense $G_\delta$ in the appropriate space. For $\mathcal{C}$, we can apply the argument of [10, VII, C2] as soon as we make a simple observation. Let $K$ be a compact $B$-convex subset of $\Delta B$. Then $\pi(K)$ is a compact $A$-convex subset of $\Delta A$, so $\pi^{-1}\pi(K)$, which is the $A$-convex hull of $K$ in $\Delta B$, is a closed set which is the union of $K$ and a countable set. Hence there is a relatively compact open subset $U$ of $\Delta B$ which contains $K$ and whose boundary misses $\pi^{-1}\pi(K)$. The standard argument now allows us to find an analytic polyhedron $P$ in $\Delta B$, defined by functions in $A$, such that $U \supset P \supset K$. Proceeding exactly as in [10, VII, C2] we can conclude that $\mathcal{C}$ is a dense $G_\delta$ in $A$.

To see that $\mathcal{K}$ is a dense $G_\delta$ in $A^2$, we need only apply the remarks following [10, VII, C8].

To show that $\mathcal{H}$ is a dense $G_\delta$ in $A^{k-1}$, it suffices (by the Baire Category Theorem) to show that each $\mathcal{H}_j$ is a dense open set. Openness of $\mathcal{H}_j$ follows immediately from our remarks about regular mappings. To see that $\mathcal{H}_j$ is dense, fix $(f_1, \ldots, f_{k-1})$ in $A^{k-1}$. Let $\varepsilon$ be an arbitrary positive number and let $\varepsilon$ be an arbitrary integer greater than $j + 1$. Since $\mathcal{O}$ has $k$ connected components, $\Delta B$ has at most $k$ connected components. Since $\pi$ is one-to-one on each connected component of $\Delta B$, we conclude that each irreducible branch of $X_{\ell+1}$ is non-singular and at most $k$ irreducible branches meet at a point. It follows from Lemma 6 that $\dim X_{\ell+1} \leq k$. By [10, VII, C11] we can find holomorphic functions $h_1, \ldots, h_{k-1}$ on $X_{\ell+1}$ such that $(\tilde{z}, h_1, \ldots, h_{k-1}) : X_{\ell+1} \to C^k$ is regular and $\|h_i - \hat{f}_i\|_{\overline{\mathcal{E}}} < \varepsilon/2$ for each $i$. As we showed in the proof of the classification theorem, $\hat{A}|X_{\ell+1}$ is dense in $\mathcal{O}(X_{\ell+1})$, so we can choose functions $g_1, \ldots, g_{k-1}$ in $A$ such that $\|\hat{g}_i - h_i\|_{\overline{\mathcal{E}}} < \varepsilon/2$ and $(\tilde{z}, \hat{g}_1, \ldots, \hat{g}_{k-1}) : X_{\ell-1} \to C^k$ is regular. Since
\( i > j + 1 \), we conclude that \((g_i, \cdots, g_{k-1}) \in \mathcal{H}_j \) and that \( \|g_i - f_i\|_{\overline{\mathcal{W}}_\varepsilon} = \|\hat{g}_i - \hat{f}_i\|_{\overline{\mathcal{W}}_\varepsilon} < \varepsilon \). Since \( \varepsilon \) and \( \varepsilon \) are arbitrary, we conclude that \( \mathcal{H}_j \) is dense, so \( \mathcal{H} \) is a dense \( G_\delta \), as desired.

We have now concluded that each of \( G, \mathcal{H}, \mathcal{H} \) is a dense \( G_\delta \); another application of the Baire Category Theorem allows us to conclude that there is an element \((g_i, \cdots, g_{k-1}) \in \mathcal{H} \) such that \( g_i \in \mathcal{H} \) and \( (g_i, g_2) \in \mathcal{H} \). Let \( A_0 \) be the closed subalgebra of \( A \) generated by \( \{z, g_i, \cdots, g_{k-1}\} \); we claim that \( A_0 = A \). To see this, we wish to use the classification theorem.

Let \( B_0 \) be the smallest stable algebra containing \( A_0 \); our first task is to see that \( B_0 = B \). Clearly \( B_0 \subset B \), so by Theorem 1 we need only show that the restriction \( r: \Delta B \to \Delta B_0 \) is one-to-one and onto. It follows from Theorem 1 that \( r \) is one-to-one on each connected component; since \( \Delta B \) and \( \Delta B_0 \) are manifolds, either \( r \) is one-to-one or it identifies uncountably many pairs of points. But since \( z, g_i, g_2 \) belong to \( A_0 \) and separate all but countably many pairs of points of \( \Delta B \), we conclude that \( r \) is in fact one-to-one. At this point it will be convenient to suppose \( r \) and simply regard \( \Delta B \) as an open subset of \( \Delta B_0 \). Let \( C \) be a connected component of \( \Delta B \) and let \( C_0 \) be the connected component of \( \Delta B_0 \) which contains \( C \). If \( C \neq C_0 \), let \( x \) be a boundary point of \( C \) in \( C_0 \). Regard \( g_i \) as a map from \( \Delta B_0 \) into \( C \), and let \( D \) be the connected component of \( g_i^{-1}\{z: |z - g_i(x)| < 1\} \) which contains \( x \); since \( \Delta B_0 \) is locally connected, \( D \) is open. Since \( g_i: \Delta B \to C \) is an almost proper map, each connected component of \( D \cap C \) has compact closure in \( C \). Let \( D_1 \) be any such component; then the boundary of \( D_1 \) (relative to \( C_0 \)) is contained in \( C \). Since \( D_1 \) is closed subset of \( D \cap C \), it follows that the boundary of \( D_1 \), relative to \( D \), is empty; i.e., \( D_1 \) is closed in \( D \). Since \( D_1 \) is open and \( D \) is connected, we conclude that \( D_1 = D \), which is absurd, since \( D \) contains \( x \) and \( D_1 \) does not. We conclude that \( C = C_0 \). Finally, observe that every component of \( \Delta B_0 \) contains a component of \( \Omega \) and hence contains a component of \( \Delta B \). We conclude that \( \Delta B = \Delta B_0 \), as desired.

It now follows immediately from our construction that the algebras \( A \) and \( A_0 \) induce the same equivalence relations and pseudo-analytic structures. By the classification theorem, we conclude that \( A_0 = A \), as desired. This completes the proof in the case \( k \geq 3 \).

If \( k = 2 \), the same argument as above applies, although we will still need the function \( z \) and two other functions to separate the points of \( \Delta A \), so we will obtain a set of three functions which generates \( A \). Finally, if \( k = 1 \), the function \( z \) and any almost proper function will generate \( A \) (see also [19, Corollary 3]).

It is worth noting that the above argument can be easily modified to provide a necessary and sufficient condition that a closed subalgebra
A (containing the polynomials) of \( C(\Omega) \) be finitely generated, where \( \Omega \) is an arbitrary open subset of \( C \): the algebra \( A \) is finitely generated if and only if \( \sup \{ \dim \pi(W) \} < \infty \), where the supremum extends over all open, relatively compact subsets \( W \) of \( \Delta B \).

We conclude this section by giving one further application of our classification scheme; it is suggested by work of Gamelin [8] and Bjork and de Paepe [7].

**Theorem 8.** Let \( A \) be a closed subalgebra of \( C(\Omega) \) which contains the polynomials and let \( B \) be the smallest stable algebra containing \( A \). Then there are closed algebras \( A_0, A_1, \ldots \) such that:

(i) \( B = A_0 \supset A_1 \supset A_2 \supset \cdots \supset A \);
(ii) \( A = \bigcap A_j \);
(iii) \( A_{j+1} \) is of finite co-dimension in \( A_j \), for each \( j \geq 0 \);
(iv) \( A_{j+1} \) is a maximal subalgebra of \( A_j \), for each \( j \geq 0 \).

**Proof.** Choose and fix an increasing sequence \( \{ W_j \} \) of subsets of \( \Delta B \) such that \( \Delta B = \bigcup W_j \). Set \( A_0 = B \), and for each \( j \geq 1 \), let \( A_j \) be the set of functions \( f \) in \( B \) for which there is a holomorphic function \( \hat{f} \) on \( \pi(W_j) \) such that \( f|_{W_j} = \hat{f} \circ \pi|_{\pi(W_j)} \). It is easy to see that each \( A_j \) is a closed subalgebra of \( B \) and that \( A_j \supset A_{j+1} \) for each \( j \). The classification scheme guarantees that \( A \supset A_j \) for each \( j \) and that \( \bigcap A_j = A \), so the algebras \( \{ A_j \} \) satisfy (i) and (ii). To see that they also satisfy (iii), note that for each \( i \geq 1 \), the fact that \( W_i \) is relatively compact guarantees that \( \pi(W_i) \) is a one-dimensional analytic space with only a finite number of singularities. Hence the subalgebra \( \{ g \circ \pi : g \in C(\pi(W_i)) \} \) of \( C(W_i) \) is of finite co-dimension. It follows immediately that \( A_i \) is of finite co-dimension in \( B \). Writing \( i = j + 1 \) for \( j \geq 0 \), it follows a fortiori that \( A_{j+1} \) is of finite co-dimension in \( A_j \), which yields (iii). Finally, if for some indices \( j \), \( A_{j+1} \) is not a maximal subalgebra of \( A_j \), we may remedy this defect by simply interpolating a finite number of algebras between \( A_{j+1} \) and \( A_j \), thereby achieving (iv).

4. **Algebras on Riemann surfaces.** It is natural to seek a classification theorem for uniform algebras on arbitrary (open) Riemann surfaces which parallels the one given here for algebras on plane domains. Although we believe that no really satisfactory classification scheme exists in this generality, it is actually possible to say quite a lot.

Throughout this section, we let \( R \) be an open (not necessarily connected) Riemann surface and \( A \) a closed subalgebra of \( C(R) \) which contains the constants and separates the points of \( R \). We let \( \delta : R \to \Delta A \) be the evaluation map. Our first task is to find a reason-
able substitute for Theorems 1 and 2. Fortunately, such a result has been established by Bishop [5] and Royden [14]; it may by formulated as follows.

**Theorem 9.** There is an open Riemann surface $\mathcal{S}$ containing $R$ and a continuous map $\delta: \mathcal{S} \to A$ with the following properties:

(i) every connected component of $\mathcal{S}\setminus R$ is compact;

(ii) every $f \in A$ has a unique extension $\hat{f} \in \mathcal{O}(\mathcal{S})$;

(iii) $\delta$ is onto and $\delta|_R = \delta$;

(iv) if $W$ is a relatively compact, open subset of $\mathcal{S}$ and $\mathcal{S}\setminus W$ has no compact components, then $\delta(W)$ is an $A$-convex subset of $A$;

(v) $\mathcal{E}_A = \{(x, y) \in \mathcal{S} \times \mathcal{S}: \delta(x) = \delta(y)\}$ is an admissible equivalence relation.

The difference between the above result and Theorems 1 and 2 lies in the extent of our knowledge of the Riemann surface $\mathcal{S}$. In the previous context, we were able to obtain very precise information about $\mathcal{S}$ and drastically limit the possibilities. In the current context, the possibilities for $\mathcal{S}$ are limited only by condition (i).

To illustrate just how weak a limitation this is, we present a result which has the status of a "folk theorem"; it is certainly "well-known"—at least to many people—but does not seem to be formulated in the literature.

**Proposition 10.** Let $\mathcal{S}$ be a connected, open Riemann surface. Then there is an open, connected subset $\Omega$ of $\mathcal{S}$ such that:

(i) each component of $\mathcal{S}\setminus \Omega$ is compact;

(ii) the restriction map $\mathcal{O}(\mathcal{S}) \to \mathcal{O}(\Omega)$ is one-to-one with closed range, so that $\mathcal{O}(\mathcal{S})$ is isomorphic to $\mathcal{O}(\mathcal{S})|_\Omega$;

(iii) $\Omega$ is biholomorphically equivalent to a plane domain.

**Proof.** The structure theory of open Riemann surfaces (see [1]) guarantees that we can choose a countable discrete family $\{\Gamma_n\}$ of disjoint simple closed curves in $\mathcal{S}$ which represent a free basis for the homology group $H_1(\mathcal{S}, \mathbb{Z})$. Let $J$ be the set of indices $n$ for which $\Gamma_n$ does not separate $\mathcal{S}$, and set $E = \bigcup_{n \in J} \Gamma_n$. Since $\{\Gamma_n\}$ is a discrete family of curves, $E$ is a closed set, $\Omega = \mathcal{S}\setminus E$ is open and every connected component of $\mathcal{S}\setminus \Omega$ is compact. Hence the restriction $\mathcal{O}(\mathcal{S}) \to \mathcal{O}(\Omega)$ is one-to-one with closed range. Since $\{\Gamma_n\}$ forms a free basis for $H_1(\mathcal{S}, \mathbb{Z})$, and we have removed precisely the curves which do not separate $\mathcal{S}$, $\Omega$ is connected and every simple closed curve in $\Omega$ separates $\Omega$. Thus $\Omega$ is biholomorphically equivalent to a plane domain, as desired.

Thus, for subalgebras of $\mathcal{O}(R)$ we will in general be able to say
very little about the Riemann surface $\mathcal{S}$, and it is for this reason
that we have formulated our main results for algebras (containing
the polynomials) on plane domains. However, if we are willing to
content ourselves with a poor description of the Riemann surface
$\mathcal{S}$, the remainder of the classification scheme is easily obtained.
Since the construction of § 2 goes through virtually without change,
we omit the details.

**Theorem 11.** Let $R$ be an open Riemann surface. Then there
is a bijection between the set of closed subalgebras of $\mathcal{O}(R)$ which
contain the constants and separate the points of $R$, and the triples
$(\mathcal{S}, \mathcal{E}, \mathcal{L})$, where $\mathcal{S}$ is an open Riemann surface containing $R$ and
having the property that each component of $S\backslash R$ is compact, $\mathcal{E}$ is
an admissible equivalence relation on $\mathcal{L}$ and $\mathcal{L}$ is a pseudo-analytic
structure on $\mathcal{S}/\mathcal{E}$.

Although we regard this classification theorem as unsatisfactory
(because we cannot obtain a sufficiently precise description of $\mathcal{S}$),
it is actually good enough for a number of applications. In fact,
the proofs of Theorems 4 and 5 go through verbatim. However,
Theorem 7, which is probably the most striking application, no longer
holds in the more general context, as the following simple example
demonstrates. Let $N$ denote the set of positive integers. Let $A_n$
denote the set of entire functions which vanish to order at least $n$
at the point $n$ (for each $n$), and $A$ the closed subalgebra of $\mathcal{O}(C)$
spanned by $A_n$ and the constants. Then $A\upharpoonright(C\backslash N)$ is a point-separating
subalgebra of $\mathcal{O}(C\backslash N)$, and, as is easily seen, is not finitely-generated.
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