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Finite Hankel transforms of the second and third kind
of distributions are defined and inversion theorems are
established in the distributional sense. Operational transform
formulae are obtained for the both transforms. These are
applied to solve certain partial differential equations with
distributional boundary conditions.

1. Introduction. Finite Hankel transforms of classical func-
tions were first introduced by Sneddon [8] who applied them in
solving boundary value problems for systems possessing axial
symmetry. There are three kinds of finite Hankel transforms
depending upon the nature of the kernel involved. These are as-
sociated to the three kinds of expansions of an arbitrary function,
viz. Fourier Bessel series [6], Dini series [6] and series involving
cross products of Bessel functions [4] respectively.

Finite Hankel transforms of distributions were given by Zemanian
[11], Pandey and Pathak [3] as special cases of their work on general
eigenfunction expansion of distributions. But, Dube [1] studied finite
Hankel transform of the first kind of distributions independently.
To get a deep insight it is necessary to study the other two trans-
forms also independently. In [12] and [3] the inversion theorems
are given without any consideration of the values of H + » occurring
in the definition of the transform (see (4.4)), where as the classical
Dini series involves a term depending upon it. This motivated us
to study independently the finite Hankel transforms of the second
and third kind of distributions.

The present paper is divided into two parts. In the first part
we extend the classical inversion theorem for finite Hankel transform
of the second kind [6, p. 601] to a class of distributions, which gives
rise to the Dini expansion of the distributions. The series converges
in the weak distributional sense. We derive an operational transform
formula which together with inversion formula is applied in solving
certain distributional differential equations. In the second part of
the paper we extend the inversion theorem for finite Hankel trans-
form of the third kind [4] to a class of distributions. Here also
the series converges in the weak distributional sense. Finally we
give an application of the finite Hankel transform of the third kind.

2. The notation and terminology. We follow the notation
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and terminology of Schwartz [7] and Zemanian [12,11]. Here I
denotes the open interval (a,d),0<a <b < . The letters ¢ «
represent real variables in I. D(I) is the space of infinitely differen-
tiable functions on I with compact support contained in I. The
topology of D(I) is that which makes its dual D’(I) of Schwartz’s
distributions. FE(I) is the space of all infinitely differentiable functions
on I and E’(I) is the space of distributions with compact support.
2, . denotes the differential operator D? + (1/x)D, — (v¥/x?).

3. The testing function space U, (I). For any (a,v)<c R*, we
define

U, (I) = {p: I — C|o(x) is infinitely differentiable
and @ satisfies (3.1)}
@1  7(e) = sup |2 [a7p@)]] < oo
for each £=0,1,2, ---.
Clearly U, ,(I) is a topological vector space. The topology of U, (I)
is generated by the collection of seminorms {v{*}i,. U.,(I) is a

Frechet space. Its dual U, .(I) is given the weak topology. Members
of U, (I) will be referred as distributions.

Note. (i) D{I)cU,,(I) and topology of D(I) is stronger than
that induced on it by U,,,(I)= fe U, (I) then f|,eD'(I).

(ii) E'(I) can be identified as a subspace of U, ,(I).

(iii) Given f e U, .(I) there exists » € N* and a positive constant
Cs.t.

[<f, P> = Cmax (@) vpe Ul D)
sinee f is bounded.

PART 1

In this part we take I = (0, 1) and study finite Hankel transform
of the second kind of distributions.

4. Dini series. The Dini expansion associated with f(¢) is
(4.1) By®) + 3 bud,Ovud)
where J,(t) is a Bessel function of first kind and \,,, ® =1,2,3, .-,

are the positive roots (arranged in ascending order of magnitude)
of the transcendental equation
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zJ,(2) + HJ () =0

(4.2) b 1

2

b,,m=1,23, -..; are given by

27»;51t FOT.Omb)dt
(4.3) b, = 0
(A — V)T (V) + NdF (W)
and
0 if H+v>0
20 + l)t”Slx”“ f@dr if H+v=0
0

(4.4) By(t) =

2L, 0ut) :
T Ty W s

if H+v<0.

The condition of validity of (4.1) are given in the following theorem
[6, p. 601].

THEOREM 4.1. Let f(t) be a function defined over the interval
0, 1), and let Slt”z f(t)dt exist and (if it is improper integral) let it
be absolutely cznve'rgent. If f(t) has limited total fuctuation in
(a, b) where 0 < a < b =1 then the series (4.1) converges to the sum
1/2[f + 0) + f(& — 0)] at all points t s.t. a + 4=t < b — 4 where
4 18 arbitrarily small; and the convergence is uniform if f(x) is
continuous in (a, b).

If, instead of the coefficients b,,, we introduce the finite Hankel
transform of second kind of the function f(x), deonted by H,(m),
and defined by equation
(4.5) Hm) = { tfOL0utdt, m =1,2,3, -,

0

the above theorem on Dini series yields the inversion formula

_ . 20 H(m)
(*.6) 1O =Bl + o 5 =700 + Moo

The Theorem 4.1 will be extended to a class of generalized
functions.

5. The generalized finite Hankel transform of the second
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kind. Throughout this part we always have ¢ = 1/2 and v = —1/2.
DerFINITION. For fe U, ,I) we define its finite Hankel transform

%, (f) of second kind as:

(5.1) (Z£4.f)m) = F,(m) = {f(x), 2Jv(n2)) m=1,23, ---.

(5.1) is well defined since zJ,(\,x)e U, (I),m =1,2,3, ---, for a +
vy =0. Note that for a function f(x) defined on I such that
x| f(x)|dx exists for a = 1/2, we get a regular distribution T/,
0
which we identify with f, defined as
T, 9 = | f@e@ds, peU.LD.

Let us define

Tolt, o5 H) = Aa, ) + 3 27;“ T0a®) (Nt)
where
T = O — P00 + M)
and

0 if H+v>0

20+ Dty if H+v=0
20 L, (nx) L (N\ot)

A+ V) — ML Ow)

Ay, t) =
if H+v<0.

Notice that zA,z, ) e U,,(I) if o + v =2 0. Therefore
2Tyt x; H) e U, (I) when 73, +#0.

6. The inversion of (5.1). The following theorem provides an
inversion formula for the distributional transform (5.1) which in
turn gives a Dini series representation for fe U, (I).

THEOREM 6.1. (Inwversiom). Let fe U, (I), ®=1/2, v=—1/2. Let
Fy,(m) be the finite Hankel transform of f. Then

277):3” F,(m)J,(AMt) + {f(), Az, t))

6.1) (&) =1lim S,
N—oo m=1
in the sense of comvergence in D'(I).

Proof. We have to prove that
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(6.2) (2 B2 R m),(vat), 2 (@)) + <Boa), P(@))

m=1 7}3'1
— (), p(t)) as N—— oo
for any @ € D(I), where By(x) denotes {f(f), tA(w, t)). Now @(x)e€

D(I) if and only if x@(x) e D(I). So that (6.2) is equivalent to showing
that

(6.3) (2 Z2Fm)I,000), 39(@)) + (Bia), 29(@)

m=1 77

— {f(®), tp(t)) as N—> .

Suppose that support (@) C(a, b) & [0, 1]. Now left hand side of (6.3)

am=

(6.4) - S" ﬁ’;[ 27;“"» Fym)J,(nt) + Bo(x)]xgv(x)dx .

Since By(x) = {f(t), tAx, t)> and (2\%/7%)Fy(m)J,(\,x) are locally in-
tegrable over (0, 1) and supp (@) C[a, b]; (6.4) can be written as

]2 225 ), 67,00t L0 + (FB), A, 1) Jop(@)de

m=1 77

= §b<f (®), t[ mﬁ_. 27;”3" I, (Ant) T, o) + A, (2, t):|>x¢(x)da;

2
m

(6.5) = | <), tTutt, 2 Hyap@ide
(6.6) = (7, ¢{ Tutt, 2 Hywp@ide)
6.7) s (FO), tP(t)y a5 N—s oo

Once we prove the equality of (6.5), (6.6) and (6.7) our proof of the
theorem will be complete. We prove the above by the following
series of lemmas.

LEMMA 6.2. Let feU,,I). Then for any Ne N* and ¢ ¢ D(I)
we have

| PO, T, 5 H)op(e)ds
(6.8) '

- < £, S;tTN(t, 2 H)xqv(x)dx> .

Proof. Since tTy(t, x; H)e U, ,(I) for fixed z, the left hand side
of (6.8) makes sense. Also since
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S:tva(t, w; Hop@)ds = tS[N 2\
+ Az, t)]xsv(x)dx

and since SJ (Ap)xP(x)de < « and SAO(oc Darp(x)de < o, we have
tTN(t x; Hyzp(x)dx € U, ,(I); the right hand side of (6.8) makes sense.
Now left hand side of (6.8)

= |7, tTatt, w5 H)yap()de

flrofges

i m< @), 1,00, t)>§ J.Ov@)ep(@)ds

]>m¢(x)dx

+ <f (®), tSOAO(x, t)x¢(x)dx>
=3
+ ()¢ S:Ao(m, t)xgv(x)dx>
= (1), t| Tatt, o Dap(aydz) .

2N 4 S:J,(xmx)J,(xmt)xgv(x)dx>

This proves the lemma.
LEMMA 6.3. Let a,be R such that 0 < a <b<1l. Then

limeTN(t,w;H)acdle, a<t<bh.

N—oo Ja

Proof. We have
SbTN(t, x; H)xdx

— gbx[TN(t, %) — Sy(t, x; H)ldw .

Now for a < ¢ < b, beTN(t, v)dz —1 as N— oo [1, p. 368]. And
b o
S Sy(t, x; Hyxdx — 0 as N — « by the analogue of Riemann Lebesgue

femma [6, p. 599].
Ty(t, ) is defined as:

S 2J.(0n®) (G nt)

Tx(t, ») = TG
m=1 v+I\Jm
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where j,, m =1,2,3-.-, are the positive zeros of J,(z) arranged in
ascending order. Sy(¢, x; H) is defined as Ty(t, x) — Ty(t, x; H).

, LEMMA 6.4. Let y(x)e D(I). Then for a =1/2 and v = —1/2
t"‘S Ty(t, x; H)[yr(x)— () Jede — 0 as N —co uniformly for all te(0, 1)
where supp. () Cla, b] & (0, 1).

Proof. We have (0,1) =[(0, @) U (b, 1)]U [a, b]. For te(0,a)U
(b, 1); 4r(t) = 0. Therefore

{7t 5 By@ — w(o)leda = { o730, 0 Hoy(@da
- S"w(x)TN(t, e — S"W@)SN@, x5 H)da .

In view of the analogue of Riemann-Lebesgue lemma [6, p. 590 and
p. 600], given ¢ > 0 there exists N, such that for N = N, we have

8C2 < 8Ce
7CH2 —t — bVt  wCH1l —bn't

‘ S:wa)TN(t, z)dx ’ <
and

2038 < 2C3 -
2—t—bV't (A-bdV't

where C,, C, and C, are some constants. Thus

C _ C
td 1/2
-5 =~ “T-v

since a = 1/2, where C is a constant. So that

| SZW(“)SN“' . H)dx( <

5

ta

SZTN(t, o H)qu(x)dw‘ <

6.9) t“San(t, w; H)[y(@) — p(8)Jede — 0 as N — co
uniformly for all ¢ (0, a) U (b, 1).
Next we have to deal with the case te[a, b]. From [1] we know
that
(6.10) t“§bTN(t, D[ @) — p(B)ede — 0 as N— oo
uniformly for all ¢te[a, b]. Hence we have merely to show that
b
taS S(t, ©; H)[p(®) — o(t)]ads — 0 as N — oo
uniformly for all ¢e[a, b].

Let F(t, ) = 7 [y(x) — ¥(@)] for 0 <2 <1,0<t<1. Clearly
F(t, z) is continuous for 0 < x < 1,0 <t < 1. So that



446 R. S. PATHAK AND O. P. SINGH

SbSN(t, 25 H)[yp(@) — 9(t)]ade = Yoc”“F(t, 2)Sa(t, ; H)dz .

Divide [a, b] into p equal parts by means of the points a = x,,
2, -+, 2, =b. For ¢ > 0 arbitrary, choose p large enough so that

i (Um - Lm)(xm - xm—l) <e

m=1

where U, and L, are upper and lower bound of F(t, x) in (x,_, 2,)
fora <t <b.

Let F(t,z) = F(t, ,_,) + W,(, ). Then |W,(, 2)|<U, — L,.
Therefore for all N = N,(depending on ¢)

[[Satt, 25 B(e) — y(Oled

=3Pt e, ) | @S, 2 Bda
+ 3 7 e w8y, @ By
2C
__2C . 6, p. 600] .
Sa-pyT Lo P 600]
Therefore
o’ . _ 2C;  ain __20_3___
t LSN(t, 7 Bly(@) — p(O)lads < 22tV < e

This together with (6.9) and (6.10) proves the lemma.

LEMMA 6.5. Let @ € D(I) with supp (@) C[a, b]l. Then for a =
1/2 and v = — 1/2

25| | Tatt, 23 Bap(o)ds — o] — 0
as N — o uniformly for all te (0, 1).

Proof. It is easily seen that
‘Qy,:v[TN(ty w; H)] - ‘Qu,t[TN(tr w; H)] .
Therefore by integration by parts,

b
ok, S Ty(t, v H)ap(w)ds
= SbTN(t, 2, H)QE (o) |xdz .

Using Lemma 6.3 we get, as N — oo,
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o] [ Tutt, 25 Bypayeds - 20
~ SZTN(t, v; H)[2F [o@)] — @ o) Jede
= | Tutt, & Blv@) — p(t)lods

where (x) = 2 .9(x) € D(I) and supp () C [e, b]. Now an application
of Lemma 6.4 proves the Lemma 6.5.

THEOREM 6.6. (The uniqueness theorem.) Let f,ge U, (I). If
Fy(m) = Gy(m) for each m = 1,2, ---; and

(f@), xAo(z, t)) = {g(@), xA2, 1)) .
Then

f =g in the sense of equality in D'(I) .
The proof is trivial.

7. Illustration of the inversion theorem by means of a nu-
merical example. For 0 <k < 1,00 — k)e E'(I)cU,.(I). The finite
Hankel transform of 6(¢ — k) 1s

G4, (0(t — k))(m) = (6@t — k), tJ,(Mal))
=kJ,(Nok) m=1,2 -+,
and

o(¢ — k), tA((w, 1)) = kA, k) .
For any ¢ e D(I)

(5 25k 0. ), w9(@)) + (At B), 590

_ kr S 2N 1 o ). v m)re(a)da

om=1 nfn

+ kS:Ao(x, k)ep(@)da

. kS[ 3 2 100, (0t) + A, ) ]xgv(x)dx

oL.m=1 .

- kS:TN(t, v; H)zp@)ds — kpk) as N— co .

But {6(t — k), te(t)y = kp(k). Therefore the inversion theorem is
illustrated.
This also yields Dini series expansion for 6(¢t — k) as
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o — k) = lim E]il 2N ) N0) (M) + kALK, )
in the sense of convergence in D'(J).

8. Applications. Now we obtain an operation transform for-
mula which together with inversion theorem is useful in solving
certain distributional differential equations.

Now for ¢ U, ,(I) and fe U, (I)

(8.1) Q5L @), p(x)) = {f(x), 22, ,27'Px)) .

(8.1) defines a generalized operator 2F, on U,, (I) adjoint of the
operator 2, .27 on U, (I).

p@)e U, (I) = 22, x'px)e U, ,(I) .

Therefore 2, is well defined by (8.1).
Now since @(x) — 22, .2 '@(x) is a linear continuous map on U, (1),
2%, is linear and continuous on U, (I). By induction on k& we get

(8.2) QILf (@), pa)y = {f(@), 22527 P(x))
and 2} is linear and continuous on U, . (I). So that

Q2L f (@), o (M) = {f (@), 225, J,(Np2))
= (=N f @), 2, (M)
Thus
(8.3) 24, 15 fl(m) = QI f (@), (M)
' = (=Dpga (Hm), m=12---.

For f a regular distribution in U, ,(I) generated by elements of D(I),
we get

QFf =02..f (integration by parts).

Also for f a regular distribution in U, ,(I), if we put some suitable
condition on it so that the limit terms in integration by parts in
(8.1) vanish, we get

QS =2,

Now consider the operational equation

(8.4) P@* =g, O<z<l.
We wish to solve (8.4) for P a polynomial such that P(—)\%) = 0,
m=1,2,---; and ge U;,(I) is given; we U, .(I) is unknown to be

found.
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Apply generalized finite Hankel transform to (8.4) to get
CPRE (@), 2 (M) = Go(m) .
Now left hand side = P(—)2)U,(m) by (8.3), hence

_ _Gy(m)
(8.5) Uym) = By

Applying the inversion theorem to (8.5) we get

8.6)  u) = lim mzl - P(imi)‘] (i) -+ Cult), Az, D) .

We have to find <{u(t), tA/(x, t)).

Case (1): When H + v > 0, Az, t) = 0. Therefore
{u(?), tAy(z, )y = 0.

Case (ii): When H + v = 0, Az, t) = 2(v + L't
Now, let us assume that

P(x) = ia,m’, a, #= 0.
=0

Then
(9(@), wAy(x, t)) = (PR )u(®), 2A\®, €))
= (3, a(2mu(), zA(e, 1)
= <u(x), é a,x(42;,.) (@ r A2, t))>
= a.{u(x), cAlz, 1)) .
Thus

(ult), tAx, ) > = %<g<t>, tAf, 1)) .

Case (iii) When H + » <0,

2MLOv) L, (Net)

Ay, t) = P

where

= (A + V)L — ML) -
Now using the fact that

QF Ax, t) = NFA(x, t) ,
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we have
Q2 iu(x), ®Aq(w, 1)) = N u(@), 2Aq(, 1)) .
So that
{g(x), Ay, 8)) = (P2, )u(x), A, 1))
= PO\ u(z), xAq(x, £)) .
This gives

), tAde, 1) = &2) (o(t), tAz, B))

provided that P(\}) = 0.
Thus finally from (8.6) we have

8.7) u(w) = lim mﬁ% P—%%;—)Jxm), (H+v>0)

oo Gym) 1
(88) u(x) = 11\71—1}010 %IWmJu()"mw) + E;<g(t)’ tAO(x, t)>
(H +v=0,a+0)
Ll Gy m) 1
(89) ’LL(%) = 151_;12 ";1—7727”— mJu ()’mx) + P()\,ﬁ)<g(t)’ tAO(w, t)>
(H+ v <0, P02 #0) .

u(x) given by (8.7)-(8.9) gives the solution of (8.4) with equality in
the sense of D’(I). This solution is in fact a restriction of u € U, (I)
to D(I), and is unique in view of Theorem 6.6.

It can easily be shown that u given by (8.7) — (8.9) is also a
solution of

(8.10) PR, u=g.
Now for
P@)=(x—ai)--- (x — a3)

where a,’s are distinct real numbers, the general solution of (8.10)
in D'(I) is given by

u(@) = lim 3, ;’“—lﬁ%’%@(mx)

where C,, d, are arbitrary constants, when H 4 v > 0. Similarly
when H + v =0 and H + v < 0, the solution in D’(I) is obtained by
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adding

€% . . z dt
élmw&ﬂdﬁaﬁ+%]

to the right hand sides of (8.8) and (8.9) respectively.

9. Application of the finite Hankel transform of the second
kind. (Heat flow in an infinite cylinder with a radiation condition.)

We wish to solve the heat equation in eylindrical coordinates inside
an infinitely long cylinder of radius unity, by using the theory of
the finite Hankel transform of second kind developed in the preceding
pages. We seek a conventional function wu(r,t); where » is radius

and ¢ is time, (u does not depend on @ and 2) satisfying the differen-
tial equation

9.1) Diu+EDu=Du 0<r<1,0<t< o)
"

and the following initial and boundary conditions:
(i) As t—0%, u(r, t)— f(r)e U, (I) in the sense of convergence
in D'(I).
(ii) As »—>17, Dou+ H,—0 in D'(I) for each fixed t >0,
where H > 0.
When u denotes the temperature within the cylinder, H > 0 means
that the heat is being radiated away from the surface of the cylinder.
The differential equation for w can be written as

ou
9.2 Q =,
( ) O,Tu at

Let us apply the generalized finite Hankel transform 7%, to (9.1)
to get

0
AU, (m, t) = ZUy(m, t
(m, t) o (m, t)

where
U(m, t) = &4 Ju(r, t)] = lulr, t), rJ(nar))
so that
Uy(m, t) = A(m)e *nt .
The initial condition determines the constant A(m). Thus

A(m) = Fy(m) = {f(), 1J(Mu?)) -
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Hence
Uy(m, t) = Fy(m)e n* .
Therefore, by inversion Theorem 6.1 we have

i = 2Fy(m)e” T, ()
(9.3) u(r, ) = lim 3, 0vm) + JH00)

in D'(I), since H > 0. Here M\ are the roots of the equation
Mo(n) + HJ (L) = 0.

We want to prove that w(r, t) given by (9.3) is truly a solution
of (9.1) that satisfies the given initial and boundary conditions. Using
the boundedness property of generalized functions we have

|Fy(m)| = C max Ve (rdo(TNm))

so that
F,(m) = O\>""%) as m—> oo

for some nonnegative integer n. Also

)»m~7r<m+—élf> as Mm —— oo

Je0) + JA0) ~ —2— as m—— oo .
V9

Hence
[J2Ap) + J2AW)]™ = O(m) as m— oo .

Using the above facts we see that the series (9.3) and series obtained
by applying 2,, and D, separately under the summation sign of (9.3)
converges uniformly on 0 < <1 and ¢ > 0. So by applying 2,,, —
D, and using the fact 2, [J\(A.7)] = —ALJ(Ma7) We see that (9.3)
satisfies the differential equation (9.1).

Let us verify the boundary condition (ii). We have

(50, e =)

5 2F,(m)e  mtJy(Np)
T Jo(N) + JEN)

lim [D,u + Hu] = lim

r—170L 1

+ H

and since the convergence is uniform, we can take the limit » — 1~
inside the summation sign and arrive at the conclusion.
Next we wish to verify the initial condition (i). For any @ € D(I),
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we have

; = 2F,(m)e ntJ (N, 7)
1
it <m=1 Tsvn) + Ti00m) ’(’D(“)>

Jo(Au?)P(r)dr

~ lim S‘ o 2F(m)ent
=0t Jom=1 Jo(N\,) + JE(N)

Sl & 2F,(m)
omn=1JE(N,) + JEH(Ny)

S () P(r)dr

(since the convergence is uniform on 0 < » < 1 and ¢t > 0)

= {f(r), (r)y by Theorem 6.1.

PArT 11

10. Finite Hankel transform of the third kind. The finite
Hankel transform of the third kind of an arbitrary function f(x),
defined on 0 < a < 2 < b is defined by

(10.1)  Hm) = Sbt FEOCut, b)Y, m=1,2,8, - ;
where
Cla, B) = J (@)Y (B) — Y ()].(B)
and v, is the mth positive root of the equation
Claz, bz) =0.

The following theorem [4] provides an inversion formula for the
transform (10.1).

THEOREM 10.1. If f(i) is summable over (a,b) and of bounded
variation in the neighborhood of the point t = x, then the series

(10.2) i CnC(Yuy VD) ,
where
(10.3) PP e 21 £ M )

" 2T (Ypa) — JHYub)]

and v is any real number, converges to the sum 1/2[f(x + 0) + f(x — 0)].

We extend the above theorem of Titchmarsh for fe Uj,(I),
where v is any real number, I = (e, 0),0 <a <b < . For con-
venience we shall write U(I) in place Uy, (I).
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DeFINITION. For fe U,I),ve R, we define the distributional
finite Hankel transform of f of third kind by

(10.4) (27,.1)(m) = Fy(m) = (f@), tCvul, Tub)) m =1,2,---.

Throughout the second part of the paper we always haveve R. Also
we set

T, S (@)
T T T a) — J2Crab)
and
(10.5) Rult, 2) = 3, TAC1a, 1B)C.ats 7,0)

11. The inversion of (10.4). We will now prove the following
inversion theorem for our generalized finite Hankel transform.

THEOREM 11.1. (Inversion). Let f be an arbitrary distribution
in the space U)(I), v e R and let Fy(m) be the finite Hankel transform
of the third kind of f. Then in the sense of convergence in D'(I),

(1L.1) F&) = lim 3, TAFmC.(1at, 7ab) -

Proof. Since p(x) e D(I) = xp(x) € D(I), it suffices to prove that

(E TEFmIC.(rat, 74b), 29(a)) — (), 19
as N— oo .

The proof is similar to the proof of the Theorem 6.1. To complete
the proof we have to prove similar lemmas as needed in the proof
of the Theorem 6.1. We do it next.

LemMA 11.2. Let fe U/I). Then for any NeN* and ¢ € D(I)
we have

b b
ar2) | 7w, Ryt ) Jop@de = (£®), | 1Ro(t, Dop(@)de)
Proof is similar to that of Lemma 6.2.
LEMMA 11.3. For 0 < a < b < s we have

b
(11.3) }rims Ryt,o)xde =1 (0 <a<t<b).

Proof. See [4, equation (7)].
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LemmA 11.4. Let f(t) be a bounded function in (a, b), 0 < a < b.
Then ¢ > 0, there exists Nye Nt such that for all N = N,

2Ke

@z

(11.4) Sjt FORy(t, w)dt <

where ¢ < A < B < b, and « lies out side the interval [A, B], K is
a constant, and

o, = dist(z, [4, B]) > 0.

Proof. Let F(t) =t f(t). Then following the same line of proof

as in Lemma 6.4, we get
(11.5) SBt FORSE, B)dt = S F(t,_) St'" #HR, (¢, @)t
A m=1 t

m—1

s S’” PR (E, )W (6)dE .

m=1JE,, 4

Let M = max{A*", B*"'}.
Choose the partition p so fine that

i (Um - Lm)(tm - tm——1>M < €.

Let K, be the upper bound of F(t) in [A4, B]. From [4], we know
that

k

Byt )] <
b v+1 k k

lgtt Ex(, ”)dtl Ao T Aa—a @<?
¢ v+1 k k

Sat Ryt x)dt] To=F T ae=s @70

where
Ty < Ay < Vw1 -

Using the above relations in (11.5) we get

'SBt FORME, x)dt‘ < ﬂ[—z-’ﬁp + s:l <2k,
4 lox AN pz
This proves the lemma.

LEMMA 11.5. Let (x)e D(I). Then

(11.6) [ Rutt, o) — pit)ladz — 0
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as N — o uniformly for all t € (a, b), where supp () C [4, B] C(a, b).

Proof. The proof can be given by using Lemma 11.4 and follow-
ing the pattern of proof of Lemma 6.4.

LEMMA 11.6.
2 | Ratt, owp@)ds — o(t) | —0
as N — oo, uniformly for te(a,b) and for each k=0,1,2, ---.
The proof is similar to that of Lemma 6.5.

THEOREM 11.7. (The uniqueness theorem). Let f,ge U/ I). If
Fy(m) = Gy(m) for each m =1,2, ---, then f =g in the sense of
equality wn D'(I).

The proof is trivial.

We verify our inversion Theorem 11.1 by means of an easy
example. 6(t — k) e U, (I).

(7,(0(t — k))(m) = kC,(Yuk, Tub) —m=1,2,---.
For ¢ € D(I),
< mé DakC(V ke, ¥ mb)C (Y, Y umb), xtp(x)>
— kpk), as N— o

= {3(t — k), tp(2)) -
We also get

3t — 1) = lim 35 724C,(1.k, Vab)C.(Tat, 7ab) -

—o0 m=1

12. Application of the finite Hankel transform of the third
kind. Consider again the operator equation

(12.1) PR )u=g.
By applying finite Hankel transform of the third kind we get

(12.2) U3(m)=}%, m=1,2; (P(—\)#0).

Then using inversion Theorem 11.1, the solution can be written as

. E -, Gy(m)
. = lim 2 _C(v,.¢t .
(12 3) u(t) Nlﬁw mz=17}m P( 7\)3‘) v( mtr mb)
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Now we solve diffusion equation in an infinitely long hollow
cylinder bounded by 7 = a, r = b(b > a) when these surfaces are kept
at zero temperature. Let us determine a function wu(r,t) which
satisfies the differential equation

ouw , 1 ou _ ou
12.4 — === <r=bt>0
(12.4) 67~2+'r or ot == >

and the following boundary and initial conditions:
(i) wu(a,t)=0
(b, t) =0
(ii) lim, o+ u(r, t) = f(r) e U/(a, b)
where equality is in the sense of D’(a, b).
Applying the finite Hankel transform of the third kind we can
reduce the above differential equation to

(12.5) —YnUy(m, t) = %Us(m, t)s
where
Uym, t) = 27 (u(r, £)) = u(@, t), rC(Vu?, Tubd)) .
The solution of (12.5) is given by
U(m, t) = A(m)e "nt

where A(m) is an arbitrary constant. Applying initial condition we
find that

A(m) = Fym) .
Hence
U,m) = Fym)e nt .

Therefore, by inversion theorem

s 2
u(r, t) = lim 3 PLF(m)e wColv,r, V,b) ,

—00 M=

equality in the sense of D’(a, b).
Formally we take

(12.6) w(r, 1) = 3 TEF(m)e > Cor,r, 74b) -

Various steps involved above and that (12.6) is a solution to (12.4)
can be justified as in §9.
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