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Given a subset L of the 2d closed orthants in ^-dimensional Euclidean
space, is there a convex set K which intersects those closed orthants in
L, while missing those not in L? A strong combinatorial condition on L,
which is necessary for the existence of such a convex set, is exhibited.
This condition is studied and its close connections with the theory of
oriented matroids are examined. The sets L satisfying this condition —
the "lopsided" sets — have a rich combinatorial structure which can be
exploited in the study of convex sets and systems of linear inequalities.

1. Introduction. Let E be a finite set and denote by V(E) the
vector space of all real-valued functions / on E. Let C(E) denote the
subset of V(E) consisting of all functions/from E to the set { — 1,1}, so
that C(E) is the set of vertices of a cube in V(E). If/is in C( E), then the
set:

O(f) = {gG V(E):g(e)f(e)>0, for each e <Ξ E}

is the closed orthant of V(E) which contains/.
If AT is a convex subset of V(E)9 let L(K) denote the set:

{fεc(E):κno(f)Φ0},

so that/is in L{K) if K intersects the orthant of V{E) corresponding to/.
A subset L of C(E) will be called realizable if there is a convex set K with
L — L{K). The realizable sets have in common a rather strong property,
"lopsidedness," which will be described in §2. Examples showing how
lopsided sets may arise in other settings will be given.

In §§3 and 4, two other descriptions of lopsided sets will be given.
That of §4 is used in §5 to show how lopsided sets may be derived from
oriented matroids. Also in §5, the property of lopsidedness is used to give
a new description of the simple oriented matroids. (For a discussion of
oriented matroids, see Folkman and Lawrence [4], or Bland and
Las Vergnas [1].)

Finally, §6 gives an example of a lopsided set which is not realizable.
This set is a subset of an 8-dimensional cube. It is not known whether this
is the smallest dimension for such a set.
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2. Definition and examples of lopsided sets. A set L C C(E) will
be called lopsided if, whenever A and B are subsets of E with A U B = E
and A Π B = 0, either:

(1) There is a function α:Λ-»{ —1,1} such that all the functions/in
C(£) which agree with a on A are in L; or

(2) There is a function β: B -* { —1,1} such that «owe of the func-
tions in CXi?) which agree with β on B are in L.

For notational convenience we make use of the existence of the empty
function η: 0 -> { — 1,1}, whose domain is the empty set. This function is
the sole member of C(0), so that \C(E)\= 2^ , for any set E. We will
use \x to denote the function lx: {x} -> { — 1,1} with lx(x) — I. If A and
B are disjoint sets, ^ C K(Λ), and § C F(5), then ^X § is the set of
functions/in V(A U B) which agree with a function in 3Fon A and with
one of S on 5. Then F(Λ U J5) = F(Λ) X V(B). If η is the empty
function, {η} X V(B) = V(B).

The s e t L C C ( £ ) is lopsided if and only if, whenever A and B are
complementary subsets of E, either:

(1) There is an element a of C(A) with {a} X C(5) C L; or
(2) There is an element β of C(i?) with C(A) X {/?} C C{E) ~ L.

Clearly, not both conditions can hold at once, for this would imply that
[a] X {/?} is contained in L, as well as in C(E) — L. Also, it's clear that
L is lopsided if and only if C(E) ~ L is lopsided.

This definition resembles that of a "blocking system." (See Edmonds
and Fulkerson, [3].) In fact, we can make use of this notion here. Suppose
$1 and S are collections of subsets of the set E. Then the pair ($t, §) is a
blocking system if, whenever 4̂ and 5 are subsets of i? with A Ό B — E
and yί Π 5 = 0, either ̂ 4 contains some member of 91 or B contains some
member of §, but not both.

Now, consider a subset L of C(E).
Consider the collections:

<&= {A CE: there is a E C(A) with{α} X C(5) C L } ;

S = { ί C £ : there is j8 G C(5) with C(Λ) X{jS} C C(E) ~L}.

Clearly L is lopsided if and only if the pair ($1, S) is a blocking system.
We shall see that the realizable sets all possess the property of

lopsidedness.

THEOREM l.IfL = L(K)is realizable, then L is lopsided. D

Suppose E — A U B, where A Π B — 0 . We may assume A and B
are non-empty.
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It is convenient here to view V(A) and the subspace V(A) X {0} of
V(E) as being identified in the obvious way.

Consider the map π: V(E) -> V(B) which takes the function/on E to
its restriction to B. The kernel of this map is V(A), so K Π V(A) φ 0 if
and only if π(K) contains the origin.

Either KΠ V(A) φ 0, and it follows that (1) holds for L(K), or
π(K) doesn't contain the origin, in which case π(K), being convex, must
miss an entire orthant of V(B), and (2) holds. D

Now we consider some examples of lopsided sets. All of the examples
in this section are realizable. There are lopsided sets which are not
realizable, however, as an example in §6 will show.

Let (£, S) be a simplicial complex, so that E is a finite set and § is a
collection of subsets of E such that if T is in §> and S C T then S is in §.
For S in S, let/5 be the function defined on E with:

f i x ) - l ~ l i ί x & S
fs[X)~ ll ifxES.

Then the set:

L={fs:StΞ§}

is a lopsided set. Indeed L = L(K), where Kis the convex set of functions
/in F(£)with:

(i) f(x) < 0 for each x in E; and
(ii) {*:/(*) = 0} is in S.
Now consider a second class of examples. Let G be a directed graph

with no loops or multiple edges and such that, if there is an edge from u to
v, then there is not an edge from υ to u. Let s and / be distinct vertices of
G. Let E be a subset of the set of edges of G. For a function/in C(E)9 let
G(/) be the graph obtained from G by replacing each edge e of E for
which f(e) — -1 by the edge connecting the same pair of vertices, but
oriented in the opposite direction. For instance, if f(e) = 1 for each e in
£, then G(f) = G. Let L consist of all functions / i n C(E) for which
G(/) contains the edges of a path from s to /. It is possible to verify that
L is a lopsided subset of C(E). Indeed, a more general result will be
proven in §5 (Theorem 7).

Finally, let £ be a finite set of lines in the plane, i?2, and suppose no
three of these lines have a point in common. Let K be a convex, open set
in the plane. For each line e in E, let one half-plane determined by e be
designated as its "positive" side, the other as its "negative" side.
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The lines in E cut K into open regions, and corresponding to each
such region r there is a function/in C(E) with:

if the region r is on the positive side of e

-1 otherwise.

That the set L of such functions is lopsided can be seen from
Theorem 1. For each line E, let Ae be an affine functional on R2 which is
zero on e, positive on the positive side of e, and negative on the negative
side of e. Let A be the mapping that takes the point p of R2 to the
function /of V(E) with f(e)- Ae{p), for each e in E. Let Kf be the
image of K under this mapping. It is easy to verify that L = L(K').

We now come to a theorem which describes simple ways to obtain
new lopsided sets from given ones.

THEOREM 2. Suppose L is a lopsided subset ofC(E). Then:
(Ϊ)C(E) ~ L is lopsided',

(ii) // F is a non-empty face of the cube, then F Π L is lopsided',
(iii) IfS is a subset of E and π: V(E) -> V(S) is the restriction off to S,

then the image π{L) of L is a lopsided subset ofC(S);
(iv) //, also, U is a lopsided subset of C(E'), where Ef is a set with

E' Π E= 0,then L X V is a lopsided subset ofC(E) X C(E'). D

We have already noted the validity of (i). Also, (iv) will be left to the
reader.

For (ii), it is obvious that it suffices to prove this in the case that F is
actually a facet of the cube. Then there is an e in E and a number ε, either
1 or — 1, such that F is the set of functions/in the cube with/(e) = ε. We
will suppose that F Π L is not lopsided, and obtain a contradiction.

Since F Π L is not lopsided, there is a partition of E into two sets A
and B such that:

(1) There is no a in C(A) with {a} X C(B) C L ί l F ;
and

(2) There is no β in C(B) with C(A) X {β} C C(E) ~ (L Π F).
Note that e must be in A, since otherwise a function β in C(B) with
β(e) = -ε would contradict (2). Note, also, that (1) implies:

(10 There is no a in C(A ~ {e}) with [a] X C(B U {e}) C L. Since
L is lopsided, (Γ) implies that there is a function β' in C(B U {e}) with
C(A ~ {e}) X {β'} C C ( £ ) - L. By (2), we must have β\e) = -ε. Simi-
larly, (2) implies that there is a' in C(A) with {«'} X C(B) C L. By (1),
we must have a'(e) = -ε.
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Consider the function/with:

( —ε x—e

α'(x) x EA~{e]

β'(x) x(ΞB.

This function agrees with α' on A, so it must be in L; on the other hand, it
agrees with βf on B U {e}, so it cannot be in L. Clearly, both conclusions
cannot hold.

To prove (iii), it is clear that we need only consider sets S with
I SI = I EI - 1 . Let {e} = E ~ S. Now suppose S = A U B and A Π B =
0 . Since L is lopsided, one of the following must hold.

(1) There is a function a on A U {e} such that all the functions
agreeing with a on A U {e} are in L.

In this case, if / is any function in C(S) which agrees with a on A,
then/ = 7r(/') is in ττ(L), where:

(2) There is a function β on B such that none of the functions in
C(E) which agree with βonB are in L.

In this case, if the function/in C(S) agrees with /? on B, then any
function / ' with π(f') = / also agrees with β on B, and is not in L.
Therefore / is not in π(L).

It follows that 7r(L) is lopsided. •

Next we consider analogous properties of realizable sets.
Now, if L = L(K) is a realizable set, then there is a polytope ΛT' with

L — L(K'). Indeed, if for each / in L we pick a point / ' in O(f) Π ίΓ,
then the convex hull of these functions/' will do for K'.

Identifying V(E) with Rn (where n =|2s|), we can find an m X n
matrix A and a vector binRn with:

It is easily proven, utilizing Farkas' Lemma, that the set:

K= [Aτy:y E Rm Wiihy > 0,yτb< 0}

intersects precisely those closed orthants which K' misses; i.e., L(K) =
C(£) - L{Kr). We see that (1) holds for the realizable sets, as well as for
the lopsided sets.

The other three parts of Theorem 2 can easily be verified for realiz-
able sets. We leave this to the reader.
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3. Symmetry and lopsidedness. This section provides another char-
acterization of the lopsided sets. This characterization gives some justifica-
tion for the term "lopsided."

THEOREM 3. Suppose L is a lopsided subset of C(E). Suppose, further,
that whenever f is in L, the vertex antipodal to f on the cube, —f, is also in
L. Then either L = 0 or L = C(E). D

Suppose, on the contrary, that L is lopsided, symmetrical with respect
to the antipodal mapping, and neither 0 nor C(E). Let S and T be
complementary subsets of E, with S of cardinality as small as possible, for
which there is a function γ in C(S) with {γ} X C(T) C L. Then S is not
empty. Let x be an element of S. There is no function a in C(S ~ {x})
such that {α}X C(T U {x}) C L. Therefore, there must be a function β in
C(T U {x}) such that C(S ~ {x}) X {β} C C(E) ~ L. Then C(S ~ {x})
X {— β) C C(E) ~ L, as well, since L is symmetric. However, one of
these sets intersects {γ} X C(T), and we have a contradiction. D

Suppose L is a subset of the vertex-set of a face F of the cube. Since
F, itself, is a cube, we may inquire whether or not L is lopsided with
respect to F, the notion of lopsidedness depending only on the combina-
torial structure of the cube. We will see that L is lopsided with respect to
F if and only if it is lopsided with respect to the larger cube.

Let S and T be complementary subsets of E and γ an element of
C(S), such that {γ} X C(T) is the vertex-set of F. The subset L of
{γ} X C(T) is lopsided with respect to F if, for any complementary
subsets A and B of T, either:

(1) There is a function a in C(A) with

{γ} X {«} XC(B)CL;

or (2) There is a function β in C(B) with

{γ} X C(A) X {/?} CC(E)~L.

Since L C {γ} X C(T), these two conditions are equivalent to the
following, if we let Af = A U S and Br = B:

(Γ) There is a function a' in C(Ά) with

{«'} X C(5') C L;

(2') There is a function β' in C(5') with

C(Λ') X {β'} C C ( £ ) ~ L .

Since (Γ) and (2') must hold for any set lopsided with respect to the larger
cube, any such set is lopsided with respect to F. On the other hand,
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suppose L is lopsided with respect to F, and Ar and Br are complementary
subsets of E. If Bf Π S Φ 0 , then (2') holds, with β' any function which
does not agree with γ on B' Π S. If Br Π S = 0, pick complementary
subsets ,4 and B of T with / = ^ ί U S and 5 = 2Γ. Since L is lopsided
with respect to F, (1) or (2) (and, therefore, (Γ) or (2')) must hold. It
follows that L is lopsided with respect to the larger cube, as well.

Now, if L is lopsided, then, for each face F of the cube, L Π F is
lopsided. It follows if L Π F is symmetric with respect to the antipodal
mapping for F, then L Π F must either be empty or contain all the
vertices of F. Indeed, this condition characterizes the lopsided sets, as we
shall see. Let us (temporarily) call a subset L of C(E) totally asymmetric
if, whenever F is a face of the cube and L Π F is closed under the
antipodal mapping for F, either L Π F is empty or consists of all the
vertices of F. We have seen that any lopsided set is totally asymmetric.
Soon we shall see that any totally asymmetric set is lopsided. First, we
prove four lemmas.

It is convenient here to consider the graph G whose vertices and edges
are the vertices and edges of the cube. C(E) is the vertex-set of G. Two
functions / and g are adjacent if they agree on all but one element of E.

LEMMA 1. Let L C C(E) be a totally asymmetric set. Then the subgraph
of G induced by L is connected. D

Suppose not. Let H be the subgraph induced by L. For vertices h and
k of C(E), let d(h, k) be the Hamming distance between h and k,

d(h,k)=\{tGE:h(t)Φk(t)}\.

Let / and g be vertices of C(E) in different components of H and such
that d(f,g) is as small as possible. Then, if F is the smallest face
containing/and g, F Π L — {/, g} is symmetric but neither empty nor all
the vertices of F. This cannot be the case, since L is totally asymmetric. D

It follows that the subgraph of G induced by L is connected. In fact,
since, if F is any face of the cube, L Π F is also lopsided, it follows that
the subgraph induced by L Π F is connected. For a characterization of
subgraphs of the π-cube which have this strong property, see Djokovic [2].

Suppose x is in E, and S — E ~ {JC}. Let m be the function from
V(E) to V(S) mapping a function in V(E) to its restriction. Recall that
!* : {*} -* { —1,1} is the function with l ^ c) = 1.

LEMMA 2. Suppose L is a totally asymmetric subset of C(E). If
π(L) = C(S\ then L contains all of {lx} X C(S) or all of {-lx} X
C(S). D
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Suppose not. Choose / and g in C(E) ~ L such that f{x) = 1,
g(x) = - 1 , with d(f, g) as small as possible (where d is Hamming
distance, as in the proof of the preceding lemma). Then / and g are not
adjacent since π(L) = C(S). If Fis the smallest face containing/ and g,
then F Π L is neither empty nor all the vertex set of F. This cannot be the
case, since L is totally asymmetric. D

LEMMA 3. Let Lbea totally asymmetric subset ofC(E)ySa subset ofE,
and π the restriction-map of V(E) to V(S). Then π(L) is a totally
asymmetric subset ofC(S). •

Suppose this is not correct. Let E be a set with as few elements as
possible so that there is a totally asymmetric subset L of C(E) and a
subset S of E with π(L) not totally asymmetric. We may assume that
I S\ = I EI - 1 , since if S' D S and | S' | = | E\ -1, the projection of L to
C(S') must already fail to be totally asymmetric, by the minimality of
\E\ . Also it is clear that if F is a proper face of the cube in V(S) then
π(L) Π F isj otally asymmetric, since, if F is the inverse-image of F under_
7r, so that F — π~\F), then L Π F is a totally asymmetric subset of F
which projects to π(L) Π F, and the dimension of Fis smaller than \E\ .
It follows that ττ(L) itself will be closed under the antipodal mapping for
C(S).

Suppose y is in S. Let T = E ~ {y}, and let π' be the restriction-map
of V(E) to F(Γ). We will show that ττ'(L) is closed under the antipodal
mapping for C(T). Clearly, we need only show that τr\L) is not totally
asymmetric, by the minimality of | E \ . Suppose, on the other hand, that
τr'(L) is totally asymmetric. Consider the subset π(π'(L)) of C(S Π T).
π(π'(L)) = τr'(τr(L)), so the set is closed under the antipodal mapping for
C(S Π T). It is not empty, since L is not. If ττ'(L) is totally asymmetric,
77 (τr'(L)) is, too (utilizing the minimality of |2?|), so π(π\L)) =
C(5 n Γ).

Now, let {x} = E ~ S. By Lemma 2, π^L) must contain {lx} X
Π T) or { - 1J X C(S Π Γ). Then L must contain one of:

{gx{ix}xφnr);

{-1,}X{U XC(SΠΓ);

{gx{-i,}xc(snr);

or

{-i,}x{-Uxc(snr).
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Finally, π(L) contains all of {\y} X C(S Γ\ T) or {-1,} X
C(S Π T); but, since π(L) is symmetric, π(L) is all of C(S). This cannot
be the case since C(S) is totally asymmetric. Therefore, π\L) is not
totally asymmetric, and, as we have seen, must be closed under the
antipodal mapping for C(T).

Since L is not symmetric, there is a vertex/in L such that —/is not in
L. Now, suppose g is adjacent to —/, so that —/ and g differ on only one
element of E, say u. Let U = E ~ {«}. Let π" be the restriction-mapping
of V(E) to K(£/). We have seen that ττ"(L) is a symmetric subset of
C(U). Since π"(f) is in ir"(L), i r"(-/) = ττ"(g) must be in ττ"(L). It
follows that g must be in L. That is, all the vertices of C(E) adjacent to
—/are in L.

Now, U — C(E) ~ L is also totally asymmetric, —/ is in U and is
adjacent to no other vertex in L'. It follows by Lemma 1 that U = {— /},
so that L = C(£) ~ { -/} . Then ττ(L) = C(S), a totally asymmetric set,
and we have a contradiction. D

Utilizing Lemma 3, we can extend Lemma 2 somewhat.

LEMMA 4. Suppose E is the disjoint union of the sets i?, S, and T.
Suppose L is a totally asymmetric subset of C(E), π is the restriction-map-
ping of C(E) to C(R U 5), γ G C(R), and {γ} X C(S) C π(L). Then
there is an element β ofC(T) with (γ j X C(S) X {£} C L . D

We proceed by induction on \T\ . If | T\= 1, the result is an easy
consequence of Lemma 2. Suppose | T\= n > 1, and that the result holds
when the set has cardinality less than n.

Let x be an element of T. Let T' = T~ {x}. Let π': V(E) ->
V(R U S U {x}) and TΓ": F(i? U S U {*}) -> V(R U S) be the restric-
tion-mappings, so that π = π " o TΓ'. NOW, TΓ'(L) is a totally asymmetric
subset of C(R U 5 U {JC}), by Lemma 3, and

The inductive assumption yields a function )8r/ E C({x}) with {γ} X
C(S) X {β"} C wXL). Next, since | V | < | Γ| , there is a function β' E
C(Γ') with {γ} X C(S) X {̂ β"} X {£'} C L. Clearly, the function β in
C(Γ) which agrees with β" on x and with β' on T' is the function
required. D

THEOREM 4. Suppose L is a totally asymmetric set. Then L is lopsided. D

Suppose A and B are disjoint subsets of E. Let π: V(E) -> F(i?) be
the restriction mapping. Then either: (1) C(B) C π(L), so that (by
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Lemma 4 with R = 0, 5 = 5, and T - A) there is α G C(^4) with
{a} X C(5) C L\ or (2) There is β E C(5) with β £ ττ(L); i.e., so that

X {£} C C ( £ ) ~ L . D

4. Route systems. Next, we characterize the lopsided sets in yet
another way. This one will be useful in the next section, where we relate
lopsided sets and oriented matroids.

We focus on the collection of maximal faces of the cube which miss
L.

Let <$ denote the set of facets of the cube. | f | = 2 | E\ . If F is an
element of $\ let F* denote the (unique) facet having empty intersection
with F.

If § is a subset of ^ we write the intersection G, of the facets in g, as

G = ng.
If g C ^, let g* = (G* I G E 9}. Note that, if 0 C ^, then Πg is a

non-empty face of the cube if and only if g Π g* = 0 . This face is a
vertex if, also g U g* = f.

Now, let L be a lopsided subset of C(is). Let Γ denote the collection
of subsets 91 of S7, minimal with respect to set inclusion, such that:

( l ) f t n 91* = 0;and
( 2 ) L Π ( n a ) = 0.

That is, 91 E Γ if and only if Π 91 is a non-empty face of the cube
maximal among those which miss L. We call the elements of Γ the routes
corresponding to L, and Γ is the route system.

To motivate this terminology consider an example arising from a
directed graph G, as in §2. Recall that E is a set of edges of G. If e E E let
e denote an edge connecting the same two vertices as e, but going the
opposite direction. The facets of the cube correspond to the 2 | E\ directed
edges mE U {e\e E E). Let L be the lopsided set arising as in Section 2.
Let Γ be the route system corresponding to the lopsided set C(E) ~ L. In
this case, a route is simply a set of facets corresponding to the edges in a
simple path from s to t.

In this section we will characterize the route systems.
Suppose A and B are complemenary subsets of E, and a and α' are in

C(A). If F and F' are the faces of the cube in V(E) whose vertex-sets are
{a} X C(B) and {«'} X C(B\ then Ff is a translate of F, and any pair of
faces which are translates of one another arise in this way. Call F and Ff

adjacent if a and a' are adjacent vertices of C(A). Note that F and Fr are
adjacent if and only if they are disjoint facets of a face of the cube that
contains them both.

We can state a stronger form of Lemma 1.
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LEMMA 5. Suppose G and G' are faces of the cube which miss the
lopsided set L, and that Gf is a translate of G. Then there is a sequence
Go = G, G1?. ,.,Gk = G' of faces, translates of G, which miss L, such that
Gi_ι and Gt are adjacent, for \ <i <k. Furthermore, we may assume that
each of these faces is contained in the smallest face of the cube which contains
G and G'. D

Pick complementary subsets A and B of E and a, a' G C(A) so that
{a} X C(B) and {«'} X C(B) are the vertex-sets of G and G'. Consider
the restriction mapping π: V(E) -> V(A). Since G and G' miss L, a and a'
are both in the lopsided set C(A) ~ π(L). There is a path from a to a' in
this set, ao = a,aλ,...,ak = a'. For 0 < ι < k, let G, = {αj X C(£). D

The following theorem gives a property of route systems.

THEOREM 5. // 91 and § are routes, corresponding to a lopsided set L,
and F E 91 Π §*, ί&ew /Λere w 0 wufe ^}with:

D

Let (£ = 91 U (S - 91*) and ® = § U (9 l~ S*). Let G = Π& and
Gr = (Ί®. Then G' is a translate of G. G C Π91 and G' C (Ί§, so G
and Gr each miss L. There is a path Go = G, Gx,...,Gk — G' as described
in Lemma 5. Now G C F and G' C F*. Each translate of G is contained
wholly in F or in F*. There must be a face G, C F with G/ +, C F*. Let H
be the fact of the cube having G, and G / + 1 as facets. Let β = { ί G f :

We will see that β C (91 U §) - {F, F*}. Clearly β contains neither
F nor F*. Since G, = Π ( β U {F}) is a translate o f G = Π&, β C β U
$* C (91 U §) U (91* U §*). Since H is on the smallest face of the cube
containing G and G' — that is, on Π((& ~ S*) U (S ~ 91*)) - 6 con-
tains (& ~ S*) U (S ~ 91*). Since β Π 6* = 0 , 6 contains no element of

S) U(S*~9l) .Then:

6 c ((91 u §) u (91* u §*)) - ((91* - S) u (§* - 91))

Therefore, Q C (91 U §) - {F, F*}.

Since // = Π β misses L, Q contains the required route ?Γ. D

We will show that the conditions in Theorem 5 actually can be used
to characterize the route systems. For what follows, suppose that Γ is a
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collection of subsets of F̂, no one of which contains another (a clutter),
with:

(1) If 91 GΓ then 5 l n 91* = 0;and
(2) If 91, § E Γ and F E 91 n §*, then there is an element

?Γof Γ with ?ΓC (91 U S) ~ {F, F*}.

If / is in C(£), let %(f) = { F E f : / G F ) , so that {/} = Π%(f).
F E %(f) if and only if F* & % ( / ) . Let L = {/G C(£): ϋC(/) con-
tains no element of Γ}. Note that L consists of the vertices not lying in
any face (Ί 91 for 91 E Γ.

LEMMA 6. // 95 is a subset of f with % Π % * = 0, 0/M? // the face Π ®
misses L, /λe« ® contains an element ofT. D

Suppose this is not the case. Choose a maximal subset % of
(1)® Π®* = 0 ;
(2) (Ί <$> misses L; and
(3) % contains no element of Γ.
Clearly % U ®* φ f, for then, if / is the vertex of C(E) with

{/} = Π ® (or, ® = %(/)) we would have, from (3), / E L . Let F be an
element of φ~ (® U ®*). Then φ U {F} and ® U {F*} satisfy (1) and
(2), and each is larger than φ. Therefore there are elements 91 and § of Γ
with 91 C % U {F} and § C ® U {P*}. F must be in 91 Π §*, since ®
satisfies (3). It follows that there is an element ?Γof Γ with SΓ c (91 U §) -
(i7, i7*} C <•$, contradicting our assumption. D

THEOREM 6. L ώ a lopsided set and Γ is its route system. D

Let & be a subset of ίFwith « Π f i * = 0, so that G= Π έB is a face of
the cube, and suppose L neither misses G nor contains all the vertices of
G. To show L is lopsided, we need only show that L Π G is not closed
under the antipodal mapping of G.

Let ®' be a set, of minimal cardinality, containing &9 with 95' n
(<$')* = ^ and G'= C\%' missing L. By Lemma 6, <&' contains an ele-
ment 91 of Γ. Clearly, <$' - & C 91, by the minimality of | ®' | and <$>' -
β ^ 0 .

Consider the set ®" - ffi ϋ (($')* ^ ®*), which satisfies ®" Π
(®")* = 0 .

If G" — Π%" misses L, then ζδ/r also contains an element, §, of Γ.
Since | ®r/1 = | <$' \ , § must contain ®" ~ ffi = (®0* ~ &*• Then, let F be
an element of %' — &. F is in 91 Π §*, so there is an element ?Γ of Γ with
?Γ C (91 U S) ~ {F, F*}. Let β = ?Γ U ft. Then β c ( f U ®/r) - {f, F*}
and β n β* = 0 so | β | < | ®r | but βcontains ?Γ, so ΓΊβmisses L. This
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cannot be the case, since 95' was chosen with cardinality as small as
possible. It follows that G" does not miss L.

Since G" is antipodal to Gr on G, it follows that L Π G is not closed
under the antipodal mapping of G. Thus L is lopsided.

That Γ is the route system for L follows from Lemma 6. D

5. Lopsided sets and oriented matroids. In this section we link the
subject of lopsided sets to that of oriented matroids. The reader may wish
to consult Folkman and Lawrence [4] or Bland and Las Vergnas [1] for an
introduction to oriented matroids. However, the material needed from [4]
will be reviewed here.

An oriented matroid is a triple (ίF, Γ, *), where * is an involution on ̂
(so that, if F G «F, then F* G «F, F* φ F, and (F*)* = F), and Γ is a
clutter of subsets of φ, with:

(1) If 91 G Γ then 91* G Γ, and 91 Π SI* = 0 and
(2) If 61, § G Γ, F G 91 Π §*, and 91 ̂  §*, then there is an element

3Όf Γ with «Γ c (& U S) ~ {F, F*}.

If (̂ F, Γ, *) is an oriented matroid then the following condition,
apparently stronger than (2), holds:

(2') If 91, § are in Γ, F G 91 Π §*, and G G 91 ~ §*, then there is an
element <ϋof Γ with:

The elements of Γ are called the cyc/es of the oriented matroid.
(For this improvement of terminology over [4], we are indebted to
T. Zaslavsky.)

($", Γ, *) is a simple oriented matroid if it is an oriented matroid, and
there is an integer k for which:

(1) If 91 G Γ then | & | = k + 1; and
(2) If&C&9&= (£*, and | ffi|> 2(fc + 1) then

$ contains an element 91 of Γ.

The number k is the rank of the simple oriented matroid.
Let (§", Γ, *) be an oriented matroid. Suppose G G <3\ Let ψ = <3Γ~

{G,G*} and let

Γ ' = { 9 l C ^ : 9 l U {GjisinΓ}.

THEOREM 7. ( ^ Γr, *) w a route system. D

If 91 G Γ , then:

9ln9l* c(9lu {G}) n (ftu {G})* = 0.
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Suppose 61 and § are in Γ' and F is in 61 Π S*. Let 6l 0 = 61 U {G}
and § 0 = § U {G}. 610 and § 0 are in Γ, F is in 610 Π §<*, so there is a
cycle % of Γ with

G E % c ( 6 l 0 U S 0 ) ~ { F , F * } .

Then ?Γ = 5*0 ~ {G} is the element of Γ' we require. D

Suppose ($% Γ, *) is a simple oriented matroid. Suppose ^Fis the set of
facets of the cube, and F Π F* — 0, as in Section 4. Let L consist of the
elements/in C(E) such that %(f) contains no cycle.

THEOREM 8. L is a symmetric subset of C(E)\ if G is a proper face of
C( £), then G Π Lis lopsided. D

That L is a symmetric subset of C(E) follows from the fact that, if
61 G Γ, then 61* E Γ.

For the other assertion, we need only show that if G is a facet then
G Π Lis lopsided. Let ψ = f~ {G, G*}. Let Γ' denote the collection of
subsets 61 of §"', minimal with respect to set inclusion, such that 61 U {G}
contains an element of Γ; i.e., such that either 61 or 61 U {G} is an
element of Γ.

It is obvious that the vertex / of G is in G Π L if and only if
{ F G f ' | / E F } contains no element of Γ". To complete the proof, we
need only show that (ίP, Γ', *) is a root system.

Suppose there is an element 61 of Γ Π Γ'. Let H be in 61. Note that
there must be an element S of Γ in ({G, G*} U 61 U 61*) - {#, H*}
since the oriented matroid is simple. Smust contain G or G*; if the latter,
replace S by S*.

Thus there exists an element § of Γ with G E § C {G} U 61 U 61*,
with I § Π 61* I as small as possible. | S Π 61* | > 0, since otherwise § ~
(G) would be an element of Γ" properly contained in 61.

Let F be an element of § Π 61*. Since G E § — 61*, there is a cycle
9 Έ Γ with G E ? Γ c ( S u 6 l ) ~ { i s F*}. Then G G Ϊ C {G} U 61 U
61*. Also, $Γ) 61* c ( S Π &*)~{F}, so |?Γn 61* |< |S Π 61* | , con-
tradicting the minimality of §. It follows that Γ n Γ = 0 i.e., 61 E Γ' if
and only if 61 U {G} E Γ. By Theorem Ί\ {<$\ Γ, *) is a route system. D

Theorem 8, above, demonstrates that the set L so arising from a
simple oriented matroid has a rather remarkable property. Theorem 9 will
show that any such set L comes in this way from some simple oriented
matroid.

We require the following lemma, which is also in [4].
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LEMMA 7. Suppose (9% Γ, *) is an oriented matroid, 61 and S are cycles,
and<& C § U §*. ΓΛew 61 = S or 61 = S*. D

Suppose, on the contrary, that there is a cycle §> for which we can find
a cycle 61 C § U S* with 61Φ § and 61 ̂  S*. Let such a cycle 61 be
chosen with | 61 Π S* | as small as possible. | 61 Π S* | φ 0, since otherwise
61 C S. Let F be an element of 61 Π S*. Since 61Φ §*, there is a cycle 6
contained in (61 U §) ~ {i% i7*}. β is neither § nor §*, since it contains
neither F nor i*1*;

βnS* c(6luS*)~{.F},

so I β Π §* | < | 61 Π §* I . This cannot be the case, so there is no such
cycle S, and the lemma is established. D

THEOREM 9. Suppose L is a symmetric subset of C(E), and that for each
facet G of the cube, G Π L is lopsided. Let Γ consist of the minimal sets
61 C <$with:

(l)ana* = 0;and
(2) n^Sί misses L.

Then (¥, Γ, *) is a simple oriented matroid. D

We show, first, that (<?, Γ, *) is an oriented matroid. Clearly, if 61 E Γ
then 61* E Γ, and 61 Π 61* = 0 . Suppose % and § are in Γ, F E 61 Π §*
and 61 φ §*. We must show that there is an element 9* of Γ with

Since 61 ̂  §*, there is an element G in 61 - S*. Let φ' = φ~ [G, <?*},
and let Γ' consist of the minimal sets % C f' with <¥ Π <¥* = 0 and
n(<¥ U {G}) missing L. Since L Π G i s lopsided, (ίP, Γ', *) is a route
system. 61' = 61 ~ {G} is in Γ7, and there is an element S' of Γ' contained
in § - {G}. If F* ^ S' then S' U {G} is the required element of Γ. If
F* E S', there is an element $' of Γr with ?Γ/ C (6lr U S') - {i7, i7*},
and S'Όr ?Γ' U {G} is the required element of Γ.

Next we show that if there exists 61 E Γ with | 611= k + 1, and if
ffcf with ^ = &* and | fi|= 2(k + 1), then there is an element of Γ
contained in &.

Suppose there is no such cycle. Pick % E Γ with | % \ < k + 1
and |9C~έE| as small as possible. Since % cannot be contained in <&9

\%~&\> 0. Choose F E 9C~ (2, and G E Φ ^ (9C U 9C*). Let ^ = 9 r -
{G, G*}. Let Γr consist of the minimal sets <¥ C ψ with ^ Π 6llί* =
0 and Γ\(% U {G}) missing L. Since L Π G i s lopsided, (3P, Γ', *) is a
route system.
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Since Π X and Π %* miss L, there are elements $1 and S of Γ' with

One of <& and <&. U {G} is in Γ. Call this ft'. If F £ <3l then
i ' C ^ U f G } ) - ^ } , so * ' ~ « c ί K ~ ( f f U ( F } ) ; | f t ' |< |3C|<
A: + 1 and |ft'~έE|<|3C~<£|. This cannot be the case, since % is as
small as possible, so F G ft. Similarly, F * e § . Then there is 5" e Γ' with
9" C (61 U S) ~ { F, P*}. Either 9" G Γ of 9" U {G} E Γ. Call this element
of Γ, 3"'.Then:

so:

Since ?P Π (?Γ0* = 0 ,

We have a contradiction. Therefore, there must be an element of Γ
contained in &.

Finally, we show that any two elements of Γ must have the same
cardinality. Suppose <3i, § E Γ. We may suppose | 3 l | < | S | . Let & be a
subset of § U §* with & = $* and | & \ = 2 \ §, \ . As we have seen, there is
an element ?Γof Γ with ?Γ C &. Then ?Γ C § U S* so, by Lemma 7, ?Γ = S
or ?Γ= §*. It follows that § U § * = ( ί and, since § Π §* = 0 , | S | =

6. A non-realizable lopsided set. In this section we obtain an exam-
ple of a lopsided set which is not realizable by considering a certain
"non-stretchable arrangement of pseudolines" with another special prop-
erty.

A pseudoline is a closed subset of the plane which is homeomorphic to
the real line. An arrangement of pseudolines is a finite set of pseudolines in
the plane, each pair of which have exactly one point of intersection, where
they cross. Two such arrangements are equivalent if there is a homeomor-
phism of the plane which takes the pseudolines of one to those of the
other. Finally, an arrangement of pseudolines is stretchable if it equivalent
to an arrangement of genuine lines.

Levi [6] was the first to note the existence of arrangements of
pseudolines that are not stretchable. Ringel [7] found an example of a
non-stretchable arrangement which is simple; i.e., such that no three of the
pseudolines have a point in common. The arrangement pictured in The
Figure is taken from Grϋnbaum [5] (page 42), where one may find a fuller
history and description of the subject.
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The importance of such arrangements here lies in the fact that they
yield examples of lopsided sets, just as arrangements of lines did in §2.
Suppose E is an arrangement of pseudolines. For each pseudoline p in E,
designate one of the closed "half-planes" determined by p as its positive
side, the other as its negative side. (The points of/? are on both sides!) Let
L be the set of functions / i n C(E) for which there is a point x in the
plane with f(p) — 1 when x is on the positive side of p and f(p) = -1
when x is on the negative side of p. If x is not on any of the pseudolines, it
gives rise to a unique such function /. L is a lopsided set, and this is not
difficult to verify, using the definition or Theorem 4.

In fact, this lopsided set comes from an oriented matroid, as in
Theorem 7 thanks to the correspondence between arrangements of pseu-
dolines and oriented matroids of rank 3 described by Folkman and
Lawrence [4]. (This correspondence extends, in higher dimensions, to one
between the "arrangements of pseudo-hemispheres" and the oriented
matroids.)

Consider, now, the arrangement E of pseudolines in The Figure, and
the corresponding lopsided set L. (Griinbaum viewed this arrangement as
being in the projective plane. Here it is considered to be in the Euclidean
plane, however.) We will see that L is not realizable.

Suppose, on the contrary, that there is a convex set K C V(E) with
L — L(K). Consider the regions A, B, and C of the arrangement, and the
associated points/, g, and hoi L.

Suppose 1/ is a lopsided set with:

{/,g,/*}CZ/CL.

We will show that L' - L.
Consider the smallest face of the cube containing / and g; / and g are

antipodal on this face. The set L intersects this face in vertices of the cube
which form a simple path from/ to g. By Lemma 1, all of these vertices
must be in L', as well. Similarly, V contains the vertices of L which are on
the smallest face containing g and h, as well as those on the smallest face
containing / and h. These vertices of L account for all the unbounded
regions in the arrangement.

Now, suppose p is the point of intersection of two pseudolines /, and
/2 of the arrangement. We will see that all four vertices of L corresponding
to the four regions incident with/? must be in L'. Let B = {/,, /2}, and let
A — E ~ {/,, /2}. Note that there is a unique function a in C{A) with
{a} X C(B) C L; namely, the function a = aθ9 where:

v _ Γ1 if p is on the positive side of e;

1—1 if p is on the negative side of e.
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There is no function β in C(B) with C(A) X {β} C C(E) ~ L', since the
points of L corresponding to unbounded regions are in L', and for any
β G C(B), one of these is in C(A) X {/?}. Since U is lopsided, there must
be a function a in C(A) with {α} X C(5) CL' . Clearly, α = α0, and the
four vertices of L corresponding to the four regions incident with p — the
vertices of {a} X C(B) — are all in ZΛ Since p was chosen arbitrarily,
L' = L.

Let r, s9 and / be points of the vector space V(E) with r G O(f) Π K,
s G O(g) Π K, and ί G O(Λ) Π # . Let AT' be the convex hull of {r, 5, /}.
Then {/, g, h) C Li*:') C L, so L(K') = L.

Consider now the plane containing .ST'. It intersects each coordinate-
hyperplane in a line. These lines form an arrangement of lines Ef in the
plane which yield the lopsided set L\ but this means Ef is equivalent to E.
Since E is not stretchable, this cannot be the case.

It would be interesting to know if there are smaller examples of
non-realizable lopsided sets. This was an example of such a set, in a
9-dimensional cube; but Grϋnbaum proved that the arrangement used is
not stretchable in the projectiυe plane, so we may re-draw the arrangement
with one of the nine pseudolines "at infinity," and obtain an arrangement
of eight pseudolines which is not stretchable (in the Euclidean plane). If
we put the line / at infinity, there will again be only three "triangles at
infinity," which we may use in place of A, B, and C, above, to show that
the associated lopsided set is not realizable. Are there any non-realizable
lopsided subsets of the 7-dimensional cube?

Finally, we mention one last question. Although there are non-realiz-
able lopsided sets, it may still be true that any lopsided set may be derived
from an appropriate oriented matroid.

Conjecture. Suppose L is a lopsided subset of the vertex-set of the
cube C. Then there is a set U contained in the vertex set of a cube C",
having C as a face, such that:

(1) U is symmetric;
(2) If Fv& any facet of C, F Π L is lopsided; and
(3) U ΠC = L.

In this case, Lf comes from a simple oriented matroid, as in Theorems
8 and 9.
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