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In the setting of Cameron and Storvick’s recent theory we show that
the solution of an integral equation formally equivalent to the Schroe-
dinger equation is expressible as the analytic Feynman integral
of a function on v-dimensional Wiener space of the form F(X) =
exp{ fo 0(z — s, X(s) + §) ds}y(X(z) + £&). Here X is an R’-valued con-
tinuous function on [0, ¢] such that X(0) =0, £ € R®, and ¢ and (s, -)
are Fourier-Stieltjes transforms.

1. Introduction. Let L}[0, ¢,] = L} denote the space of R’-valued,
Lebesgue measurable, square integrable functions on [0, 7,]. Let C*[0, #,]
denote Wiener space, that is the space of R’-valued, continuous functions
X on [0, ¢,] such that X(0) = 0. In a recent paper [4], Cameron and
Storvick introduced a Banach algebra S of (equivalence classes of) func-
tions on Wiener space which are a kind of stochastic Fourier transform of
Borel measures on L. (Precise definitions will be given in §2.) For such
functions they showed that the analytic Feynman integral, defined by
analytic continuation of the Wiener integral, exists. Further they showed
that functions of the form

(1.1) F(X)= exp{fotoB(s, X(s)) ds}

are in S where they assumed that the “potential” §: [0,7,] X R -» C
satisfies: (i) For each s in [0, #,], 6(s, -) is the Fourier-Stieltjes transform
of an element o, of M(R"), the space of C-valued, countably additive (and
hence bounded) Borel measures on R’; that is ({, ) denotes inner product
in R)

(1.2) 0(s,U) = jw exp{i(U, V) do,(V).

(ii) For each Borel subset E of [0, z,] X R”, o,(E®) is a Borel measurable
function of s on [0, ¢,]. Here E‘®) denotes the s-section of E. (iii) The total
variation g, || of o, is bounded as a function of s.

For the case v = 1 and under strengthened measurability assumptions,
Cameron and Storvick showed in 5] that the analytic Feynman integral of
functions F which are essentially of the form (1.1) gives a solution to an
integral equation formally equivalent to Schroedinger’s equation. In [5]
Cameron and Storvick make use of the fact that F is in S. This was
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established by them in [4] using several intermediate spaces (9N, S,
o, 8, MY, Sy, S:,) and some rather elaborate machinery. In our paper
[12] we substantially simplified the proof that F is in S and, in particular,
avoided the use of the intermediate spaces.

The main purpose of the present paper is to extend the results of [5] to
arbitrary dimension v and to do this in such a way as to avoid dependence
on the use of the machinery from [4]. This seems worthwhile: The physical
motivation for this theory is found in quantum mechanics, and, even in
keeping track of the probability amplitude for the position of a single
quantum particle in space, requires » = 3 dimensions. Multiple particle
systems require additional dimensions. The arguments of Cameron and
Storvick as given do not extend to more dimensions. Specifically, after
making a certain estimate, they obtain the function (¢, — s)~'/2. This
function is in L,[0, ¢,], and they use this fact to finish their argument. If
one attempts to extend their argument to general », one encounters the
function (¢, — s)~*/* which fails to be in L,[0, ,] for all » = 2. We use a
different summation procedure for some conditionally convergent in-
tegrals that enter into the discussion, and this enables us to replace certain
estimates with actual calculations. By doing this and proceeding very
carefully in certain places, we are able to obtain the result for arbitrary ».
(A sketch of the relationship between the summation procedures used here
and in [S] will be given in §6 below.)

We obtain our results under somewhat less stringent conditions on 4
than are employed in [5]. (i) above is unchanged. (ii) is replaced by the
equivalent but formally weaker assumption that for each Borel subset B of
R’, o,(B) is Borel measurable as a function of s on [0, z,]. We show in
Corollary 3.1 below that ||g,|| is measurable as a function of s and then
(1i1) 1s replaced by the weaker assumption that |l || is in L,[0, ¢,]. Now in
their Schroedinger equation paper [S] (but not in their earlier paper [4]),
Cameron and Storvick have » = 1, and, rather than casting their hypothe-
ses in terms of a family of measures {o;: 0 <s < ¢}, they work with a
complex-valued function of two variables h(s, u) which, for each s in
[0, ¢,], 1s a function of bounded variation on R. They require 4 to be Borel
measurable as a function of two variables. If one restricts attention to the
case » = 1 and recasts our assumptions above in terms of a function of
two variables 4, we are requiring that A(s,, -) be of bounded variation for
every s, in [0, 7,] and that h(s, u,) be a Borel measurable function of s for
every u, in R. This of course does not imply that # is Borel measurable as
a function of 2 variables (See example 21, pp. 142144 of [7].) The key to
this weaker measurability assumption is Corollary 3.2 below which shows
that 8(s, u) is Borel measurable as a function of two variables even when
h is not.

It has recently been shown [9] that the study of the Banach algebra S
and of the Banach algebra ¥ ( H) of Fresnel integrable functions [1, 2, 17]
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are “equivalent”. When the results of [9], especially Theorem 3 and
Corollary 1, are combined with the results of the present paper, one sees
immediately that the solution to our integral equation can also be ex-
pressed as a Fresnel integral. When 6(s, U )= 0((7 ) is independent of s
(that is, € is time independent), related results are well known [2; Theorem
3.2], but for 8 dependent on s, this result seems to be new.

2. Definitions and preliminaries. Let » be a positive integer and let
m” denote »-dimensional Wiener measure. A subset 4 of C”[0, ¢,] is said
to be scale-invariant measurable provided pA4 is Wiener measurable for
every p > 0. It is easy to see that the class & of scale-invariant measurable
sets forms a o-algebra. A set N in & is said to be scale-invariant null
provided m*(pN) = 0 for every p > 0. A property which holds except on
a scale-invariant null set is said to hold scale-invariant almost everywhere
(s-a.e.). For a rather detailed discussion of scale-invariant measurability
and its relation with other topics see [11].

Let F be a complex-valued function on C*[0, ¢,] which is s-a.e.
defined and scale-invariant measurable and such that the Wiener integral

JN)=[  F(AV2X)dm(X)
C’[0, 10]
exists as a finite number for all A > 0. If there exists a function J*(A)
analytic in C* ={A € C: ReX >0} such that J*(A) =J(A) for all
A >0, then J*(A) is defined to be the analytic Wiener integral of F over
C’[0, t,] with parameter A, and, for A in C*, we write

/ Y F(X)dm(X) =J*(M).
[0, o]

Let g be a real parameter (g  0) and let F be a function whose
analytic Wiener integral exists for A in C* . If the following limit exists,
we call it the analytic Feynman integral of F over C”[0, t,] with parameter
q and we write

anf - — . anw; —~> -
f ’ F(X)dm"(x)shmf Y F(X)dm*(X)
C’[0, 14] A= ~ig Y70, 14}

where A approaches —ig through C*.

The Banach algebra S consists of functions F on C”[0, ¢,] expressible
in the form

F()?) :L” exp{i 'gl j(;’ovj(s)cixj(s)} dO(I?)

for s-a.e. X = (x45-..,x,) in C”[0, t,] where o is an element of M(L3), the
space of C-valued, countably additive Borel measures on L}, and the
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integrals fj° v,(s) dx (s) are Paley-Wiener-Zygmund integrals [16, or 12,
or 13]. Letting || F|| = llo|l, the total variation norm of ¢, Cameron and
Storvick show that S is a Banach algebra and that the analytic Feynman
integral exists for every F in S [4; Theorem 5.1]. (Actually the elements of
S are equivalence classes [ F] of functions which are s-a.e. equal to an F as
above. In certain arguments [9] it is important to distinguish between the
functions and the equivalence classes. However this distinction is not
especially important in this paper, and so we follow the usual convention
and blur the distinction between functions and equivalence classes.)

3. Some measurability results. The first 3 general measurability
results below, especially Theorem 3.1, are perhaps of some independent
interest. They were discovered in conjunction with this paper, and, indeed,
they will be used several times in what follows. We omit the rather
straightforward proofs of these results as it is anticipated that they will be
included in a semi-expository paper on this subject which is in preparation
[10]. There are some related results in the literature [3, 6, 14, 15], and it
would not be too surprising if these results themselves appear somewhere.

LEMMA 3.1. Let (Y, %, v) be a o-finite measure space and let (Z, Z) be
a measurable space. For y-a.e. y, let o, be a C-valued, countably additive
measure on (Z, Z) of finite total variation. Suppose that for every B € Z,
o(B) is a %Y-measurable function of y. Then for every E in the product
o-algebra %Y X Z, o,(E) is a Y-measurable function of y.

LEMMA 3.2. Let the assumptions of Lemma 3.1 be satisfied. Then for
any bounded, C-valued, ® X Z measurable function $(y, z) on Y X Z,

[#(y. 2) do,(2)
z
is a Y-measurable function of y.
THEOREM 3.1. Let the assumptions of Lemma 3.1 be satisfied and

suppose, in addition, that |lo, || < h(y) € L(Y,%, v). Then if p is defined
on%Y X L by

(3.1) w(E) = 0,(EY) dv(y),
Y
u is a C-valued, countably additive measure on %Y X Zwith |l pll < || hll,.

Furthermore, if ¢(y,z) is bounded and Y X Z measurable, then
[z ¢(y, z)do(2) is in L(Y, %, v), and we have

62 [ | [0 e ()| ar) =] o(r. )an(.2).
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We will find the following corollary useful. It is clear that related
more general results can be proven.

COROLLARY 3.1. Let {0,: 0 =5 < ¢} be a family from M(R”) such that
o,(B) is a Borel measurable function of s for every B in B(R”), the Borel
class of R”. Then ||o,l| is a Borel measurable function of s.

Proof. Let Cy(R’, C) be the space of C-valued continuous functions on
R’ which vanish at c. Let f be in Cy(R’, C). The function [g f(V) do (V)
is a Borel measurable function of s by Lemma 3.2; to see this, let
(Y, %, v) = ([0, t,], B([0, t,]), Lebesgue measure), (Z, %) = (R, B(R")),
and ¢(s, V) = f(V).

Let D be a countable dense subset of the unit ball of (C,(R*, C), Il - Il ,,)-
Recall that the dual of the Banach space (Cy(R”),C) is isometrically
isomorphic to M(R”). Hence

o= sup| [ /(7) do,(7)]: € .

Thus |oll is the supremum of a countable number of Borel measurable
functions of s and so is itself Borel measurable.

DEerFINITION 3.1. Let § be the set of all C-valued functions on
[0, #,] X R” of the form

(3.3) 0(s,U) :/Ryexp(i((j, Vy)do,(V)

where {o,: 0 <5 <1¢,} is a family from M(R") satisfying the following 2
conditions:

(3.4a)  Forevery B € %(R"), o,( B) is Borel measurable in s.
(3.4b) lol € L, [0, 2,].

Let §, denote the subset of § obtained by replacing condition (3.4b)
by the condition:

(3.4c) There exists M = 0 such that |jo,]| < M for all s in [0, £,].

REMARK 3.1. In [12], 6 was a C-valued function on [0, 7,] X R given
by

0(s, u) ZLexp(iuD) do(v)
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where {0,: 0 <5 < ¢,} was a family from M(R) satisfying

for every E in B([0, 7,] X R) = B([0, ,]) X B(R),

3.4a)’
(342) o,( E®) is Borel measurable in s, and

(3.4b) losll = A(s) € L,[0, 2],

while in [4] the corresponding conditions were (3.4a)’ and (3.4c) with
» = 1. Note that Lemma 3.1 and Corollary 3.1 now allow us to replace
conditions (3.4a)’ and (3.4b)’ by the simpler conditions (3.4a) and (3.4b).
In particular we see that if 6 is in § and is given by (3.3) then |l o, || is Borel
measurable in s (Corollary 3.1). The next corollary will show that 8 is
Borel measurable as a function of 2 variables.

COROLLARY 3.2. Let 0: [0, t,] X R” = C be given by (3.3) where {o,:
0=s=<t,} is a family from M(R") satisfying (3.4a). Then @ is Borel
measurable.

Proof.. We will use Lemma 3.2 with (Y, %, y) = ([0, t,] X R,
B([0, ,] X R’), Lebesgue measure), (Z, Z) = (R", B(R")) and (s, l7 17)
= exp(z(U V)) Given (s, U) in [0, 7,] X R, let o 0, = - Certainly
0., 7)(B) = o(B) is a Borel measurable functlon of (s, U) for every B in
B(R”). Also ¢ is bounded and B([0, 7,] X R”) X B(R") measurable. The
desired measurability now follows immediately from Lemma 3.2.

REMARK 3.2. Corollary 3.2 and Lemma 3.2 will yield the measurabil-
ity properties that we will need as we continue. For example, let fbein§
and forA >0 andém R’ let G: [0, #,] X C”[0, t,] = C be defined by

G(s, X) = o(s, ATV2X(s) + E)
Then it follows readily from Corollary 3.2 that G is Borel measurable.

PROPOSITION 3.1. Let  be in M(R); that is

(3.5) W0) = [ ew(iKT, 7)) do(¥)
where ¢ is in M(R”). Letg € R be given. Then the function

(3.6) g(X) = gg(X) = y(X(1,) + )

isin S.
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Proof. We seek a measure o = o7in M(L3[0, ¢,]) such that for s-a.e. X
in C”[0, ¢,]

v(X(1,) + €) :L;[O’IO]exp{ > f }do(V)
Let ¢7in M(R”) be defined by
52(B) = [ exp(i(&, 7)) do(¥)

for B € B(R”). Let : R” - L([0, ¢,]) be defined by
Q(U)(s) =U=(u...,u,),

ie, u(s) =u, for 0 <s=¢, We claim that 6 = ¢;o @' is the desired
measure. For let p > 0 be given. We need to show that for m’-a.e. X in
CI0, ¢,]

\p(p)?(to) + 7.;")) = va[O t ]exp{i él [)‘ovj(s) Jpxj(s)} do(V).
But

\P(Pf(to) + E) =

j=

v

fRexpz 2 fudx )+i(§,ﬁ)}d¢((j)

/.
fRexp{zp > x;(to)u; + z($ U>} d¢(U)

fw exp{ip ‘gl fo "’u,-ffx,-(s)} doz(U).

Now using the Change of Variable Theorem [8, p. 163] this last expression
equals

/L”[o z ]CXP{IP 2 f s) dx;(s) }do(ﬁ)

as desired.

REMARK 3.3. Let 6(s, U ) be in §. Then, by the r-dimensional version
of Theorem 1 of [12], f(X) = [;°0(s, X(s5)) ds and exp(f(X)) are in
S = S(L5[0, 1,)).
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PROPOSITION 3.2. Let 8 be in G and be given by (3.3). Let g: [0, ¢,] —
[0, 25] be Borel measurable and be such that h o g € L|[0, t,] where h(s) =
lo ll. Then 6(s, U) = 6(g(s), U) belongs to 8.

Proof. Let 7, =o,,. Let B € B(R"). 7(B) is a Borel measurable

function of s since o,,(B) is the composition of two Borel measurable
maps. Also || 7l = llo Il = h(g(s))isin L,[0, #,] by assumption. Hence

0i(s,0) = 0(8(5), U) = [ exp(i(T, V")) do, (V)

= [ exp(i(U,V)) dr (V)
Rl’
is in 6.
The following corollary follows immediately from Remark 3.3 and

Proposition 3.2.

COROLLARY 3 3.1f0(s,U) is in G then 0,(s,U) = 0(t, — 5,U) is in §
and so f,( X) 500ty — s, X(s)) ds and exp( f( X)) are in S.

PROPOSITION 3.3. Let {o,: 0 =< s < 14} be a family from M(R’) satisfy-

ing (3.4a) and (3.4b). Let f(s, U) be any C-valued, bounded, Borel measura-
ble function on [0, t,] X R’. For B in B(R") let

7(B) =/ f(s,U) do,(U).
B
Then {7,: 0 <5 <14} is a family from M(R") satisfying (3.4a) and (3.4b).
Proof. Clearly 7_is in M(R”) for 0 < s < ¢,. Given B in B(R’),
w(B) = [ xa(0)f(5,0) do,(U)
is Borel measurable in s by Lemma 3.2. Also || 7, I < || f Il ,llo, |l € L,[0, £,].

REMARK 3.4. Let 6 in § be given by (3.3) and let f and 7, be as in
Proposition 3.3. Then

(5, 0) = [ exp(i(U. V) d(V)
is in § by Proposition 3.3. Also one clearly has

(3.7) 8,(s,U) Z/Wexp(i<(7, V) f(s, V) do (V).
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Taking a fixed £in R, letting f(s, 17) = exp( i(I7, E)), and applying
Proposition 3.3 and Remark 3.4, we obtain the following corollary.

COROLLARY 3.4. Let 0 be in §. Then for fixed £ in R we see that

—

07(s,U) =0(s, U +£) :f exp(i(U +£,V)) do,(V)
r

isinG.

COROLLARY 3.5. Let § be in g and let $ be in R’. Then 01(s U ) =
0(ty — s, U+ £) is in § and so g(X) = 0 0(ty — s, X(s) + €)ds and
exp( g( X)) arein S.

4. The expansion of the analytic Feynman integral of F. In this
section we will obtain a useful series expansion (in terms of integrals over
finite-dimensional spaces) for the analytic Feynman integral of the func-
tion

-~

(4.1)  F(X)=F(t,, & X)
= exp{ftoﬂ(to — 5, X(s) + 2) dS}l{/()?(tO) + E)
0
where ¢ € M(R”) is given by (3 5), 8 € §is given by (3.3) and £ € R".
First we write F( X ) =20 F (X ) where

n'

l 1 — — n — —
F(X)=F(t,,& X) = [/Ooﬁ(to—s, X(s)+g)ds] Y(X(1y) + £).
Now we know from Proposition 3.1 and Corollary 3.5 that the functions

X_"P( (to) +§)

and

iaftoﬁ(to -5, )?(s) + E) ds
0

are in S. Let 7, 7= and o, 7 = g be the associated measures in M(L5).
Since S is a Banach algebra, F, (X ) is also in S with associated measure
(1/n)(o* ---*0)*r. Now || E Il = (1/nDlle|l”li7|l and so ZF | F, || < oo.
Hence it follows [4, Theorem 5.4] that Fis in S and that

j‘"’fq F(X) dm*(X zf“f" F(X) dm*(X).

C*[0, 1o] "[0, £o]
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Thus to get our desired series expansion we will work with

) B (X)dm ().
C’[0, to]

Let A > 0 be given for now. We seek an expression for the Wiener
integral oo, ) Fo(A~ 1/2X) dm”( X). The measurability questions that
arise in the course of this discussion are easily resolved by using Lemma
3.2 and Corollary 3.2. Now for n =1

(4.2) fmt] A"2X) dm(X)

_ftoﬂ(to — 5, A\"V2X(s) + &) ds
o] LYO ]
X$(A"2X(1,) + £) dm’(X)
:——~f _ft°0(s,>\—'/2)?(t0—s) + &) ds

c’10, 1] LYo |
XY(A"V2X(1,) + £) dm’(X)

ftoﬂ(sj, AV2X (1, — 5;) + 'é) dsj}
0

XY(AT2X(1,) + &) dm’(X)

I1n

Hvzal

_1 f

| j=1

1 - > 2
- 0(s,, \"V2X(2, — 5,) +
n! o, 10 Y10, !o]"[jl;ll (SJ ( 0 sj) §)

X Y(NV2X (1) + E) d dm*(X)

0(s;, \"V2X(1, —5,) + £)

I :;

€10, 101 YA (1) | 5

XY(A"V2X(1,) + £) d5 dm’(X)

= 1 N2 W(r — -~
-/A,,(zo) j;”[O,to] _ I;I 0(sj, A X(to S/) + g)

XY(NTX(2,) + &) dm’(X) ds5
where
(43) An = An(tO)

={5=(5,...,5,) €[0,1,]": 0 <5, <5, < --- <5, <1},



NOTES ON THE FEYNMAN INTEGRAL, III 331

and the use of the Fubini Theorem is justified since

L. [ IT [6(s A "72K(1 = 5,) + )
C’[0, 0]

X (A~ V2x(1,) + £ )|dm® (X)ds

</ Lo, [Hﬂﬂqunuﬁw

— ¢ -_ ligll 4 ~
=ll¢ o il ds=— | 4
b | T o =200 1o

loU [ oy v 1"
=%[[O loas|” < o.

Now applying a basic Wiener integration formula we see that the
right side of equation (4.2) equals

j{; [nﬁl 2a(s, — sj_l)]ﬂ”/2

j=1
le;(m)v IT 6(s,, }\*1/2(};/ + £)

J=1

Y(AV205 + €)

LA (174 7/ (R .
Xexpl— > —————t+dU;dU]---dU. ds
{ j§l 2(sj - sj—l) o

where (ZH =0, S,+1 = g, So = 0 and of course U = (uJ,, uﬂ, sl ).
Now making the substitution U, = A~ 1/?‘U’ + £ For j=0,1,...,n+1
and then making use of (3.3) and (3.5) we fmally obtain

l

b

~

44) [ E(A2X)dm*(X)
C’[0, 1]

n+1

f" [JHI 2a7(s j—l)/)\]ﬂy/z_/;wm

iU 12 = -,
Xexp{—% 3 16~ G dU,dU, - - - dU, &

fl o(s.5)] (@)

M

S; =8y
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n+1 —v/2
:f [ Il 27(s; —sj_,)/)\}
A, ] j=1

}dﬁo---dﬁndf

where of course, s, =0, 5, = #,, and 17,, = £. One can easily justify
integrating first with respect to U,, U,, etc. in the above expression. We do
this next; ignoring, for the time being, the integrations with respect to

o,,...,0.,¢and 5. That is we consider the expression
5 Sp

n+1

—v/2
(4.5) [I_I 2w(sj—sj_l)/>\]

(n+1)

xfw

AT, — G112 AT, — U2
Xexp{ 2(s, = o) P 2(s, = 1)

f exp{i(Up, Vo) + iU, V) + -+ +i(U,, V,)}
-

n

—AIT, — T, 112 “AME=-TI?) - - .
"{ FTPRT R el TR B R

and integrate, first with respect to 170, then with respect to 17,,. .., and
finally with respect to U,. R

To carry out the integrations with respect to the U’s we need the
following formula whose 1-dimensional version was stated in [12, Lemma
4): For A >0,

—AI, = U, 112
2(sj—sj_])

(4.6) [2a(s, — sj_l)/x]‘”/szexp{ +i(U, W)} dU

L (s = s IR
:exp{z(Uj_l,W>— ! 12}1 }
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First we use this formula to carry out the integration with respect to
U We obtain

. MU -G? - = -

[27(s1 = 50)/N] /waexp{ 2 —50) +z<Uo,Vo>}dUo
N I A &
=exp{l<U1,Vo>‘ — }

To integrate_with respect to Ul, we first take the expression
exp{ —(s, — sO)IIVOIIZ/Z)\} outside the integral and apply formula (4.6)
again to calculate

., AU, -T2 - - = -
[2‘"(52 - 51)/)‘] /vaeXp{ 2(s22— p )1 + iU,V + Vo>} au,
1

(s, — S1)|”71 + I—/:)Hz}

= exp{i(T,. 7, + 7)) ”

We continue this for a total of (n + 1) integrations, using formula
(4.6) each time, and expression (4.5) becomes

xp{i(E, 7, + Vo, o +Th)
1 —> — —>
_ﬁ[(sl - So)”VbNZ + (sz - SI)HVI + Vo”2
+ (s = )NV, + V, + V2 +

+ (to_sn)|”7n+ I—/::—l + o +I71 + 17;)“2]}
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Using this result and (4.3) we finally have that for A > 0,
(4.7) f E(A"2X) dm?(X) = T™(1,, & A),
€0, 5]

where
T (1,, £; A)

n /
E'[A,, fR<"+1>vexP{—2_1X[ 2 2 (2-8,)(0— XV, V)

1=0 j=0

+i<§,17;+---+171+1%>}

do,(V,) -+~ do,(V,) d$(V,) ds

5

One can show without much difficulty that (¢, &, A) continues to
exist for Re A = 0 (A # 0), that T(")(to, & \)is analytic in Ct={(AecC:
Re A >0} and that lim,_, _;, (14, & A) = Ty, & —ig). In making
the limiting arguments necessary to verify these assertions, it is helpful to
keep in mind that the integral in the definition of '™ is, at this point,
being thought of as an iterated integral. It is also useful to note that for all

A such that Re A =0 (A # 0), and £ in R’ we have

010, & M) = [ I [, follds

1011

_ligl el oy ]
=L e gar=18 [ | ]Iosllds] < oo

Thus for n = 1 we have established that

(4.8) [ E(X) am(X) = Tty & -ig).
C"[0, o]

It is straightforward to show that

i

(4.9) fc " Ry(X) dm'(X) = A vexp{t<§,t%>+5°—”—V°.‘—'}d¢( )

[0, 1] 2qi

= F(O)(to, £ aiq).
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Hence, for F given by (4.1), we have the following series expansion for
the analytic Feynman integral of F,

(4.10)

[ F & B) d(X) = 3 (1, & -ig)

[0, 1,] =
1) n / o
,Eo A,,(to)fR("H)v {Zqz 120 JEO( 1)( o= SV, V)

5. An alternate expansion of the analytic Feynman integral. In
working with Schroedinger’s equation there is another form for the nth
term of the series (4.10) which is easier to work with; we obtain this
alternate form next.

As in [4, 12], let p be defined for E in B([0, ,] X R”) by

(5.1) w(E) = [0, (EV) ds.

We want to use Theorem 3.1 to rewrite the expression in (4.10) for
T")(t,, & —iq) in terms of integrals with respect to p. For the purpose of
applying Theorem 3.1, let (Y, %, v) = ([0, #,]", BD([0, #,]"), Lebesgue mea-
sure),and (Z, £) = (R™, B(R™)). Given 5 = (5,...,s,) in ¥, let o,
=0, X --- Xa, . Note that

||o(sl,..,,sn) = H ”031”

j=1
which is in L ([0, £,]") since llo,ll is in L,[0, #,]. To show that Theorem
3.1 is applicable, it remains to show that for every B in ®B(R™),
(o, X ---X o, )(B)isa measurable function of (s,,...,s,).

Let C= (B € BR™): (o, - X o, )(B) is measurable in
(845-.-,8,)}. C contains the measurable rectangles because o, (B;) is mea-
surable in s, for every B, in B(R”), i = 1,2,...,n. It is easy to show that
is closed under finite, d1s101nt unions and so contains the algebra @ of
finite, disjoint unions of measurable rectangles. Further one sees easily
that Cis a monotone class. Hence, by the Monotone Class Theorem [8, p
27], € D o(&). Therefore C = B(R”) X - - - XB(R") = B(R™).
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Theorem 3.1 now tells us that if we let

p’O(E) Ef o(s,,...,s,,)(E(S“'“’sn)) d‘;
[0, £6]"

for E in B([0, £,]" X R™), then p, is a C-valued, countably additive
measure of finite total variation; and, for every bounded Borel function

®(5, V),
N 3
s [ |[eGP)do, . P)]a

=3 =3
= O(5,V) dpy(s,V)
[0, £5]" X R™

where ?I(IZ,.. )and —(v 1 Vi,
(5.2) holds for

..»0;,)- In particular, formula

—
>

5,V) f XA,,(zO)(E))

n l RN
XexP{ZLquIE 2 (2 - 8j,l)(t0 - s1)<Vj’ Vi)

FiE T+ TV 4T+ 17:)>} do(V,).

Thus we can write

(5.3) T™(1,, & -iq)
= [f (f XA,,(:O)(F)
[0, £,]"

n / N
Xexp{ - > 3 (2-38, Dte = s )V, V)

IOJO

- - — — =3
+iE,V,+ -V + Vo>} do(Vy)| d(o, X -+ Xa, )(V)| ds
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LVXA,,(tO)(F)

'[[0, to]"XR™

n !

Xexp{ﬁ > > (2 - 3j,1)(l‘o - 51)0};, IZ)

/=0 j=0

N 3
dpo(5, V).

FET 4Tt ﬁ»} ao(7%)

Finally, to write ' in terms of p, we will show that p, = pu X - -+ Xpu.
Since p, and p X --- Xpu are both measures on BD([0, 7,]* X R™), it
suffices to show that they agree on sets of the form E, X --- X E, where
each E; is in B([0, 7] X R”). But

M’O(El X ooen XEn) :./[.0 t ]"(O'SI X e Xasn)((El NEEE XE")(SI,A..,Y,‘)) cis_,.
> f0

= (o X e Xo's")(El(sl) X e XE,E‘")) s

as desired. Hence I'™ may alternately be written as
(5.4) T™(1,, & —ig)

= (5, V)d(p X - Xp)s, Vi -+ 55,, V)
[0, 751" X R™

1
N fR" '/;,,(z(,)xnm exp{ 271'7

n )

2 2 (2 - 8],1)(’0 - S/)<I7j’ I7/>
[=0 j=0

+i<§,17,,+--~+1%>}

d(p X Xp) (s, Vis -+ 58,, V) do(V;).
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We can also of course now rewrite (4.10) as

o0

(5.5) ff Flty, & X) dm*(X) = S TO(1, & —iq)
C’[0, 11 =0
Rt 1 n ! N N
- 5 2—38 )(to— s, (V. V,
ngo ,/I;D/A”(to)kaexp{ 2qi [lgo 120( j,l)( 0 S/)< J )

+i<é’,v”;+-~-+%>}

A - Xp)(s), Vi35, V) do(Vy).

Since the series expansions (4.10) and (5.5) play a key role in the next
section it will be helpful to summarize the main facts in one place in the
notation that we will use as we continue. .

The series expansion has so far been written in terms of 7, and §; but
what has been done for fixed ¢, and £ can equally well be done for any
(¢,U)in [0, t,] X R’. From this point on, we will regard g as an arbitrary,
but fixed, nonzero real number, and so, we will eliminate ¢ from our
notation.

THEOREM 5.1. Let § € M(R”) be given by (3.5). Suppose that 0 is given
by (3.3) and satisfies (3.4a) and (3.4b). For (¢t,U) in [0, t,] X R, let

; X)

<y

(5.6) F(X)=F(t,

= exp[/tﬂ(t — 5, X(s) + U) ds}xp()?(t) + U),
4]
and let
(5.7) (¢, U) =/""fq F(t,U; X) dm(X).
C’10, 1]
Then
(5.8) r(e.0)= S 1, 0)
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where

(5.9)

~> 1 = -
(n) = —_ — — s
(1, U) AmkmmeWL (2=8,,)(t = s XV, V1)

I~

J
+ﬂaﬁ+m+%%
do (V) ---do (V) d(V,) &5

n !
=f f exp{—zl—.[ > 22— 6j,l)(t - 51)<Vj’ Vi
R YA, (1)xR™ |,

+«&ﬁ+m+%%

d(p X .-+ Xﬂ')(sl’ Vl; T ;Sn’I;:t) d‘i’(ﬁ))

and where A, (1) = {§€[0,2,]": 0 =5, <5, < ---<s,<t=t,}. Fur-
thermore, we have the inequality

. T Nl [ "
(5.10) e, 0)| =S5 [ loas
and so the series (5.8) converges absolutely and uniformly on [0, z,] X R”.

REMARK 5.1. It is not really necessary to change the Wiener space in
(5.7) every time ¢ is changed. Actually

r(,0) = | " R, U; X) dm*(X)
C*[0, to]

since for A > 0

/ exp{f’o(t — 5, \"V2X(s) + O) ds}¢(x—1/zx’(z) + U) dm(X)
C’[0, 15} 0

———f cxp{ftO(t -, A"'/Zf(s) + 17) ds}
o, 1] 0

XY(A"V2X(¢) + U) dm’(X)

where m} denotes Wiener measure on C”’[0, ¢].
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6. A summation procedure. In §4, formula (4.6) with A > 0, played
a key role. It is easy to show, via an analytic continuation argument, that
(4.6) holds for all A in C* . But we will need a version of (4.6) for A = —ig.
Since the integrand has constant absolute value one in this case, it is clear
that we will need a summation procedure. Let

(6.1) ijf(ﬁ)dﬁ = lm_ /mf(ﬁ)exp{#ﬂ} dU

whenever the expression on the right exists. Of course if fis in L,(R”), it is
clear using the Dominated Convergence Theorem that

fR:f(ﬁ) dﬁ:/wf(ﬁ) du.

Note that this is a different summation procedure than that used by
Cameron and Storvick in [5]. Recall that in the case » = 1 they used the
summation procedure.

(6.2) f_i::f(u) du EB,ILiJEOO ffB,f(u) du

whenever the expression on the right exists. One major advantage of using
the summation procedure (6.1) is its notational simplicity in higher
dimensions; i.e., for » > 1. Another advantage is that for many functions
of interest to us one can actually evaluate the integrals that occur on the
right side of (6.1) and thus replace certain estimates with actual calcula-
tions. It turns out that, for the specific functions under consideration in
this paper, the two summation procedures actually agree. However they
are not equivalent in general; we will discuss this question briefly in the
case » = 1. The results extend readily to higher dimensions.

First we note that the function f(u) = e'“ serves as an example where
(6.1) exists but (6.2) does not. On the other hand if we put a very mild
growth condition on f(u) (to insure that [g|f(u)|exp(—u?/2A4) du <
for each 4 > 0), then the existence of (6.2) yields the existence of (6.1).
This fact will follow easily from the following lemma and its proof.

LEMMA 6.1. Suppose that f is integrable over [—B’, B] for every B’,
B >0 and that limg p._ ., [2 5 f(u) du exists and equals some finite number

L. Thenlim ,_ . [2%, f(u)e */*Adu = L.

Proof. Without loss of generality assume that f(u) =0 on (-o0,0).
First we observe that for each 4 >0, [;°® f(u)exp(—u?/2A) du exists
since for each B > 0 we have (integration by parts) that

LBf(u)e—u2/2A du = e_BZ/“j(;Bf(t) dr + [)B [/(;uf([) dt] %e—-uz/m‘i du.
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Because lim,_ (£ f(z) dt = L, the right-hand side clearly has a finite
limit as B — oco. Hence so does the left-hand side.
Next, proceeding formally we see that

-0 2 . B 2
1imf0 f(u)e™/* du = lim  lim fof(u)e w'/24 gy

A—- o0 o B—-oo

B ) B
= 1 1 —u“/24 = |i =
lim lim j(; flu)e du Blingo fo flu)du=L.

B> A-o

The third equality above follows from the Dominated Convergence Theo-
rem. The interchange of limits is justified since the expression

fvmf(u)e‘“z/“ du
B

converges uniformly (as a function of 4) to zero as B — oo0. To see this
note that for any 0 < B < K we (integration by parts) have that

/ka(u)e—uz/zA du = e—Kz/zAfBKf(t) . LK[_/:f(t) dt} _;ie_tﬁ/zA du.
Thus

fo(u)e““z/“ du
B

2 K u K y 2
< e K'/24 t dtl+ su t dtl —e /2 gy
fo() BguinBf() fBA
< sup fuf(t)dt|
B=u=K |YB

which is independent of 4 and goes to zero as B — oo by the Cauchy
criterion.

PROPOSITION 6.1. Assume that the hypotheses of Lemma 6.1 are satis-
fied and that there exists a € [0, 2) and positive constants M, N and R such
that | f(u)|= Nexp(M|u|*) for all |u|= R. Then the left member below
exists and equality holds

lim /f(u)e_“z/“ du ‘:‘f_f(u) du=L.
R R

A— o0

The desired version of (4.6), namely Corollary 6.1 below, will follow
immediately from the next Lemma.
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LEMMA 6.2. For A > 0
(6.3) [—iq/2-7r(sj -5 )] "/2

iU, — G_,II? I T/ LA
Xf exp{ - Sf l‘) + iU, Wy~ ZIA duU,
l J—

= (—iqA/[(sj —5_) — iqA])”/2
Xexp{[qu<l—_];-l’ W)— A(sj - sj_,)||W||2
+i‘1||(7j—1||2]/[2(sj —8-0) 2i‘1A]}'

COROLLARY 6.1.

(6.4) [—ig/2m(s; — ﬂ””f_ex ing——@_mz%_Kﬁ W)yt dU

' 14/2m(s; = 8- R P 2(s; — 5;-0) 7 /
e U 1A &

= exp{z{Uj_l, W)+ 24 .

In order to prove Lemma 6.2, we will need the formula
(6.5) f exp(—)\ > (u,— z,)z) dﬁZ/ exp[ AT 2] dU = (/1)
RV
forA e C* andZ—(zl, ..,2,) EC".
This formula is farmhar for A\>0 and Z in R’. The argument is

perhaps easiest to think about if one first extends to A € C*, Z € R’, and
then, finally, to A € C*, Z € C".

Proof of Lemma 6.2. For A > 0, and using equation (6.5) in the 4th
equality below we have

[_iq/z'”(sj - sj—l)] 2
gl —0_ 1> . _ Gl -
X + iU, Wy— dU,
fwe"p{ 2(s, — 5,_1) A Oy J

{%}[—iq/Zﬂ(sj —5-]"

AR 1], [~ aUo, -\] -
Xf,t,exp{ 2 |5=s, AT\ Ty

= exp
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2(s, — 5,

igU_, 11 .
:eXp{ qu - 1” )}[_iQ/zﬂ'(sj_sj'l)] ”

iq 1
X —_—r e
jl;”exp{ 2(s; — 5;-1) ZA]
. 24i U | e
2+ s,—s,_ )W—qU_,,U)|:dU
X ”(]j” iqA—(sj—Sj_,) <( Jj Sj 1) q 7—1 j>i|} ]

B iglU,_,II> +( iq _L)
B 2(s, —s5,1) 2(s; —5;-1) 24

d (sj_sjﬂl)wl_quj—l,l ?
igA — (s;— 5;_))

X

2

=1

X [—iq/Zvr(sj — sj‘l)]"/z

1(1 iq

Ai((s; — 5, )w — qu;_y ) |P

X ;
igd — (s, —s,_,)

v
2
=1

u,, +

[ 2mA(s, —s,_,) "2

. v/2 1

~[ig/2n(s, )] |
|

s, = 8;-y) —igA |

J

ightU_ 112 A
Xexp Kl + ig4 —i
2(s, —s;_)) 2s; —s5;,) 2

X

2

=1

(Sj - Sj~1)W1 —qui_q, 2
igA — (s, — s;_) )

Formula (6.3) now follows after some algebraic calculations.
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LEMMA 6.3. For A>0, 1 €[0,1,], g ER (¢ #0), and £ and V in R’
we have the inequality

(6.6)

Iexp{[qu<§, Vy— A(ty— O)|V* + iq||§||2]/[z(t0 —t)— 2iqA]H <1.

Proof. The left side of (6.6) equals

2(ty — 1) — 2iqgA

(6.7) exp{Re 2¢4(%, V>—A(to—t>nt7||2+iq||'£||2)}

 exp 244000 = (& V) — Al = VIV 4?48
2ty — 1)’ + 2q°42

Now think of 4, ¢, g and E: (§1,--.,§,) as arbitrary but fixed and
regard the argument of the exponential as a function of V =
(vy, v3,...,0,). A routine calculation shows that its maximum occurs for
V =1(q/(t, — t))&. Substituting this value for V into (6.7) one obtains
exp{0} as desired.

7. The Schroedinger equation. We want to show that I'(¢, U ) given
by (5.7) satisfies the following integral equation which is formally equiva-
lent to Schroedinger’s equation:

pu— N . _’_—) 2 N
(1.0 T(1,€) = (g/27i0)” [ ¢(U)exp{lq“—Uztﬂ} du

+f0'[q/2m'(t — S)]”/szjﬂs, U)T(s,U)

iqU —£112] =
Xexp{——————-z(t ) } dUuds.

We begin by finding an alternate expression for the first term on the
right side of (7.1); actually we will show it equals TO(z, £ —ig) as given by
(4.9).
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LEMMA 7.1. Let  in M(R’) be given by (3.5). Then for (1,§) €
[09 tO] X RV,

v - — ] l—]*.__—) 2 N
(12)  (g/2mit)”* [ \p(U)exP{ﬂTfL} i

_f {IHV||2+ i(E V}}d(i)(V)
Proof. First note that when the limit exists we have
(q/2wit)”/2fw~¢(ﬁ)eXP{—-——iq“ﬁz:gu2} dU
= Jim (g/27it)”* [ [ [ exe(iCU, V>)d¢(V)]

; _Z)2 2y,
Xexp{zquuztgn B ||§//i( }dU

L . \¥/2 iqllff—fllz
= AEIBOO (gq/2mit) /R’ vaeXp{——__Zt

e 174 k. R
(U, V)~ = du de(V).

We now apply Lemma 6.2 to the last expression above to obtain

: —igd 1* AigE,Vy  aV)?
Jm [z —igd fRe"p{ it+Adq 21— 2qid

igl €)1 .
Ty } ds(V)

4k
2qi

=/ exp{ EVy+ }dqb(V)

where this last equality follows from Lemma 6.3 and the Dominated
Convergence Theorem, which establishes the necessary limits.

THEOREM 7.1. Let 0, 4 and T satisfy the hypotheses of Theorem 5.1.
Then for (t, £) € [0, ] X R, I'(¢, 5) satisfies the Schroedinger integral
equation (7.1).
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Proof. We will prove this result by substituting the series expansion
(5.8) for I'(s, U) into the second term on the right side of (7.1) and show

that the resulting expression, which we will denote by H(z, §), equals
— ’ — . . ﬁ —_> 5 .
F([, g) - ((I/Z'?Tlt) /2/ 1P(U)exp{_lqi2_£”__} dU.
R’ t
First we see that

t

(13) H(LE) =/

0

L: [q/27i(t — 5)]"/*6(s, U)T(s, U)

ighU —£1I? =
Xexp{———-—z(t =) dU ds

t — N —
:f lim f [q/2wi(t—s)]”/20(s,U)[ lim 2r<">(s,U)]
0 A YR* N- o0

4 n=0

T —F12 7112 .
Xexp{lqzn((t]_ S‘ - ”;JJ }dUds.

Here the existence of either member of the above equation implies that of
the other, and the same is true of the equations (7.4), (7.5), (7.8), (7.9) and
(7.10) to follow. Moreover we shall show that the second member of (7.10)
does exist, and hence all members of all these equations exist.

Now inequality (5.10) implies that for0 < s <,

N —> t

3 [0(s, 0)|<lollexp( ['llolar

n=0 0
and so, applying the Dominated Convergence Theorem to (7.3) we can
write

(7.4)

N
H(t, £) ———ft lim lim A jl;v[q/Zwi(t — $)]"7%6(s, U)T"™(s, U)

0 A-0 N—-oo ,_
igU—£1> 11U =
- dU d:
Xexp{ 2t —s) 24 s
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:fo’ lim lim %f[q/Zm(t—s)]”/z

A—-00 N—oo n=0

X_/I;yeXP(i(ﬁ’ I;:z+1>) dUS(I;:H»l)

> o - 1
X ex uv,+- - +V)+s5=
fR"fA,,(s)xR" p{( o) 2qi

X3 51: (2—6,,,)<V,-,V,>(s—s,)}

=0 ;=0

d(px - X“)(Sl’ I71; TS IZ,) dqﬁ(l%)

ighU =1 10112 -
Xexp{ 21 =) >4 dU ds

where the last equality was obtained by substituting for # and for I'™
using (5.9). Now applying the Fubini Theorem and then Lemma 6.2 to
(7.4) we obtain

(7.5) H(z,E):fO‘ lim lim 3 [

A—o Nooo = R”fR” A, ()X R

Xexp{ En: > (2-9,,)(s 31)07},‘70}

10]0

X fR g/27i(t =)

2 712
Cex {qu(U— ;g)u IR A LA }d(j

d(uX---Xp,)(S,,Ian, V)d‘P(VE))dO(V ) ds



348 G. W. JOHNSON AND D. L. SKOUG

:j(-) Ah—fr:o Nh—{lgo ,zo fR" fR" ‘/;"(s)XR'"'

L L. — v/2
Xexp{ -3 3 (2-8;,)(s s1)<Vj,V1>H(;ﬁ]

1010

o AT+ 4Ty
Aq+z(t—s)

- — 2 -2
A=t B gl
2(t —s) — 2igA 2(t — s) — 2igA

d(pX - Xﬂ')(sla I71§ T ;sn’ﬁ,) d‘i’(ﬁ))d"s(ﬁﬂ) ds.

Next we want to interchange the order of the limits with respect to 4
and N. We can justify doing this by finding a series independent of 4
which is summable and dominates

S S i e { 35 @8 )s—s,)<ﬁ,ﬁ>}

! 1=0 j=0

(7:6) g

—igA v/2
X l\————"
(t—1s)—ig4

woxo] AE TV 4 A Vo) A=V + - 4T
ex Agq+i(t—s) 2(t —s) — 2igA

iqll €112
2(t —s) — 2igA

d(pX--- Xu)(s,, Vl; TSy, I7,.) d‘?’(ﬁ)) dos(f/:z+l) :
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But by (5.2) we can write (7.6) in the form

. v/2
__ —igd
(7.7) =) — o
® n !
8 2 fnf (s)/ww CXP{ZQI 20 20 (2= 8.)(s Tl)<Vj’V/>}
Xe Aig(E Vo + -+ V) At —=s) IV, + - + T, II7
A+i(t—s) 2(t —5) — 2igA
iqll€11>
2(t —s) — 2iqgA

—

(V) - do(V,) doy(V,..)) a7 d9 (V)

where, as before,
A(s)={7=(7,...,7) €[0,f]":0<m <my< - <7, <s=t}.

Using Lemma 6.3 and the fact that | —igd /((t — s) — igd) |< 1, we see
that the series (7.7) is dominated by the series

S lellalf, e

liglilloll /[O . o, o,

dar

= c-dr

n

n!

gMS

n

= 3 Lo lotar)” = ot s teso( [ o) < o

Hence the interchange of limits is justified and so using Lemma 6.3 and
the Dominated Convergence Theorem, equation (7.5) becomes

(7.8) H(tag) 1\}1_1330 fy.[v/ A, (s)XR™

Xexp{ é > (2"8 (s S/)<I7}317/>

IOJO

R A ““’uvnm---wouz}
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Now relabeling s as s,,, , in (7.8) and doing some algebra we see that
- t
79) H(t,¢{)={ lim
09 e =["tm [ [ [

1 n+1 ! oL
Xexp{z—ql. 2 X @=8 )=V, V)

=0 j=0

1 n+1 / N
xexp{—. S (2 8.)(t — s, V)
+i(E Vo + oo +Vo>}~

dOs,( al) U dos"<l7;z) d¢(l7;) dsl e dsn das,,H(IZH»l) dsn+l

where the last equality follows from equation (5.9).

Next we want to take the limit as N — oo outside the integral with
respect to s, , ;. The Dominated Convergence Theorem will allow us to do
this if we can produce a dominating function independent of N which is
integrable with respect to s, ,. But an argument much like that used to
establish (5.10) shows that

Iallexp "l ar

OS

n+1

is such a function. Hence by the argument just made and the Fubini
Theorem
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(7.10)
#eO=3 [ [ Lo
n+1 [
<espl s 3 5 @28, 577

H@ﬁﬂ+m+%ﬁ

dos‘(Vl) d (V)d s+l( n+1)d¢(%)dsl ”'dsndsn-l-l
But careful examination of the series (7.10) shows that it is just the series
(5.8) (also see equation (5.9)) for I'(z, E) except with the first term missing.
From (7.10) and the statement concerning (5.8) immediately following
(7.10), the existence of H(t, 5) follows, and thus the earlier expressions for
it also exist. Hence by (7.10), (4.9), and Lemma 7.1 we see that

AK

H0,8) = 10,9~ [ exp| 5o+ 5.7 ao(7)

— i = 2 .
= F(ta g) - (q/2'n'it)"/2f xp(ﬁ)exp{l_q_%_“—} dU
R

as desired.

A careful examination of the proof of Theorem 7.1 shows that we
have established the following useful corollary which will be needed in the
next section to obtain a uniqueness result.

COROLLARY 7.1. Forn = 0,1,2,... and (1, £) €[0, t,] X R’,

(1.01) T, 8) = [[g/2mile = )] [ 6(s,0)1(s,0)

iU —£12) -
Xexp{-——————z(t_s) dU ds

where T" is given by (5.9).
8. A uniqueness result. In this section we will show that I'(z, E) is

the unique solution of (7.1) in §, (see Definition 3.1). We will first
establish 2 lemmas.
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LEMMA 8.1. Let § € § be given by (3.3) and let G be in S; that is, G is
of the form

G(s,0) = [ exp(i(T, V) dg,(V)
R
where {g;: 0 <5 =<1,} is a family from M(R") satisfying: (3.4a), i.e., for
every B in B(R"), g,(B) is Borel measurable in s, and (3.4c), i.e., there exists
M, = 0 such that || g || < M, for all s in [0, t,). For (¢, £) €0, t,] X R let
e N t . 11/2 - — —
8.1) &t &) =[[a/27i(c = )I"*[ 6(s,U)G(s,0)
0 4

ighU—£1%| -
X ———=— 4 dU ds.
exp{ 21 =) Uds

Then G* is in G,. In fact the associated family {g¥: 0 <t < t,} from M(R")
such that

(8.2) G*(1,€) = [ exp(i(&, 7)) dgx(¥)
satisfies
(83) Ig# = [ o s lds < M, [ * o s.

Proof. We first claim that for every B € B(R” X R"), (o, X g }(B) is
Borel measurable in s. To see this, let C = {B € B(R” X R*): (g, X g,)(B)
is measurable in s}. Quite clearly C contains the measurable rectangles
and is closed under finite disjoint unions and is a monotone class. It
follows from the Monotone Class Theorem [8, p. 27] that C= B(R") X
BR") = B(R” X R").

Now let y, = 0,xg,, 0 < s < #,. Given B € B(R"),

W(B) = [ xalU+V)d(o, % 8)(U.7).

We can now apply Lemma 3.2 to see that y(B) is a measurable function
of s. In applying Lemma 3.2, let (Y, %, y) = ([0, ¢,], B([0, #,]), Lebesgue
measure) and let (Z, Z) = (R” X R, B(R” X R*)). Associate with every
s € [0, ¢,] the measure o, X g, on Z. Let y(s, (7, 17) = xB(ﬁ + 17). It now
follows from Lemma 3.2 and the formula for y(B) above, that y(B) is a
measurable function of s. Of course ||v,ll < llo,llllg,ll and so lly,ll €
L\[0, t,].
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Now note that 8(s, U)G(s, U) = [gexp(i(U, V)) dv(V). We sub-
stitute this expression into (8.1) and then use the Fubini Theorem,
Lemmas 6.2 and 6.3, and the Dominated Convergence Theorem to obtain

6+(1,8) = ['[a/2mi(t = )" [ [ exp(iT, V) dn(V)

igU —&12| =
Xexp{ 201 —s) dU ds

= [ Jim [a/2mite = )" [ [ exp(iT, 7)) v, (V)

ighU =1 1012 -
Xexp{ 201 =) >4 dU ds

=ft lim [q/27i(t — 5)]""
0 A-

= iglU =& WON2) 5, o
X VY + -
fwfmexp{z(U, T s dUdv(V) ds

—iaAd v/2
:-/(‘) Ah—{l:o -/Rv (r— s;q—— qu]

igd(£,Vy At —s)IV)?
XexP{i(t —S)+qd  2(1—s) — 2igd

iqll €112 »
+
2= s) —2iga | V) &

—f'f exp{ IE VY + L—%'-V—'E} dv,(V) ds.

Here the existence of each of the members of the above continued
equation follows from the existence of the last member.

Now applying Theorem 3.1, the family {y,: 0 <s=<1t,} can be
combined with Lebesgue measure on [0, #,] to produce a measure p on
[0, 2,] X R”:

B(E) = ["v(E®) ds.
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For each ¢ € [0, #,], the following formula clearly defines another measure
on [0, ¢,] X R”:

d}\,(s, I7) = X[O,t](s)exp{-(t——S)UV—Hz} d“'(s9 I7)

Let g*(B) = A ([0, ¢,] X B) for B € B(R"). Of course g¥ € M(R") and it
is easy to check that

B4 lgrl=In = [ nlds =< [l Islds =< Mo [l

Now for B € B(R"),

8+(B) :f yx[o,,](s)xB(V)exp{U———%/—E} du(s, 17),

[0, 7] X R
and since the integrand is a Borel measurable function of (¢, s, 17), it
follows from the Fubini Theorem that g*(B) is a Borel measurable

function of .
Now we have shown above that

d=[ [ exp{ & V>+(—%”Vi}dvs(r7)ds.

We will finish the proof by showing that this last expression equals
e €xp(i(&, V))dg*(V). Using the Change of Variable Theorem and The-
orem 3.1 to justify respectively the first and third equalities below, we can
write

[ exp(i(€,V)) dg*(V) = /[0 o P (£.V)) dA(s,V)
- - bt 74 2 —
= [ o lice, )+ LR s )

= [ [xoaesofic 7y + LW iy 7

o 2= (= )IVI? _,
_[) fwexp{z<§, Vy+ ————qu———} dy, (V) ds.
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LEMMA 8.2. Let G and 8 be as in Lemma 8.1. Further assume that
- t
85 G(1,€) = [ la/2milt = )]

iU —€2

XfR:0(s, U)G(s, ﬁ)exp{ 20 =)

} dU ds
for all (1, £) €0, t,] X R*. Then G(t, £) =0 on [0, 1,] X R’.
Proof. Let E = [j°|lo, || ds. It will suffice to show that

M,E"
n!

[FAES

forn=0,1,2,..., and all 7 € [0, £,]. For then [l g,|l will be zero identi-
cally on [0, #,] and hence G(¢, §) will vanish identically on [0, #,] X R’.

We first apply Lemma 8.1 to see that g, = g* and so for all € [0, ¢},
using (8.4), we have that

1
(8.6) gl = [ liolllig, I ds
0
= Mo [ lloll ds < M, [* o, || ds = M, E.
0 0
Now using (8.6) and substituting into (8.4) we see that for all ¢ € [0, ¢,],

t t §
gl < fo llo, Il llg,, Il ds, < [0 lo, [1M, jo o, Il ds, ds,

t M, 2 M.E?
= [ [, o, ds, s, = 52| [Nyl ] =4,

Continuing inductively we see that for any integer n > 2,

t
IFAl Sfo o, Il 1 g, Il ds,
= [lorto " [*+ [* T ll, s, s, -~
<{ o o llds ds. . ---ds
0 Sy 00 0 o =1 s n n—1 1

My[ n  M,E"
=-ﬁ{fo |$os||ds] < ME7

n!

THEOREM 8.1. Under the hypotheses of Theorem 5.1, I'(t, E) is the
unique solution of equation (7.1) in §,.
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Proof. What we need to establish is that I' is indeed in §,. For then it
follows that T is the only solution of (7.1) in §, because if there were
another solution, say I',, their difference would satisfy equation (8.5) and
would thus vanish.

By Theorem 7.1 we know that I' exists and satisfies (7.1). In addition
recall that T'(¢, £) = 3_ Tt £). We will first show that each T'™ is in
8- Clearly I'® belongs to g, because

FWu@=Laﬁ”Z”+@vﬂwﬂm

= [ ex0(iE, V) g (V)

where g(©@ is that element of M(R”) such that for each B € R(R")
tll VH =
0(8) = expl UL ao(7).

Clearly g(B) is measurable as a function of 7. Also ||g@ || < Il¢|l. Next
using Corollary 7.1 and Lemma 8.1 we obtain that

rO(e,§) = [ exp(icE. 7)) ds(7)

where g(V is in M(R”) and satisfies
! t
e = [ o lg™Nds =<lol [ ll.las.

Thus I' belongs to §,. Continuing on inductively we see that

r™(,€) = [ exp(i(E, V) dg{(V)
R
where g{" is in M(R”) and satisfies the inequality

le1= [ ol
stol [/ " [ I lo s, -
-

Thus I isin §, forn =0, 1,2,....
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Next let

2 g(")

for ¢t € [0, ¢,]. Note that for ¢ € [0, ¢,],

I nonds]

ini= 3l <ol S
=u¢uexp[ [ uosuds] suqsuexp[ [ tolas]

In addition it now follows that for every B € B(R”), n,( B) = Z2_,8"(B),
and so 7,(B) is measurable as a function of ¢. Finally

D1, €) = [ exp(i(E, V) dn,(V)
on [0, #,] X R’ since
- - — N -
[, oliE P an?) ~ X T 0)
n=0

<

vaexP(i@y V)) dL §+1g ">(V)”
[[ lo, ds]

IA

2 gl =l

n=N+1 n= N+l

which goes to zero as N - co. Hence T’ is in §,.
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