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One of the main goals of this paper is to develop an algorithm for reducing the first order (singular) system of differential equations:

\[ \frac{df}{dz} = A(z)f \]

to a Turrittin-Levelt canonical form. Here \( A(z) = z^r A_r + z^{r+1} A_{r+1} + \cdots, r < -1 \) and \( A_{r+m} \in \mathfrak{gl}(n; \mathbb{C}) \) \( m \geq 0 \). The reduction of (†) to a canonical form is implemented by the natural gauge adjoint action of \( \text{GL}(n; \overline{\mathbb{F}}) \) where \( \overline{\mathbb{F}} \) is the algebraic closure of the field of formal Laurent series about 0 with at most a finite pole at 0. For example, it is shown that the irregular part of the canonical form (†) is determined by \( A_{r+m}, 0 \leq m < n(|r| - 1) \). The proofs utilize group theoretic techniques as well as the method of Galois descent. In particular almost all of the results generalize to the case where \( \text{GL}(n) \) and \( \mathfrak{gl}(n) \) are replaced by an arbitrary affine algebraic group \( G \) over \( \mathbb{C} \) and its Lie algebra \( \mathfrak{g} \).

CONTENTS

0. Introduction and summary
1. Notation. Generalities
2. Orbits in complex reductive Lie algebras

THE CLASSICAL CONNECTIONS

3. Reduction theory in the regular case
4. Transformations of connections with nilpotent leading coefficients
5. The principal level
6. Reduction theory over \( \overline{\mathbb{F}} \)
7. Reduction theory over \( \mathbb{F} \)

CONNECTIONS WITH AN AFFINE ALGEBRAIC STRUCTURE GROUP

8. Regular connections and their monodromy
9. Reduction theory for arbitrary connections

References

0. Introduction and summary.

0.1. This paper presents a formal classification of meromorphic linear ordinary differential equations from a group theoretic point of view. Let
the equations be

\begin{equation}
\frac{d}{dz} f = A(z) f, \quad f = (f_i)_{1 \leq i \leq n}, \quad A = (a_{ij})_{1 \leq i, j \leq n}
\end{equation}

where the $n \times n$ matrix $A$ is analytic around the origin and has at most a pole of finite order there. Changing $f$ to $g = xf$ where $x$ is an invertible $n \times n$ matrix, meromorphic in $z$ (or at least in $z^{1/m}$ for some integer $m \geq 1$) changes (0.1) to

\begin{equation}
\frac{d}{dz} g = B(z) g
\end{equation}

where

\begin{equation}
B = x[A] = xAx^{-1} + x^{-1} \left( \dot{x} = \frac{d}{dz} x \right).
\end{equation}

If we introduce the field $\mathbb{F}$ of all formal Laurent series in $z$ and its algebraic closure $\overline{\mathbb{F}}$, it is easy to check from the definition (0.3) that $x, A \mapsto x[A]$ defines an action of $\text{GL}(n, \mathbb{F})$ on $\mathfrak{g}l(n, \mathbb{F})$. The proposed treatment of the systems (0.1) is based on a “parametrization” of the orbits for this action.

The determination of canonical forms for (0.1) is quite well known and goes back to Turrittin [26], Levelt [16], Jurkat [11], and more recently, to Robba [21a] (cf. [1]). Our approach, which reduces the problem to the study of the adjoint action of $\text{GL}(n, C)$ on $\mathfrak{g}l(n, C)$, is new. It is moreover completely finitistic and leads to algorithms and sharp bounds on the number of coefficients of the Laurent expansion of $A \in \mathfrak{g}l(n, \mathbb{F})$ that are needed to predict the canonical reduction of $A$. The reduction theory over $\mathbb{F}$ itself is treated by Galois descent.

The transformation law (0.3) is that of a connection so that the theory of the systems (0.1) is really the theory of meromorphic connections on vector bundles. When properly formulated (taking into account tensor products) the classical theory would also yield the generalization where $\text{GL}(n, \mathbb{F})$ and $\mathfrak{g}l(n, \mathbb{F})$ get replaced by $G(\overline{\mathbb{F}})$ and $\mathfrak{g}(\overline{\mathbb{F}})$ respectively for any algebraic subgroup $G$ of $\text{GL}(n, C)$ with Lie algebra $\mathfrak{g}$.\footnote{We owe this remark to Professor P. Deligne.} Our methods, operating as they do directly in the context of algebraic subgroups of $\text{GL}(n)$, seem to have interest of their own. For treatments of various aspects of (0.1) from the point of view of connections on vector bundles the reader should consult [1], [7], [13], [18].
Finally it is clear that these questions may be formulated in a much more general context where the field $\mathcal{F}$ is replaced by a local field $K$ whose residue field $k$ has characteristic 0. It is not particularly difficult to do this at least when $k$ is algebraically closed. It is also easy to formulate our main results in a way that does not depend on the choice of a uniformisant for $K$ (see [18], [1]).
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0.2. There are three parts to this paper. The first part consists of §§1 and 2. §1 contains the terminology and notation that will be used in the paper as well as some useful general remarks. §2 contains a discussion of the orbits under the action of a complex reductive group on its Lie algebra. The results discussed here are basic to everything that we do later on. We mention in particular the results in §2.2 which construct, for a given nilpotent orbit, a transversal having the crucial property that any other nilpotent orbit it meets must have strictly higher dimension; this increase in dimension lies at the heart of all the inductive arguments and algorithms of this paper.

In the second part (§§3–7) we carry out the classification of the orbits in $\mathfrak{gl}(V(\mathcal{F}))$ as well as $\mathfrak{g}l(V(\overline{\mathcal{F}}))$. The core of our method (for reduction over $\mathcal{F}$) is a technique developed in §4.6; it shows how to transform a given connection $A \in \mathfrak{gl}(V(\mathcal{F}))$ of order $r < -1$ and nilpotent leading coefficient $A_r$, into a connection $A'$ of order $r' \geq r$, such that, the leading coefficient $A'_r$ of $A'$ is either non-nilpotent, or is nilpotent, but belongs to a $G$-orbit of dimension greater than that of the orbit of $A_r$. In combination with the well known spectral splitting of a connection (along the spectral subspaces of its leading coefficient) this leads in §6 to the main results of classical reduction theory, and, in addition, to algorithms for obtaining the reductions. As an illustration of the algorithmic aspects of our techniques we mention the result that the entire irregular part of the
reduced form of $A$ is determined by the coefficients $A_{r+s}$, $0 \leq s < n(r - 1)$ ($n = \dim(V)$), the estimate being sharp. Earlier results of this kind were restricted to just the term of the highest singularity in the reduced form (cf. [12]). In §7 we show how the reduction theory over $\mathcal{F}$, combined with elementary techniques of Galois descent, yields the reduction theory over $\mathcal{F}$.

In the third part (§§8–9) we show that the methods of §§4–7 go over essentially without change to the context where $GL(V)$ is replaced by any complex affine algebraic group. The main results remain virtually the same.

The material in §§3–7 is self-contained and, taking into account §§1 and 2, does not require any special background of the reader. The treatment in §§8 and 9 however assumes some familiarity with the theory of algebraic groups, and we have tried to compensate by giving extensive reference to the relevant parts of Borel’s book [3].

1. Notation. Generalities.

1.1. We begin by introducing our basic notation. As usual $\mathbb{Z}$, $\mathbb{Q}$, and $\mathbb{C}$ will respectively stand for the ring of integers, the field of rational numbers, and the field of complex numbers. Let $z$ be a complex variable and $\mathcal{F} = \mathcal{F}_z$ the field of all formal Laurent series

$$f = \sum_{j \in \mathbb{Z}} f_j z^j, \quad f_j = 0 \quad \text{if } j < 0 \text{ and } |j| \text{ is sufficiently large.}$$

If $f$ in (1.1) is nonzero, its order, $\text{ord}(f)$, is the integer $k$ such that $f_k \neq 0$ and $f_j = 0$ for $j < k$; we put $\text{ord}(0) = +\infty$. The ring of elements of order $\geq 0$ is denoted by $\mathcal{O}$. The Laurent series (1.1) is said to be convergent if for some $\tau \neq 0$ in $\mathbb{C}$ the series $\sum |f_j| \tau^j$ is convergent. The convergent elements form a subfield of $\mathcal{F}$, denoted by $\mathcal{F}_{\text{cgt}}$; we put $\mathcal{O}_{\text{cgt}} = \mathcal{O} \cap \mathcal{F}_{\text{cgt}}$.

Let $\mathcal{F}_h$ be the algebraic closure of $\mathcal{F}$. Then, by the classical theorem of Puiseux, $\mathcal{F} = \bigcup_{b \geq 1} \mathcal{F}_b$ where $\mathcal{F}_b$ is the Galois extension $\mathcal{F}(z^{1/b})$. Fixing a choice of $z^{1/b} = \xi$ gives rise to an isomorphism, called the $\xi$-lifting, of $\mathcal{F}_b$ with $\mathcal{F}_\xi$; the $\xi$-lifting of $f = \sum a_j(z^{1/b})^j$ is $\sum a_j \xi^j$ and will be denoted by $\hat{f}$. The pre-images of $\mathcal{F}_{\xi,\text{cgt}}, \mathcal{O}_\xi$, in $\mathcal{F}_b$ will be denoted respectively by $\mathcal{F}_{b,\text{cgt}}, \mathcal{O}_b$. If $f \in \mathcal{F}_b$ we write $\text{ord}(f)$ for $(1/b)\text{ord}(\hat{f})$. These are independent of the choice of $z^{1/b}$. Let $\mu_b$ be the multiplicative group of $b$th roots of unity. We have $\mu_b = \text{Gal}(\mathcal{F}_b/\mathcal{F})$; the element $\gamma \in \mu_b$ acts on $\mathcal{F}_b$ via

$$f = \sum_j a_j(z^{1/b})^j \mapsto \gamma \cdot f = f^\gamma = \sum_j a_j \gamma^{-j}(z^{1/b})^j.$$
This is also independent of the choice of $z^{1/b}$. The order functions on the $\mathbb{F}_b$ are mutually compatible. We write $\hat{\varnothing}$ for $\bigcup_{b \geq 1} \varnothing_b$. The field $\mathbb{F}_{cgt} = \bigcup_{b \geq 1} \mathbb{F}_{b,cgt}$ is the algebraic closure of $\mathbb{F}_{cgt}$. Finally, as is well known, we may regard the $\mathbb{F}_b$ as topological fields; as a fundamental system of neighborhoods of 0 in this topology, the so-called adic topology, we take the ideals $\varnothing_{b,m} = \varnothing_b z^{m/b}$ ($m \geq 0$).

The derivation $d/dz$ of $\mathbb{F}$ extends uniquely to a derivation of $\mathbb{F}$, also denoted by $d/dz$. For $f \in \mathbb{F}$ we often write $f$ for $df/dz$. If $u \in \mathbb{F}$ is not a constant, $d/du$ is defined as the derivation $(\hat{u})^{-1}d/dz$ of $\mathbb{F}$. If $b \geq 1$, $d/d\xi$ and $d/d(z^{1/b})$ correspond under the $\xi$-lifting isomorphism:

$$\frac{d}{d\xi} \hat{x} = b\xi^{b-1}x, \quad x \in \mathbb{F},$$

here we are extending the $\xi$-lifting to some isomorphism $x \mapsto \hat{x}$ of $\mathbb{F}$ with $\mathbb{F}_\xi$. If $\gamma \in \text{Gal}(\mathbb{F}/\mathbb{F})$ and $u \in \mathbb{F}$ ($\hat{u} \neq 0$), we have $(\hat{u})^\gamma = (u^\gamma)$; and $\gamma(d/du)^{-1} = d/du^\gamma$.

1.2. Let $V$ be a complex vector space of finite dimension $n$ over $\mathbb{C}$. For any commutative $\mathbb{C}$-algebra $R$ we put

$$V(R) = V \otimes_\mathbb{C} R, \quad \mathfrak{gl}(V(R)) = \mathfrak{gl}(V) \otimes_\mathbb{C} R, \quad \text{GL}(V(R)) = \text{Aut}_R V(R).$$

The cases $R = \mathbb{F}, \mathbb{F}, \varnothing$, etc., will be important to us.

The notions of order, convergence, and $\xi$-lifting extend in the obvious way to $V(\mathbb{F})$. Moreover we obtain an isomorphism

$$\text{GL}(V(\mathbb{F}_b)) \sim \text{GL}(V(\mathbb{F}_\xi)) \quad (x \mapsto \hat{x})$$

which is the restriction to $\text{GL}(V(\mathbb{F}_b))$ of the $\xi$-lifting isomorphism (of associative algebras) $\text{End}(V(\mathbb{F}_b)) \sim \text{End}(V(\mathbb{F}_\xi))$.

For $R = \varnothing$, $\text{GL}(V(\varnothing))$ is the group of $x \in \text{GL}(V(\varnothing))$ of the form $T_0 + zT_1 + \cdots$ where $T_0 \in \text{GL}(V)$; for $m \geq 1$, $\text{GL}(V(\varnothing))_m$ is the subgroup of $x \in \text{GL}(V(\varnothing))$ with $x \equiv 1 \mod(z^m)$. For instance, if $T \in \mathfrak{gl}(V)$, $\exp(z^mT) \in \text{GL}(V(\varnothing))_m$.

We write $d/du$ ($u \in \mathbb{F}, \hat{u} \neq 0$) for the unique $\mathbb{C}$-linear map of $V(\mathbb{F})$ such that

$$\frac{d}{du} (fw) = \left( \frac{d}{du} f \right) w + f \frac{d}{du} w \quad (f \in \mathbb{F}, w \in V(\mathbb{F})).$$
For \( \sigma \in \text{Gal}(\overline{F}/F) \), we write \( w \mapsto w^\sigma \) for the unique \( \mathbb{C} \)-linear automorphism of \( V(\overline{F}) \) such that

\[
(fv)^\sigma = f^\sigma v \quad (f \in \overline{F}, v \in V).
\]

We have the obvious isomorphism

\[
(1.6) \quad \text{GL}(V(\mathcal{O}))/\text{GL}(V(\mathcal{O}))) \sim \text{GL}(V)
\]

If \( m \) is any integer \( \geq 1 \) the map

\[
1 + z^m T_m + z^{m+1} T_{m+1} + \cdots \mapsto T_m
\]

gives rise to the isomorphism (+ denotes additive group)

\[
(1.7a) \quad \text{GL}(V(\mathcal{O}))/\text{GL}(V(\mathcal{O})))_{m+1} \sim \mathfrak{g}l(V) \quad (m \geq 1).
\]

The formulae (1.7) are further clarified if we use infinite product representations for elements of \( \text{GL}(V(\mathcal{O})) \). It is easy to check that \( \text{GL}(V(\mathcal{O})) \) is precisely the set of all infinite products

\[
(1.7c) \quad x = \prod_{k=1}^{\infty} (1 + z^k T_k) = \lim_{m \to \infty} (1 + z^m T_m) \cdots (1 + z T_1)
\]

the elements \( T_m \) being uniquely determined, given \( x \), by

\[
(1.7d) \quad x((1 + z^m T_m) \cdots (1 + z T_1))^{-1} \equiv 1 \pmod{z^{m+1}} \quad (m \geq 0).
\]

The subgroup \( \text{GL}(V(\mathcal{O}_b)) \) of \( \text{GL}(V(\overline{F}_b)) \) gives rise to its “polar decomposition.” Let \( V = \mathbb{C}^n \), so that \( \text{GL}(V(\overline{F}_b)) = \text{GL}(n, \overline{F}_b) \) and \( \text{GL}(V(\mathcal{O}_b)) = \text{GL}(n, \mathcal{O}_b) \). Let a choice of \( z^{1/b} \) be fixed, let \( z^{m/b} = \text{dfn} (z^{1/b})^m \) \((m \in \mathbb{Z})\) and let

\[
(1.8) \quad \mathcal{O}^+_{+,b} = \{ \text{diag}(z^{r_1}, \ldots, z^{r_n}) \mid r_j \in (1/b)\mathbb{Z}, r_1 \leq r_2 \leq \cdots \leq r_n \}.
\]

Then it follows from the theory of elementary divisors ([4], Th. 1, p. 82) that

\[
(1.9a) \quad \text{GL}(n, \overline{F}_b) = \text{GL}(n, \mathcal{O}_b) \mathcal{O}^+_{+,b} \text{GL}(n, \mathcal{O}_b);
\]

moreover, given \( x \in \text{GL}(n, \overline{F}_b) \), its component in \( \mathcal{O}^+_{+,b} \) with respect to the decomposition (1.9a) is uniquely determined. In particular,

\[
(1.9b) \quad \text{GL}(n, \mathcal{O}_b) \backslash \text{GL}(n, \overline{F}_b)/\text{GL}(n, \mathcal{O}_b) \sim \mathcal{O}^+_{+,b}.
\]

1.3. We shall refer (cf. the introduction) to elements of \( \mathfrak{g}l(V(\overline{F})) \) as connections. \( \text{GL}(V(\overline{F})) \) acts on \( \mathfrak{g}l(V(\overline{F})) \) by

\[
(1.10) \quad x[A] = xAx^{-1} + xx^{-1} \quad (x \in \text{GL}(V(\overline{F})), A \in \mathfrak{g}l(V(\overline{F}))).
\]
Note the identity

\[(1.11) \quad x[A + B] = xAx^{-1} + x[B] = x[A] + xBx^{-1}\]

as well as the following formula relating the actions of $\text{GL}(V(\overline{\mathbb{F}}))$ and $\text{Gal}(\overline{\mathbb{F}}/\mathbb{F})$:

\[(1.12) \quad (x[A])^\sigma = x^\sigma([A^\sigma])\]

\[(x \in \text{GL}(V(\overline{\mathbb{F}})) ), \sigma \in \text{Gal}(\overline{\mathbb{F}}/\mathbb{F}) , A \in \mathfrak{g} \mathfrak{l}(V(\overline{\mathbb{F}})).\]

In particular, if $A$ is in $\mathfrak{g} \mathfrak{l}(V(\overline{\mathbb{F}}))$ its equivalence class under $\text{GL}(V(\overline{\mathbb{F}}))$ (resp. $\text{GL}(V(\overline{\mathbb{F}}_b))$) is fixed by $\text{Gal}(\overline{\mathbb{F}}/\mathbb{F})$ (resp. $\text{Gal}(\overline{\mathbb{F}}_b/\mathbb{F})$). In §7.4 we shall see that the converse statement is true and forms the point of departure for a complete description of the $\text{GL}(V(\overline{\mathbb{F}}))$-equivalence classes of elements of $\mathfrak{g} \mathfrak{l}(V(\overline{\mathbb{F}}))$ that are equivalent to $A$ under $\text{GL}(V(\overline{\mathbb{F}}_b))$.

Given $b \geq 1$ and a fixed choice of $z^{1/b}$ the $z$-lifting map $\mathfrak{g} \mathfrak{l}(V(\overline{\mathbb{F}}_b)) \rightarrow \mathfrak{g} \mathfrak{l}(V(\overline{\mathbb{F}}))$ will not commute with the actions of $\text{GL}(V(\overline{\mathbb{F}}_b))$ and $\text{GL}(V(\overline{\mathbb{F}}))$. We shall therefore modify it. The modified map, applicable only to connections, will be denoted by $\sim$. Given

\[(1.13) \quad A = \sum_{j \in \mathbb{Z}} A_{j/b}z^{j/b} \in \mathfrak{g} \mathfrak{l}(V(\overline{\mathbb{F}}_b))\]

we define

\[(1.14) \quad \tilde{A} = b^{1/b-1} \sum_{j \in \mathbb{Z}} A_{j/b}z^j = b^{1/b-1}A.\]

With this definition it is easy to check that

\[(1.15) \quad \tilde{x}[A] = x[\tilde{A}] \quad (x \in \text{GL}(V(\overline{\mathbb{F}}_b)), A \in \mathfrak{g} \mathfrak{l}(V(\overline{\mathbb{F}}_b))).\]

For the Galois actions we have the formula

\[(1.16) \quad \gamma \cdot \tilde{A} = \gamma^{-1}A\gamma \quad (\tilde{A}^{\gamma}(\tilde{\gamma}) = \tilde{A}^{\gamma}(\gamma^{-1} \tilde{\gamma}), \gamma \in \mu_b).\]

We also note from (1.14) the obvious

\[(1.17) \quad \text{ord}(\tilde{A}) = b \text{ord}(A) + b - 1.\]

1.4. We wish to make a few remarks concerning the relation between linear ordinary differential equations and connections; for a detailed treatment in complete generality see Deligne ([7], pp. 23–29). If we are given an ordinary differential equation

\[
\left( \frac{d}{dz^n} + a_1 \frac{d^{n-1}}{dz^{n-1}} + \cdots + a_{n-1} \frac{d}{dz} + a_n \right)y = 0
\]
we convert it into the system
\[
\left( \frac{d}{dz} - A \right) f = 0, \quad f = \begin{pmatrix} y \\ y' \\ \vdots \\ y^{(n-1)} \end{pmatrix}
\]
where
\[
(1.18) \quad A = \begin{pmatrix} 0 & 1 & & & \\ 0 & 1 & & & \\ & & & & \\ & & & 0 & 1 \\ -a_n & -a_{n-1} & \ldots & & -a_2 & -a_1 \end{pmatrix}
\]
The converse is also true; any connection $\in \mathfrak{gl}(n, \overline{\mathbb{F}})$ is equivalent to one of the form (1.18), so that it arises from a scalar $n$th order ordinary differential equation (cf. [7]; also [6]). Since our primary focus is on connections and their transformation properties, we do not use this result in this paper.

1.5. We now wish to extend the discussion of the preceding paragraphs to the case where $\text{GL}(V)$ is replaced by an arbitrary connected affine algebraic group over $\mathbb{C}$. We shall generally follow the notation and terminology of Borel ([3], Chapter I). Fix such a group $G$, and write, for any $\mathbb{C}$-algebra $R$, $G(R)$ for the group of $R$-points of $G$; we write $G = G(\mathbb{C})$. Let $\mathfrak{g}$ be the Lie algebra of $G$. For any $\mathbb{C}$-algebra $R$ let
\[
(1.19) \quad \mathfrak{g}(R) = \mathfrak{g} \otimes_{\mathbb{C}} R.
\]
If $\rho (G \to G')$ is a morphism of algebraic groups defined over $\mathbb{C}$, its differential $d\rho$ is a Lie algebra morphism $\mathfrak{g} \to \mathfrak{g}'$ where $\mathfrak{g}' = \text{Lie}(G')$.

As in the case of $\text{GL}(V)$ we have the subgroup $G(\vartheta)$ of $G(\overline{\mathbb{F}})$ and the “congruence subgroups” $G(\vartheta)_m$ $(m \geq 1)$. For instance, if $G \subset \text{GL}(V)$, $G(\vartheta)_m = G(\overline{\mathbb{F}}) \cap \text{GL}(V(\vartheta))_m$. If $T \in \mathfrak{g}$, $\exp(z^mT) \in G(\vartheta)_m$ for any $m \geq 1$. It is easy to show that $G(\vartheta)_1$ is precisely the set of elements of the form
\[
(1.20a) \quad x = \prod_{k=1}^{\infty} \exp(z^kT_k) = \lim_{m \to \infty} \exp(z^mT_m) \cdots \exp(zT_1)
\]
where $T_j$ are uniquely defined by
\[
(1.20b) \quad x(\exp(z^mT_m) \cdots \exp(zT_1))^{-1} \in G(\vartheta)_{m+1} \quad (m \geq 0).
\]
The $\xi$-lifting isomorphism leads, as in the case of $\text{GL}(V)$, to the maps $x \mapsto \hat{x}$ (of $G(\mathfrak{F}_b)$ with $G(\mathfrak{F}_x)$) and $A \mapsto \hat{A}$ (of $\mathfrak{g}(\mathfrak{F}_b)$ with $\mathfrak{g}(\mathfrak{F}_x)$). One can also show that $G(\mathfrak{F}_{b,\text{cgt}})$ is dense (adic topology) in $G(\mathfrak{F}_b)$. This is easy to verify directly if $T$ is a torus or unipotent; for semisimple $G$, it follows from the Iwasawa decomposition of $G(\mathfrak{F})$ ([25], p. 114); for general $G$, from its Levi decomposition.

If $H$ is an endomorphism of a finite dimensional vector space $V$ over $\mathbb{C}$ which is semisimple and has only integral eigenvalues, it makes sense to speak of the element $z^H$ in $\text{GL}(V(\mathfrak{F}))$; if $\lambda \in \mathbb{Z}$ and $V_\lambda$ is the eigenspace on which $H$ acts as $\lambda \cdot \text{id}$, $z^H$ acts as $z^\lambda \cdot \text{id}$ on $V_\lambda$. Clearly $z^H \in \text{GL}(V(\mathfrak{F}_{\text{cgt}}))$ and commutes with any endomorphism of $V$ that commutes with $H$. Suppose $b$ is an integer $\geq 1$ and we have fixed a choice of $z^{1/b}$. We define, for any $\lambda = \mu/b \in (1/b)\mathbb{Z}$, $z^\lambda$ as $(z^{1/b})^\mu$. If $H$ above is assumed to have all its eigenvalues in $(1/b)\mathbb{Z}$, we can define $z^H$ exactly as before; it lies in $\text{GL}(V(\mathfrak{F}_{b,\text{cgt}}))$ and commutes with all elements in the centralizer of $H$. To extend these definitions to the case of a complex affine algebraic group $G$ with Lie algebra $\mathfrak{g}$, we use affine imbeddings $G \hookrightarrow \text{GL}(V)$. The notion of an integral element $X$ of $\mathfrak{g}$ makes sense: $X$ is integral if and only if in some affine imbedding it has only integral eigenvalues; then $d\rho(X)$ has only integral eigenvalues for any $\mathbb{C}$-morphism $\rho (G \rightarrow \text{GL}(V))$. It is now easy to show that for any integer $b \geq 1$ and a fixed choice of $z^{1/b}$, we have a map

\begin{equation}
H \mapsto z^H
\end{equation}

from the set of semisimple $H \in \mathfrak{g}$ for which $bH$ is integral, to $G(\mathfrak{F}_{b,\text{cgt}})$. Given $H$, $z^H$ is characterized by

\begin{equation}
\rho(z^H) = z^{d\rho(H)} \quad (\rho = \text{any } \mathbb{C}\text{-morphism } G \rightarrow \text{GL}(V)).
\end{equation}

If $H$, $H'$ commute,

\begin{equation}
z^{H+H'} = z^Hz^{H'}.
\end{equation}

1.6. Given $x \in G(\mathfrak{F}_b)$ one can show the existence of a unique element $\delta_G(x) \in \mathfrak{g}(\mathfrak{F}_b)$ such that for any $\mathbb{C}$-morphism $\rho (G \rightarrow \text{GL}(V))$,

\begin{equation}
d\rho(\delta_G(x)) = \rho(x)\rho(x)^{-1}.
\end{equation}

In fact it is easy to see this for $x \in G(\mathfrak{F}_{b,\text{cgt}})$; for general $x$ one uses a density argument. If $\rho(G \rightarrow G')$ is a morphism of algebraic groups,

\begin{equation}
d\rho(\delta_G(x)) = \delta_G(\rho(x)) \quad (x \in G(\mathfrak{F})).
\end{equation}
Using this we can define an action of \( G(\Phi) \) on \( g(\Phi) \) by

\[
x[A] = \text{Ad}(x)(A) + \delta_G(x).
\]

In the presence of the transformation law (1.26) we shall refer to elements of \( g(\Phi) \) as connections.

The definition (1.26) reduces to (1.10) for \( G = \text{GL}(V) \) and is related to it by (1.24). The relation (1.24) allows one to extend almost all the remarks made earlier to the present context. For later use we put down the following consequence of (1.25):

\[
dp(x[A]) = \rho(x)[dp(A)].
\]

1.7. If \( x \in \text{GL}(V(\Theta)) \) and \( A \in g(\Phi(\Theta)) \), \( \text{ord}(x[A]) = \text{ord}(A) \). For \( x \notin \text{GL}(V(\Theta)) \) this is no longer true in general. For \( x \in \text{GL}(V(\Phi)) \) we define \( \text{lag}(x) \) as the smallest of the integers \( m \geq 0 \) such that \( A \equiv 0 \) (mod \( z^m \)) implies \( xAx^{-1} \in g(\Phi(\Theta)) \) (\( A \in g(\Phi(\Phi)) \)). If \( \text{lag}(x) \leq m \), then

\[
(1.28) A, B \in g(\Phi(\Phi)), \quad A \equiv B \text{ (mod } z^r) \Rightarrow x[A] \equiv x[B] \text{ (mod } z^{r-m}).
\]

For \( b \geq 1 \) we use the \( \xi \)-lifting to define (independently of the choice of \( z^{1/b} \))

\[
(1.29) \quad \text{lag}(x) = (1/b)\text{lag}(\hat{x}) \quad (x \in \text{GL}(V(\Phi_b))).
\]

The definitions (1.29) are compatible when \( b \) varies. The following is a routine consequence of the definitions. In view of (1.9), (1.30) leads to the effective computability of \( \text{lag}(x) \) for all \( x \).

**Proposition 1.** We have the following.

(i) \( \text{lag}(x) = 0 \) for \( x \in \text{GL}(V(\Theta_b)) \cdot Z_b \) where \( Z_b \) is the group of elements of the form \( z^k \cdot 1, \ k \in (1/b)\mathbb{Z}. \)

(ii) \( \text{lag}(xy) \leq \text{lag}(x) + \text{lag}(y) \) for all \( x, y \in \text{GL}(V(\Phi_b)). \)

(iii) \( \text{lag}(yx') = \text{lag}(x) \) if \( y, y' \in \text{GL}(V(\Theta_b)) \cdot Z_b, \ x \in \text{GL}(V(\Phi_b)). \)

(iv) If \( x = z^H \) where \( H \in g(\Phi) \) is semi-simple and has eigenvalues \( k_1, \ldots, k_n \in (1/b)\mathbb{Z}, \)

\[
(1.30) \quad \text{lag}(x) = \max_{1 \leq i, j \leq n} |k_i - k_j|.
\]

(v) \( \text{lag}(x) = \text{lag}(x^{-1}), \ x \in \text{GL}(V(\Phi_b)). \)

Let \( \Theta^\times \) be the group of units of \( \Theta. \) We define

\[
(1.31) \quad \circ\text{GL}(V(\Phi)) = \{ x \in \text{GL}(V(\Phi)) \mid \det(x) \in \Theta^\times \}.
\]
If $V = \mathbb{C}^n$ we write $\circ \text{GL}(n, \mathbb{C})$ for $\circ \text{GL}(V(\mathbb{C}))$. It is clear that $\circ \text{GL}(V(\mathbb{C}))$ is a subgroup of $\text{GL}(V(\mathbb{C}))$ and that

\[(1.32) \quad \text{SL}(V(\mathbb{C})) \subset \circ \text{GL}(V(\mathbb{C})), \quad \text{GL}(V(\mathbb{C})) \subset \circ \text{GL}(V(\mathbb{C})).\]

Moreover, if $H$ is semisimple in $\mathfrak{g} \mathfrak{l}(V)$ with eigenvalues in $\mathbb{Q}$, it is immediate that

\[(1.33) \quad z^H \in \circ \text{GL}(V(\mathbb{C})) \iff \text{tr}(H) = 0.\]

**Proposition 2.** Let $V = V_1 \oplus \cdots \oplus V_m$, $y = y_1 \oplus \cdots \oplus y_m$ where $y_i \in \circ \text{GL}(V_i(\mathbb{C}))$. Then $y \in \circ \text{GL}(V(\mathbb{C}))$ and

\[(1.34) \quad \text{lag}(y) \leq \text{lag}(y_1) + \cdots + \text{lag}(y_m).\]

**Proof.** Let $y_i' = 1 \oplus \cdots \oplus y_i \oplus 1 \oplus \cdots \oplus 1$, $1 \leq i \leq m$. Then $y_i' \in \circ \text{GL}(V_i(\mathbb{C}))$ and $y = y_1' \cdots y_m'$. So $y \in \circ \text{GL}(V(\mathbb{C}))$ and $\text{lag}(y) \leq \text{lag}(y_1') + \cdots + \text{lag}(y_m')$. It is thus sufficient to prove that $\text{lag}(y_i') = \text{lag}(y_i)$ for all $i$. We use the polar decomposition in $\text{GL}(V_i(\mathbb{C}))$ to come down to the situation where (with respect to suitable bases for $V_1, \ldots, V_m$)

\[
y_i' = \begin{pmatrix} 1 & & & \vdots \\
& \ddots & & \\
& & \ddots & \\
& & & 1 \end{pmatrix} y_i \quad \quad y_i = \begin{pmatrix} z^{q_1} & & & \\
& \ddots & & \\
& & \ddots & \\
& & & z^{q_r} \end{pmatrix}.
\]

The result is now immediate from (1.30) since $\min_i q_i \leq 0 \leq \max_i q_i$.

2. **Orbits in complex reductive Lie algebras.**

2.1. The reduction theory of connections in $\mathfrak{g}(\mathbb{C})$, $\mathfrak{g}$ being the Lie algebra of a complex reductive group $G$, depends in a fundamental way on the orbit structure of the adjoint representation of $G$. If $G = \text{GL}(n, \mathbb{C})$, the orbits in $\mathfrak{g} = \mathfrak{g} \mathfrak{l}(n, \mathbb{C})$ are just the similarity classes of matrices. However, the orbit theory for general $G$ may not be familiar to the nonspecialist; and so we devote this section to a brief review of the structure and classification of the orbits of the action of $G$ on $\mathfrak{g}$. As the basic references we suggest [14] [15] and [24] (cf. also [28], [29], [10]).

Our main results here are in §2.2. Propositions 2.2.1 and 2.2.2 construct, for any nilpotent $Y \neq 0$ in $\mathfrak{g}$, an affine subspace of $\mathfrak{g}$ through $Y$, meeting the orbit of $Y$ only at $Y$ and having the property that any other nilpotent orbit that it meets is necessarily of dimension strictly greater
than the dimension of the orbit of $Y$. This result is basic for everything we do. It controls the inductive mechanisms involved in virtually all aspects of the reduction theory of elements of $\mathfrak{g}(\mathcal{F})$.

The affine transversal mentioned above occurs in other contexts (cf. [10], [28]). While the results of §2.2 are contained in [15] when $Y$ is principal, they seem to be new in the general case.

Let $\mathfrak{g}$ be a reductive Lie algebra over $\mathbb{C}$. Then $[\mathfrak{g}, \mathfrak{g}]$ is semisimple and $\mathfrak{g} = [\mathfrak{g}, \mathfrak{g}] \oplus \mathfrak{c}$ where $\mathfrak{c}$ is the center of $\mathfrak{g}$. $G$ is a complex algebraic group with Lie algebra $\mathfrak{g}$. $G$ operates on $\mathfrak{g}$ via the adjoint representation, and for most of the following remarks one may assume as well that $G$ is the adjoint group.

An element $X \in \mathfrak{g}$ is said to be semisimple if $\text{ad} X$ is semisimple; it is called nilpotent if $X \in [\mathfrak{g}, \mathfrak{g}]$ and $\text{ad} X$ is nilpotent. For $\mathfrak{g} = \mathfrak{sl}(V)$, $[\mathfrak{g}, \mathfrak{g}] = \mathfrak{sl}(V)$, and $X \in \mathfrak{g}$ is semisimple or nilpotent in the above sense if and only if it is so in the usual sense as an endomorphism of $V$.

(a) The fundamental fact concerning nilpotents is the theorem of Jacobson-Morozov: let $Y \neq 0$ be a nilpotent in $\mathfrak{g}$ (i.e. $[\mathfrak{g}, \mathfrak{g}]$); then we can find $H, X \in [\mathfrak{g}, \mathfrak{g}]$ such that $H, X$ and $Y$ span an $\mathfrak{sl}(2, \mathbb{C})$ with standard commutation rules, i.e.,

\[(2.1) \quad [H, X] = 2X, \quad [H, Y] = -2Y, \quad [X, Y] = H.\]

Given $Y, H$ is unique up to conjugacy by $G_Y$, the centralizer of $Y$ in $G$; given $Y$ and $H$, $X$ is unique (cf. Kostant [14], 980–988). In particular, the $\mathfrak{sl}(2, \mathbb{C})$'s containing $Y$ are all conjugate via $G_Y$. We note that the commutation rules (2.1) are the same as those satisfied in $\mathfrak{sl}(2, \mathbb{C})$ by

\[(2.1a) \quad H = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad X = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}\]

$\{H, X, Y\}$ is called a standard triple; $H$ is semisimple, and $X$ is nilpotent. The roles of the elements $X$ and $Y$ can be interchanged in the sense that there is an element $g \in G$ such that $Y^g = X, X^g = Y, H^g = -H$ where $Z^g$ is an often used abbreviation for $\text{Ad}(g)(Z)$.

(b) The usefulness of the Jacobson-Morozov theorem of course lies in the fact that it allows us to split $\mathfrak{g}$ with respect to the adjoint action of the $\mathfrak{sl}(2, \mathbb{C})$ spanned by $H, X$ and $Y$. Let

\[(2.2) \quad \alpha = C \cdot H + C \cdot X + C \cdot Y.\]

If $W$ is any finite dimensional irreducible $\alpha$-module, $H$ acts semisimply on $W$ with eigenvalues $\lambda, \lambda - 2, \ldots, -\lambda$ for some integer $\lambda \geq 0$, all eigenvalues being simple. $W$ is said to be of highest weight $\lambda$. In particular, $\dim(W) = \lambda + 1$, and if $W_\mu$ is the eigenspace for the eigenvalue $\mu$ of $H$,
we have
\[ W_\lambda = \{ w \in W | Xw = 0 \}, \quad W_{-\lambda} = \{ w \in W | Yw = 0 \} \]

\[ \text{range}(Y) = W_{\lambda-2} \oplus \cdots \oplus W_{-\lambda}, \quad \text{range}(X) = W_\lambda \oplus \cdots \oplus W_{-\lambda+2}. \]

Consequently, \( W \) is the direct sum of \( \text{range}(Y) \) and the null space of \( X \). This is then true for direct sums of irreducible modules also. Thus, applying it to \( g \) regarded as an \( \alpha \)-module, we get

\[ g = g_\lambda \oplus [Y, g] \quad (g_\lambda = \text{centralizer of } X \text{ in } g). \]

For convenience we shall refer to \( X \) as a nilpotent opposite to \( Y \).

Let \( U \) be an \( \alpha \)-module of finite dimension and let \( U_X \) be the null space of \( X \). It is then \( H \)-stable and hence we can select a basis \( u_i (1 \leq i \leq q) \) of \( U_X \) consisting of eigenvectors for \( H \). If \( Hu_i = \lambda_i u_i \), the \( \lambda_i \) will be integers \( \geq 0 \), \( u_i \) generates an irreducible \( \alpha \)-module \( U_i \) of highest weight \( \lambda_i \), and \( U = U_1 \oplus \cdots \oplus U_q \). In particular, taking \( U = g \), we see that \( g_X \) is stable under \( \text{ad } H \); and that if \( Z_i (1 \leq i \leq q) \) is a basis of \( g_X \) of eigenvectors for \( \text{ad } H \), we have

\[ g_X = \sum_{1 \leq i \leq q} C \cdot Z_i, \quad [H, Z_i] = \lambda_i Z_i, \quad \lambda_i \text{ integer } \geq 0. \]

It follows from the conjugacy under \( G_Y \) of the \( \mathfrak{sl}(2, \mathbb{C}) \)'s containing \( Y \) that the \( \lambda_i \)'s are invariants of the orbit \( G \cdot Y \). We put

\[ \Lambda(Y) = \Lambda(G \cdot Y) = \sup_{1 \leq i \leq q} \left( \frac{1}{2} \lambda_i + 1 \right). \]

(c) As a simple application of the above we mention the fact that for any \( c \neq 0 \), \( cY \) and \( Y \) are in the same \( G \)-orbit:

\[ cY \in G \cdot Y, \quad 0 \in \text{Cl}(G \cdot Y) \quad (\text{Cl = Closure}). \]

In fact, as \([H, Y] = -2Y, \ Y^{e^{itH}} = e^{-2it}Y\), and we can choose \( t \) such that \( e^{-2it} = c \); if \( t \in \mathbb{R} \) and \( t \to +\infty \), \( Y^{e^{itH}} \to 0 \).

(d) If we regard \( G \) as an algebraic group operating linearly on \( g \), we can conclude that each \( G \)-orbit in \( g \) is irreducible and is a Zariski open (Z-open) subset of its closure in the Zariski topology (Z-closure). Moreover, if \( \emptyset \) is the orbit and \( \text{Cl}_Z(\emptyset) \) is its Zariski closure, \( \text{Cl}_Z(\emptyset) \setminus \emptyset \) is the union of finitely many orbits each of which has dimension \( < \dim(\emptyset) \). Note that as any orbit is Z-open in its Z-closure which is irreducible, it makes sense to speak of the dimension of any orbit. Actually these are results valid in the general context of algebraic groups acting on algebraic varieties ([3], p. 98).
Semisimple orbits are closed, and in fact, they are the only closed ones, either in the complex or the Zariski topologies. In this respect they are very different from the nilpotent orbits (cf. (2.6)).

Let \( \mathcal{N} \) be the set of the nilpotent elements of \( \mathfrak{g} \). Then \( \mathcal{N} \) splits into finitely many orbits ([14]). The classification of the nilpotent orbits is a subtle matter and the reader may consult [24]. We do not use this classification.

If \( l = \text{rank}(\mathfrak{g}) \) \((l = \text{dim}(V)) \) for \( \mathfrak{g} = \mathfrak{gl}(V) \); see [30], p. 260), then every orbit in \( \mathfrak{g} \) is of dimension \( \leq \dim(\mathfrak{g}) - l \). An element will be called \textit{principal} if it generates an orbit of dimension exactly \( \dim(\mathfrak{g}) - l \). Principal semisimple elements are traditionally called \textit{regular}; they are precisely the elements whose centralizers are Cartan subalgebras of \( \mathfrak{g} \). Regular elements of \( \mathfrak{gl}(V) \) are those endomorphisms of \( V \) whose eigenvalues are all simple, i.e., which have, with respect to some basis, diagonal matrices with distinct entries. Principal nilpotents exist and all of them are in one orbit which is necessarily dense and \( \mathcal{Z} \)-open in \( \mathcal{N} \) (cf. [14], §§1–5, [15], §3).

(e) Since \( G \) is a complex group, the \( G \)-orbits in \( \mathfrak{g} \) may also be regarded as complex manifolds which turn out to be regularly embedded in \( \mathfrak{g} \). In fact, let \( Z \in \mathfrak{g} \) and let \( G_Z \) be the centralizer of \( Z \) in \( G \). Write \( G^* = G/G_Z \) and \( x \mapsto x^* \) for the natural map of \( G \) onto \( G^* \). Since the orbit \( G \cdot Z \) is \( \mathcal{Z} \)-open in its \( \mathcal{Z} \)-closure, it is open in its closure (usual topology) and so is locally compact and second countable in its relative topology that it inherits from \( \mathfrak{g} \). Standard arguments then show that \( G \cdot Z \) is a regular submanifold of \( \mathfrak{g} \) and that the map

\[
(2.7) \quad \pi_Z : x^* \mapsto Z^x
\]

is a complex analytic isomorphism of \( G^* \) with \( G \cdot Z \).

We shall always identify \( \mathfrak{g} \) with the space of holomorphic left invariant vector fields on \( G \) so that the tangent space at every point of \( G \) is canonically identified with \( \mathfrak{g} \). On the other hand, as \( \mathfrak{g} \) is a vector space over \( \mathbb{C} \), its complex tangent space at each point is also canonically identified with \( \mathfrak{g} \). It is then clear that the tangent space to the orbit \( G \cdot Z \) at \( Z \) is \( [Z, \mathfrak{g}] \):

\[
(2.8) \quad T_Z(G \cdot Z) = [Z, \mathfrak{g}].
\]

For, if \( X \in \mathfrak{g} \),

\[
(2.9) \quad \left( \frac{d}{dz} Z^{\exp zX} \right)_{z=0} = [X, Z]
\]
so that the differential of the map $x \mapsto Z^x$ of $G$ onto $G \cdot Z$ at 1 is the linear transformation $X \mapsto [X, Z]$, leading to (2.8). For the dimension of the orbit we have the formula

$$\dim(G \cdot Z) = \dim([Z, g]) = \dim(g) - \dim(g_Z).$$

In particular,

$$Z \text{ is principal } \iff \dim(g_Z) = l \quad (= \text{ rank}(g)).$$

If $Y$ is principal nilpotent, $\dim(g_Y) = l$ and the $\lambda_i$ in (2.4) are even integers ([14], [28]).

In case $g = g(n, \mathbb{C})$, we have $g = \mathbb{C} \cdot 1 \oplus \mathfrak{sll}(n, \mathbb{C})$ and $g_x = \mathbb{C} \cdot 1 \oplus (g_x \cap \mathfrak{sll}(n, \mathbb{C}))$. It is often convenient to assume that the $Z_i$ in (2.4) are chosen so that

$$Z_1 = 1, Z_2, \ldots, Z_q \in g_x \cap \mathfrak{sll}(n, \mathbb{C}).$$

In particular $\lambda_1 = 0$. A typical choice of principal nilpotent is

$$Y_n = \begin{pmatrix} 0 & & & & C \\ b_1 & 0 & & & 0 \\ 0 & b_2 & 0 & & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & b_{n-1} & 0 \end{pmatrix}$$

where

$$b_j = j(n-j), \quad 1 \leq j \leq n - 1.$$
then
\[ \{ H_n, X_n, Y_n \} \] is a standard triple.

So \( X_n \) is a nilpotent opposite to \( Y_n \); the choices (2.15) are thus seen to be made so that \( X_n \) takes a simple form. The centralizer of \( X_n \) is seen to be the space of all upper triangular matrices whose elements are constant on each diagonal (companion matrices, see [8]):

\[
Z \in g_{X_n} \iff Z = \begin{pmatrix}
    a_1 & a_2 & \cdots & a_{n-1} & a_n \\
    0 & a_1 & a_2 & \cdots & a_{n-1} \\
    & & & \ddots & \\
    0 & & & & a_1 \\
    & & & & & a_1
\end{pmatrix}.
\]

Let \( E_{ij} \) (1 \( \leq \) \( i, j \leq n \)) be the matrix units, i.e., \( E_{ij} \) is the matrix which has 1 in its \( ij \)th cell and 0 in all others. Define

\[
(2.16) \quad Z_i = E_{1,i} + E_{2,i+1} + \cdots + E_{n-i+1,n} \quad (1 \leq i \leq n).
\]

Then

\[
(2.17) \quad Z_1 = 1, \quad g_{X_n} = C \cdot Z_1 + \cdots + C \cdot Z_n.
\]

Moreover

\[
(2.18) \quad [H_n, Z_i] = 2(i - 1)Z_i \quad (1 \leq i \leq n).
\]

It is immediately evident from (2.18) that \( \Lambda(Y_n) = n \).

We shall now obtain an estimate for \( \Lambda(Y) \). Let \( g \) be arbitrary reductive, \( Y \neq 0 \) a nilpotent, and \( \{ H, X, Y \} \) a standard triple. If the integers \( \lambda_i \) are as in (2.4), it is easily seen that \( \sup_{1 \leq i \leq q} \lambda_i \) is the largest eigenvalue of \( \text{ad} \, H \). On the other hand, let \( \mathfrak{h} \) be a Cartan subalgebra containing \( H \) and let us choose a positive system of roots of \((g, \mathfrak{h})\) such that \( a(H) > 0 \) for all positive roots \( a \). Let \( \alpha_1, \ldots, \alpha_l \) be the simple roots. It is known that \( \alpha_i(H) \in \{0, 1, 2\} \) for all \( i = 1, \ldots, l \), and that for principal \( Y \), \( \alpha_i(H) = 2 \) for all \( i = 1, \ldots, l \) (cf. [14], Lemmas 5.1 and 5.2). So, if \( \Delta_1 \) (resp. \( \Delta_2 \)) is the set of \( i \) for which \( \alpha_i(H) = 1 \) (resp. \( \alpha_i(H) = 2 \)), then

\[
(2.19) \quad \Lambda(Y) = 1 + \frac{1}{2} \max \left( \sum_{i \in \Delta_1} m_i + 2 \sum_{j \in \Delta_2} m_j \right)
\]

where the maximum is over all \( m_1, \ldots, m_l \) such that \( \alpha = m_1 \alpha_1 + \cdots + m_l \alpha_l \) is a positive root.
For any positive root \( \alpha = m_1\alpha_1 + \cdots + m_l\alpha_l \), we call \( m_1 + \cdots + m_l \) the order of \( \alpha \). Write
\[
(2.20) \quad \text{ord}(g) = \text{maximum of the orders of the positive roots of } g.
\]
Obviously \( \text{ord}(g) \) is the maximum of the orders of the highest roots of the simple factors of \( g \). From (2.19) we easily obtain the following.

**Proposition 1.** For any nilpotent \( Y \neq 0 \), \( \Lambda(Y) \leq 1 + \text{ord}(g) \); if \( Y \) is principal, \( \Lambda(Y) = 1 + \text{ord}(g) \).

For \( g = gI(n, C) \), the roots are \( \pm (\alpha_i + \alpha_{i+1} + \cdots + \alpha_j), 1 \leq i \leq j \leq n - 1 \), so that \( \text{ord}(g) = n - 1 \). So \( \Lambda(Y) \leq n \) in this case.

2.2. The following results are of fundamental importance for us.

**Proposition 1.** Let \( Y \neq 0 \) be a nilpotent of \( g \). Let \( X, H \) be in \([g, g]\) such that \( \{X, H, Y\} \) is a standard triple. Let \( g_X \) be the centralizer of \( X \) in \( g \).

Then the affine space \( Y + g_X \) meets the orbit \( G \cdot Y \) exactly at \( Y \).

**Proof.** We establish first that for a suitable open neighborhood \( n_X \) of 0 in \( g_X \), the orbit \( G \cdot Y \) meets \( Y + n_X \) only at \( Y \). Let \( G^* = G/G_Y \) and \( x \mapsto x^* \) the natural map of \( G \) onto \( G^* \). We consider the map
\[
\psi: x^*, Z \mapsto Y^x + Z \quad (x^* \in G^*, Z \in g_X).
\]

It follows from (2.9) that the differential \((d\psi)_{(1^*, 0)}\) has for its range \([Y, g] + g_X\) which is \( g \) by (2.3). Hence \((d\psi)_{(1^*, 0)}\) is a linear isomorphism. So there are open neighborhoods \( U^* \) of \( 1^* \) in \( G^* \), and \( n'_X \) of 0 in \( g_X \), such that \( \psi \) is an analytic isomorphism of \( U^* \times n'_X \) with an open neighborhood \( n \) of \( Y \) in \( g \). We claim that if \( n_X \) is a sufficiently small open neighborhood of 0 in \( n'_X \), the orbit \( G \cdot Y \) meets \( Y + n_X \) only at \( Y \). If this is not true, we can find a sequence \((x_n)_{n \geq 1}\) in \( G \) such that
\[
Y^{x_n} = Y - Z_n, \quad 0 \neq Z_n \in g_X, \quad Z_n \to 0.
\]

Now we have already remarked in §2.1 that the map \( x^* \mapsto Y^x \) is a homeomorphism of \( G^* \) with \( G \cdot Y \), the latter being given the topology induced by \( g \). So, as \( Y^{x_n} \to Y \), we have \( x_n^* \to 1^* \). Hence \( x_n^* \in U^* \) for all \( n \geq n_0 \). We may also assume that \( Z_n \in n'_X \) and \( Y^{x_n} \in n \) for \( n \geq n_0 \). But then, for \( n \geq n_0 \),
\[
\psi(x_n^*, Z_n) = Y^{x_n} + Z_n = Y = \psi(1^*, 0)
\]
giving $x^*_n = 1^*$, $Z_n = 0$, as $\psi$ is one-one on $U^* \times n^*$. As $Z_n \neq 0$ we have a contradiction. Our claim is thus established.

In order to prove the proposition we need therefore only show that if the orbit $G \cdot Y$ meets $Y + g_x$ at points other than $Y$, it meets it also at points different from, but arbitrarily close to, $Y$. Let $(Z_i)_{1 \leq i \leq q}$ be a basis of $g_x$ satisfying (2.4). Suppose $(c_1, \ldots, c_q) \neq (0, \ldots, 0)$ is such that

$$U = Y + c_1Z_1 + \cdots + c_qZ_q \in G \cdot Y.$$ 

Then

$$U^{\exp \lambda t} = e^{-\lambda t}Y + c_1e^{\lambda_1t}Z_1 + \cdots + c_qe^{\lambda_qt}Z_q \in G \cdot Y$$

for all $t \in \mathbb{C}$. Let $V_t = e^{2t}U^{\exp \lambda t}$. As $U^{\exp \lambda t} \in G \cdot Y$, it is nilpotent and so is conjugate to any nonzero multiple of it, by (2.6). Hence $V_t \in G \cdot Y$ also, for all $t \in \mathbb{C}$. But now,

$$V_t = Y + c_1e^{(\lambda_1+2)t}Z_1 + \cdots + c_qe^{(\lambda_q+2)t}Z_q.$$ 

Since all $\lambda_i$ are $\geq 0$, the exponentials above tend to 0 when $t \in \mathbb{R}$ and goes to $-\infty$. Hence

$$V_t \in G \cdot Y, \quad V_t \neq Y, \quad V_t \in Y + g_x, \quad V_t \to Y \quad (t \to -\infty \text{ through real values})$$

as we wanted.

**Proposition 2.** If $U \in Y + g_x$ is nilpotent and $U \neq Y$ then $\dim(G \cdot U) > \dim(G \cdot Y)$.

*Proof.* Let $U = Y + c_1Z_1 + \cdots + c_qZ_q$, $Z_i$ as in (2.4). Define $V_t$ as before. Then $V_t \to Y$ as $t \to -\infty$ through real values. Since $U$ is nilpotent, (2.6) implies that $V_t \in G \cdot U$. Hence $Y \in \text{Cl}(G \cdot U)$, implying that $Y$ is in the $Z$-closure of the orbit of $U$. By §2.1(d), we have $\dim(G \cdot U) \geq \dim(G \cdot Y)$ with equality only if $Y \in G \cdot U$, i.e., if $U \in G \cdot Y$. But $G \cdot Y$ meets $Y + g_x$ only at $Y$. Hence, as $U \neq Y$, we cannot have $U \in G \cdot Y$. So we must have $\dim(G \cdot U) > \dim(G \cdot Y)$.

**Corollary 1.** If $Y$ is a principal nilpotent, it is the only nilpotent in $Y + g_x$.

*Proof.* For $\dim(G \cdot Y)$ has the maximum possible dimension.

For non-nilpotent elements in $Y + g_x$ we have

**Proposition 3.** For any $U \in Y + g_x$, $\dim(G \cdot U) \geq \dim(G \cdot Y)$. 
We do not prove this here since we make no use of it.

THE CLASSICAL CONNECTIONS

3. Reduction theory in the regular case.

3.1. The reduction theory of regular connections is very well known and so we limit ourselves to a very brief review for later use. The main result is that they are determined up to $GL(V(\Theta))$-equivalence by their monodromy. This comes out as a byproduct of the determination of the orbit space $GL(V(\Theta))_1 \setminus \Omega$ where $\Omega$ is the space of connections of the first kind, i.e., of $A \in g l(V(\Theta))$ with $\text{ord}(A) \geq -1$. The orbits are parametrized by the so-called aligned models.

The study of $\Omega$ as a $GL(V(\Theta))_1$-space goes back already to Birkhoff [2] (although he erroneously asserted that every element of $\Omega$ can be transformed to $z^{-1}A_{-1}$ under $GL(V(\Theta))_1$). The reduction to an aligned model is known (see Gantmacher ([9], p. 162)) and also Turrittin ([26], p. 33). We sharpen this result by proving that the aligned model of an element of $\Omega$ is determined up to conjugacy by a suitable finite dimensional subgroup of $GL(V(\Theta))_1$.

3.2. Let $A \in \Omega$ be given by

(3.1) $A = z^{-1}A_{-1} + A_0 + zA_1 + \cdots + z^m A_m + \cdots$.

We write $\sigma = \sigma(A_{-1})$ for the set of eigenvalues of $A_{-1}$. For $\lambda \in \sigma$ let $V_\lambda$ be the corresponding spectral subspace of $A_{-1}$, i.e., the largest subspace of $V$ stable under $A_{-1}$ on which $A_{-1} - \lambda \cdot 1$ is nilpotent. Let $P_\lambda(V \to V_\lambda)$ be the projections corresponding to the direct sum $V = \bigoplus_{\mu \in \sigma} V_\mu$. If $m$ is an integer $\geq 0$ and $(\lambda, \mu) \in \sigma \times \sigma$, we say

(3.2) $m$ is aligned with $(\lambda, \mu)$ if $\lambda - \mu = m + 1$.

Proposition. Let $A$ be as in (3.1). Then we can find $x$ in $GL(V(\Theta))_1$ such that $B = x[A] = z^{-1}B_{-1} + B_0 + zB_1 + \cdots$ has the following properties:

(a) $B_{-1} = A_{-1}$.

(b) For $m \geq 0$, $(\lambda, \mu) \in \sigma \times \sigma$, $P_\lambda B_m P_\mu = 0$ if $m$ is not aligned with $(\lambda, \mu)$.

Proof. Let $x = 1 + zT_1 + z^2 T_2 + \cdots$ where $T_j$ is to be chosen so that (a) and (b) are satisfied for $B = x[A]$. Since $xA + \dot{x} = Bx$, we get
(3.3) \[ B_m = A_m + \sum_{1 \leq r \leq m} (T_r A_{m-r} - B_{m-r} T_r) - (\text{ad}(A_{-1}) - (m + 1))(T_{m+1}). \]

For \((\lambda, \mu) \in \sigma \times \sigma\) and any endomorphism \(L\) of \(V\) we write \(L_{\lambda \mu}\) for \(P_{\lambda} L P_{\mu}\) and regard it in a natural way as an element of \(\text{Hom}_c(V_{\mu}, V_{\lambda})\). Since \(V_{\lambda}\) and \(V_{\mu}\) are stable under \(A_{-1}\) we have

\[
(\text{ad}(A_{-1})(T_{m+1}))_{\lambda \mu} = \text{ad}(A_{-1})((T_{m+1})_{\lambda \mu}).
\]

Hence (3.3) leads to

(3.4) \[
(B_m)_{\lambda \mu} = (A_m)_{\lambda \mu} + \sum_{1 \leq r \leq m} (T_r A_{m-r} - B_{m-r} T_r)_{\lambda \mu} - (\text{ad}(A_{-1}) - (m + 1)1)((T_{m+1})_{\lambda \mu})
\]

for all \((\lambda, \mu) \in \sigma \times \sigma\). Now \(\text{ad}(A_{-1}) - (m + 1)1\) has \(\lambda - \mu - (m + 1)\) as its sole eigenvalue on \(\text{Hom}_c(V_{\mu}, V_{\lambda})\). So, if \(B_j (j \leq m - 1), T_k (k \leq m)\) have already been defined, we can define \(B_m\) and \(T_{m+1}\) as follows: if \(m\) is not aligned with \((\lambda, \mu)\), \(\text{ad}(A_{-1}) - (m + 1)1\) is invertible on \(\text{Hom}_c(V_{\mu}, V_{\lambda})\) and so we choose \((T_{m+1})_{\lambda \mu}\) so that (3.4) is true with \((B_m)_{\lambda \mu} = 0\); if \(m\) is aligned with \((\lambda, \mu)\), we choose \((T_{m+1})_{\lambda \mu} = 0\) and define \((B_m)_{\lambda \mu}\) by (3.4). This completes the definition of \(B_m\) and \(T_{m+1}\) and the proposition is proved by induction on \(m\).

Any \(B\) as in the above Proposition is said to be an aligned model for \(A\).

3.3. We shall now examine the extent of non-uniqueness of the aligned model. Let \(X \in \mathfrak{gl}(V)\), let \(\Omega(X)\) be the set of all \(A \in \Omega\) with \(A_{-1} = X\), and let \(\mathfrak{B} = \mathfrak{B}(X)\) be the set of all \(B \in \Omega\) satisfying (a) (with \(A_{-1} = X\)) and (b) of Proposition 3.2. Let

(3.5) \[
\mathfrak{J}(X) = \mathfrak{J} = \{x = 1 + zT_1 + \cdots | (T_m)_{\lambda \mu} = 0 \text{ unless } \lambda - \mu = m\}.
\]

Then \(\mathfrak{J}\) is a subgroup of \(\text{GL}(V(\mathfrak{C}))\) and \(x \mapsto x(1)\) (which is well-defined) is an isomorphism of \(\mathfrak{J}\) with the subgroup \(U\) of \(\text{GL}(V)\) given by

(3.6) \[
U = \{u \in \text{GL}(V) | u_{\lambda \lambda} = 1, u_{\lambda \mu} = 0 \text{ unless } \lambda - \mu \text{ is an integer } \geq 0\}.
\]
Finally, let $\mathcal{N} = \mathcal{N}(X)$ be the affine subspace of all $N \in \mathfrak{gl}(V)$ such that

$$N_{\lambda\lambda} = ((A_{-1})_n)_{\lambda\lambda}, \quad N_{\lambda\mu} = 0 \quad \text{unless } \lambda - \mu \text{ is an integer } \geq 0.$$ 

For any $B \in \mathfrak{B}$ let

$$\tilde{B} = B(1) - X_s$$

where, as usual, $X_s$ is the semisimple component of $X$. Obviously the map $B \mapsto \tilde{B}$ is a bijection of $\mathfrak{B}$ with $\mathcal{N}$.

**Lemma 1.** $\mathfrak{g}$ acts on $\mathfrak{B}$. If $B \in \mathfrak{B}$, $x \in \mathfrak{g}$ and $B' = x[B]$, then

$$\tilde{B}' = x(1)\tilde{B}x(1)^{-1}.$$ 

**Proof.** This is a straightforward verification.

**Lemma 2.** Let $B, B' \in \mathfrak{B}$ and $x \in \text{GL}(V(\mathfrak{g}))_1$ such that $x[B] = B'$. Then $x \in \mathfrak{g}$.

**Proof.** Let $x = 1 + zT_1 + \cdots$. Now, we have, for all integers $m \geq 0$, $(\lambda, \mu) \in \sigma \times \sigma$,

$$(B'_m)_{\lambda\mu} = (B_m)_{\lambda\mu} + \sum_r \left[ (T_rB_{m-r})_{\lambda\mu} - (B'_{m-r}T_r)_{\lambda\mu} \right]$$

$$- (\text{ad}(X) - (m + 1)1)((T_{m+1})_{\lambda\mu}).$$

Assume that, for $j \leq m$, $(T_j)_{\lambda\mu} = 0$ unless $\lambda - \mu = j$. Suppose $\lambda - \mu \neq m + 1$. Then $m$ is not aligned to $(\lambda, \mu)$ and so, $(B_m)_{\lambda\mu} = 0$, $(B'_m)_{\lambda\mu} = 0$. On the other hand, for $1 \leq r \leq m$,

$$(T_rB_{m-r})_{\lambda\mu} = \sum_v (T_r)_{\lambda\nu}(B_{m-r})_{\nu\mu}.$$ 

If both $(T_r)_{\lambda\nu}$ and $(B_{m-r})_{\nu\mu}$ are nonzero for some $v$, we must have $\lambda - \nu = r$ (by the induction hypothesis) and $\nu - \mu = m - r + 1$ (as $B \in \mathfrak{B}(X)$). Hence $\lambda - \mu = m + 1$, which contradicts our assumption. Hence $(T_rB_{m-r})_{\lambda\mu} = 0$. Similarly we show $(B'_{m-r}T_r)_{\lambda\mu} = 0$. Thus

$$(\text{ad}(X) - (m + 1)1)((T_{m+1})_{\lambda\mu}) = 0.$$ 

As $\lambda - \mu \neq m + 1$, we must have $(T_{m+1})_{\lambda\mu} = 0$, as we wanted to prove.
We have thus obtained

**THEOREM 1.** Fix $X \in \mathfrak{gl}(V)$. For each $A \in \Omega(X)$ let $B$ be an aligned model for $A$, and let $\tilde{B}$ be as in (3.8). Then $B$ (resp. $\tilde{B}$) is unique up to conjugacy by $\mathfrak{f}$ (resp. $U$); and the map that assigns to the $\text{GL}(V(\varnothing))_1$-equivalence class of $A$ the $U$-orbit of $\tilde{B}$ is well defined and determines a bijection:

$$\text{GL}(V(\varnothing))_1 \backslash \Omega \sim U \backslash \mathcal{R}.$$ 

We give a few examples to convince the reader that the structure of $U \backslash \mathcal{R}$, and hence that of $\text{GL}(V(\varnothing))_1 \backslash \Omega$, is not simple. The notation is as in Theorem 1.

1. No two distinct eigenvalues of $A_{-1}$ differ by an integer. Here $\mathcal{R}$ consists of a single element $\text{bl.diag}(N_1, \ldots, N_p)$ ($N_i$ nilpotent), and $U = (1)$. Hence there is only one orbit, and we have

$$x[A] = z^{-1}A_{-1}$$

for some $x \in \text{GL}(V(\varnothing))_1$. Actually the proof of the Proposition 3.2 gives an algorithm for determining one such $x$.

2. All eigenvalues of $A_{-1}$ are simple and any two of them differ by an integer. This is the other extreme type of example. $\mathcal{R}$ is the Lie algebra of lower triangular nilpotent matrices and $U$ is its adjoint group. The space $U \backslash \mathcal{R}$ has been studied in considerable detail (see [21] for instance). The aligned model $z^{-1}A_{-1}$ corresponds to the orbit (0).

3.4. Let $A \in \Omega$ be as in (1). Write the eigenvalues of $A_{-1}$ as $\{\lambda_{ij} \mid 1 \leq i \leq p, 1 \leq j \leq n_i\}$ where $\lambda_{ij} - \lambda_{i,j'} \in \mathbb{Z}$ if and only if $i = i'$, and $\lambda_{ij} - \lambda_{i,j'} > 0$ if $j > j'$.

Let $B$ be an aligned model for $A$. Let $u \in \text{GL}(V(\mathcal{O}_{cgt}))$ be defined by $u_{\lambda_{ij}} = 0$ for $\lambda \neq \mu$ and, for $\lambda = \lambda_{ij} = \mu$, $u_{\lambda_{ij}} = z^{\lambda_{ij} - \lambda_{ij}} \cdot 1$, $1 \leq i \leq p$, $1 \leq j \leq n_i$.

**PROPOSITION.** With $u$ as above, we have

$$u[B] = z^{-1}C$$

where $C = \tilde{B} + \Lambda$ and $\Lambda$ acts as the scalar $\lambda_{ij}$ on all the spectral subspaces $V_{\lambda}$ for $\lambda = \lambda_{ij}$, $1 \leq j \leq n_i$.

**Proof.** Straightforward calculation.

**Remark.** By arguing as in the proof of Proposition 1.7.2 it is easy to see that $\text{lag}(u) = \max_{i} |\lambda_{ij} - \lambda_{in_i}|$. This will be important in §6.6.
3.5. We say that an endomorphism $L$ of $V$ is \textit{reduced} if
\begin{equation}
(3.9) \quad \text{the real parts of all eigenvalues of } L \text{ lie in } [0, 1).
\end{equation}
The property of being reduced is invariant under the action of $\text{GL}(V)$, and so it makes sense to speak of reduced $\text{GL}(V)$-orbits in $\mathfrak{gl}(V)$.

For any $\lambda \in \mathbb{C}$ let $(\lambda)$ be the element of $\mathbb{C}$ defined uniquely by $0 \leq \text{Re}(\lambda) < 1$, $\lambda - (\lambda) \in \mathbb{Z}$. If $C$ is any endomorphism of $V$ with spectrum $\sigma(C)$ and spectral projections $Q_\lambda (\lambda \in \sigma(C))$, we define
\begin{equation}
(3.10) \quad C_{\text{red}} = \sum_{\lambda \in \sigma(C)} (\lambda) Q_\lambda, \quad x = \sum z^{(\lambda) - \lambda} Q_\lambda.
\end{equation}
It is obvious that
\begin{equation}
(3.11) \quad \exp 2\pi i C = \exp 2\pi i C_{\text{red}}, \quad x[z^{-1}C] = z^{-1}C_{\text{red}}.
\end{equation}

\textbf{Lemma.} The exponential map induces a bijection from the set of reduced $\text{GL}(V)$-orbits in $\mathfrak{gl}(V)$ to the set of all conjugacy classes in $\text{GL}(V)$.

\textit{Proof}. It is well known that the exponential map from $\mathfrak{gl}(V)$ to $\text{GL}(V)$ is surjective. The lemma is an immediate consequence of this, (3.11), and the obvious fact that if $C$ is reduced, the spectral projections of $\exp 2\pi i C$ are precisely the $Q_\lambda$ corresponding to $e^{2\pi i \lambda}$.

3.6. We say $A \in \mathfrak{gl}(V(\mathbb{F}))$ is \textit{regular} if there exists $x \in \text{GL}(V(\mathbb{F}))$ such that $x[A]$ is of the first kind. We see from §§3.2, 3.4 and (3.11) that a regular $A$ is equivalent over $\text{GL}(V(\mathbb{F}))$ to $z^{-1}C$ for some reduced $C \in \mathfrak{gl}(V)$.

\textbf{Theorem.} For any regular $A \in \mathfrak{gl}(V(\mathbb{F}))$ let $C \in \mathfrak{gl}(V)$ (resp. reduced $C \in \mathfrak{gl}(V)$) be such that $A \sim z^{-1}C$ in $\text{GL}(V(\mathbb{F}))$, and let $[\exp 2\pi i C]$ (resp. $[C]$) be the conjugacy class of $\exp 2\pi i C$ (resp. $C$) in $\text{GL}(V)$ (resp. $\mathfrak{gl}(V)$). Then $[\exp 2\pi i C]$ (resp. $[C]$) is uniquely determined by $A$, depends only on the $\text{GL}(V(\mathbb{F}))$-equivalence class $[A]$ of $A$, and the map
\[ [A] \mapsto [\exp 2\pi i C] \quad (\text{resp. } [A] \mapsto [C]) \]
is a bijection of the set of regular $\text{GL}(V(\mathbb{F}))$-equivalence classes in $\mathfrak{gl}(V(\mathbb{F}))$ with the set of conjugacy classes in $\text{GL}(V)$ (resp. reduced conjugacy classes in $\mathfrak{gl}(V)$).

The theorem is immediate from our discussion so far and the following lemma.
LEMMA. Suppose \( C_1, C_2 \in \mathfrak{gl}(V) \) are reduced, and \( t \in \text{GL}(V(\mathbb{F})) \) is such that \( t[z^{-1}C_1] = z^{-1}C_2 \). Then \( t \) lies in \( \text{GL}(V) \) and \( tC_1t^{-1} = C_2 \).

Proof. Let us write \( t \) in the form

\[
(3.12) \quad t = \sum_{k=-\infty}^{\infty} t_k z^k.
\]

The equation \( t(z^{-1}C_1) + t = (z^{-1}C_2)t \) then leads to the relations

\[
(3.13) \quad t_k C_1 + k t_k = C_2 t_k.
\]

Let \( L \) be the endomorphism of \( \mathfrak{gl}(V) \) defined by \( L(u) = C_2 u - u C_1 \) \( (u \in \mathfrak{gl}(V)) \). Then the eigenvalues of \( L \) are of the form \( \lambda_2 - \lambda_1 \) where \( \lambda \), runs through the eigenvalues of \( C_i, i = 1, 2 \). As \( C_1 \) and \( C_2 \) are reduced, we see that \( |\text{Re}(\lambda)| < 1 \) for all eigenvalues \( \lambda \) of \( L \). Rewriting (3.13) as \( L(t_k) = k t_k \) we conclude that \( t_k = 0 \) if \( k \neq 0 \).

3.7. If \( A \in \mathfrak{gl}(V(\mathbb{F})) \) is regular and \( \sim z^{-1}C \) under \( \text{GL}(V(\mathbb{F})) \) where \( C \in \mathfrak{gl}(V) \), we call \( \left[\exp 2\pi i C\right] \), the \( \text{GL}(V) \)-conjugacy class of \( \exp 2\pi i C \), the monodromy of \( A \). Let \( A \) be as in (3.1), \( B \) an aligned model for \( A \), and \( \tilde{B} \) as in (3.8).

**Theorem.** The monodromy of \( A \) is \([\gamma]\) where \( \gamma = \exp 2\pi i(A_0) \cdot \exp 2\pi i\tilde{B} \). Moreover, this is the Jordan decomposition of \( \gamma \).

Proof. This is immediate from Proposition 3.4.

**Corollary 1.** The elements in the monodromy (class) of \( A \) have the same characteristic polynomial as \( \exp 2\pi iA_{-1} \).

3.8. Starting with \( A \) as in (3.1), the determination of its monodromy is thus seen to depend on the determination of \( B \) in Proposition 3.2 whose proof gives a computational procedure for doing this. It is moreover clear from that proof that the \( B_m \) are determined recursively and that \( B_m \) depends only on \( A_{-1}, A_0, \ldots, A_m \). Let

\[
(3.14) \quad k(A_{-1}) = \max_{1 \leq j \leq p} \max_{1 \leq r \leq n_j} (\lambda_{jr} - \lambda_{j1} - 1).
\]

It is then immediate that for \( m > k(A_{-1}) \), \( m \) is not aligned with any \((\lambda, \mu) \) in \( \sigma \times \sigma \), so that \( B_m = 0 \). So \( B \) is determined by a knowledge of the
B_s, s \leq k(A_{-1}), and hence by a knowledge of the A_s, s \leq k(A_{-1}). We thus obtain

**Proposition.** Let A be as in (3.1). Then its monodromy is already determined by the coefficients A_s, s \leq k(A_{-1}), k(A_{-1}) being the integer \( \geq -1 \) defined by (3.14).

The bound \( k(A_{-1}) \) obtained above is in fact sharp, as may be seen from the example with

\[
A = \begin{pmatrix}
0 & 0 \\
\alpha z^{m-1} & mz^{-1}
\end{pmatrix}, \quad \alpha \neq 0, m \text{ integer} \geq 1.
\]

Then \( k(A_{-1}) = m - 1 \) and the monodromy is

\[
\begin{pmatrix}
1 & 0 \\
e^{2\pi i\alpha} & 1
\end{pmatrix}.
\]

3.9. It is obviously of interest to know when the monodromy is the conjugacy class \( \exp 2\pi i A_{-1} \). This will be so if \( \tilde{B} = (A_{-1})_\nu \). The classical sufficient condition for this is that no two (distinct) eigenvalues of \( A_{-1} \) differ by an integer. By scrutinizing the recursion formulae (3.4) more carefully one can prove the following sharpened form of it. We omit the proof.

**Proposition.** Suppose that the coefficients \( A_m \) satisfy either the conditions

\[
A_m = 0 \quad \text{on} \quad \bigoplus_{1 \leq i \leq p} \bigoplus_{1 \leq r < n_i} V_{\lambda_i r}, \quad \text{for} \ 0 \leq m \leq k(A_{-1})
\]

or the dual conditions

\[
\text{range}(A_m) \subset \bigoplus_{1 \leq i \leq p} V_{\lambda_i}, \quad \text{for} \ 0 \leq m \leq k(A_{-1}).
\]

Then \( A \) is equivalent to \( z^{-1}A_{-1} \) over \( \text{GL}(V(\mathfrak{g}))_1 \).

3.10. In §6 we shall be interested in the question of when two elements \( R_1 \) and \( R_2 \) which are regular in \( \mathfrak{g} \mathfrak{l}(V(\mathfrak{g})) \) are equivalent with respect to \( \text{GL}(V(\mathfrak{g})) \).

**Proposition 1.** Suppose \( R_1 \) and \( R_2 \) in \( \mathfrak{g} \mathfrak{l}(V(\mathfrak{g})) \) are regular. Then they are \( \text{GL}(V(\mathfrak{g})) \)-equivalent if and only if for some integer \( k \geq 1 \), the \( k \)th powers of their monodromies are the same.
Proof. We may clearly assume that \( R_j = z^{-1}C_j \), \( j = 1, 2 \), so that \( M_j = \exp 2\pi i C_j \) defines the monodromy of \( R_j \). If \( d \geq 1 \) is an integer, it is immediate by going over to the \( \zeta \)-liftings that \( R_1 \) and \( R_2 \) are equivalent under \( \text{GL}(V(\mathbb{F}_q)) \) if and only if \( \zeta^{-1}(dC_1) \) and \( \zeta^{-1}(dC_2) \) are equivalent in \( \text{GL}(V(\mathbb{F}_\zeta)) \), i.e., if and only if \( [M^d_1] = [M^d_2] \).

There is also an \( \mathbb{F} \)-version of Proposition 3.8 which we will need in §6.6. Let \( C \in \mathfrak{g} l(V) \) and let \( \sigma(C) \) be the set of its eigenvalues. Then we can describe \( \sigma(C) \) as

\[
\sigma(C) = \{ \lambda_{ij} \mid 1 \leq i \leq p, \ 1 \leq j \leq n_i \}
\]

where for \( i \neq i', \lambda_{ij} - \lambda_{i'j'} \not\in \mathbb{Q} \) while \( \lambda_{ij} - \lambda_{i'j'} > 0 \) for \( j > j' \). Let

\[
k(C) = \max_{1 \leq i \leq p} (\lambda_{mn_i} - \lambda_{i1}).
\]

**Proposition 2.** Fix \( C \in \mathfrak{g} l(V) \) and write \( \tilde{k} = k(C) \). Suppose \( A, B \in \mathfrak{g} l(V(\mathbb{F}_\zeta)) \) are of the first kind and \( A_{-1} = B_{-1} = C \). If \( A \equiv B \ (\text{mod } z^k) \), then \( A \) and \( B \) are equivalent in \( \text{GL}(V(\mathbb{F}_\zeta)) \).

**Proof.** Let \( d \geq 1 \) be an integer such that \( A, B \in \mathfrak{g} l(V(\mathbb{F}_{d})) \) and all \( \lambda_{ij} - \lambda_{i'j'} \in (1/d)\mathbb{Z} \). The result follows by going over to \( \zeta = z^{1/d} \) and using Proposition 3.8.

3.11. We close this section with a brief discussion of the convergent case. For any subset \( \Gamma \) of \( \mathfrak{g} l(V(\mathbb{F}_\zeta)) \) we put \( \Gamma_{\text{cgt}} = \Gamma \cap \mathfrak{g} l(V(\mathbb{F}_{\text{cgt}})) \).

It is obvious that if \( A \in \mathfrak{g} l(V(\mathbb{F}_{\text{cgt}})) \) is regular, there is \( x \in \text{GL}(V(\mathbb{F}_{\text{cgt}})) \) such that \( x[A] \in \Omega_{\text{cgt}} \). The key result in carrying over the preceding theory to the convergent setting is the following proposition. It leads to the theorem below.

**Proposition.** Let \( A_1, A_2 \) be regular elements of \( \mathfrak{g} l(V(\mathbb{F}_{\text{cgt}})) \). If \( x \in \text{GL}(V(\mathbb{F}_\zeta)) \) and \( x[A_1] = A_2 \), then \( x \in \text{GL}(V(\mathbb{F}_{\text{cgt}})) \).

**Proof.** We may assume that \( A_1 \) and \( A_2 \) are both in \( \Omega_{\text{cgt}} \). We then have \( xA_1 + x = A_2x \). Let \( W = \text{End}(V) \) and let \( R \) be the element of \( \mathfrak{g} l(W(\mathbb{F}_\zeta)) \) defined by \( Ru = A_2u - uA_1 \ (u \in W(\mathbb{F}_\zeta)) \); then \( x \), viewed as an element of \( W(\mathbb{F}_\zeta) \), satisfies the differential equation \( \dot{x} = Rx \). The proposition is an immediate consequence of the following classical lemma.

**Lemma.** Let \( U \) be any finite dimensional vector space, \( R \in \mathfrak{g} l(U(\mathbb{F}_\zeta)) \) a convergent connection of the first kind, and \( x \in U(\mathbb{F}_\zeta) \) such that \( \dot{x} = Rx \). Then \( x \) is convergent, with at least the same convergence disc as \( R \).
**Theorem.** The convergent elements in any regular \( GL(V(\mathcal{F}))-\)equivalence class form a single \( GL(V(\mathcal{F}_{\text{cgl}}))-\)equivalence class. If \( A \) is a convergent regular connection, we can find \( x \in GL(V(\mathcal{F}_{\text{cgl}})) \) such that \( x[A] = z^{-1}C \) where \( C \in gl(V) \) (resp. reduced \( C \in gl(V) \)). The map \( [A] \rightarrow [\exp 2\pi iC] \) (resp. \( [A] \rightarrow [C] \)) is then a well-defined bijection of the set of regular \( GL(V(\mathcal{F}_{\text{cgl}}))-\)equivalence classes with the set of conjugacy classes (resp. reduced \( GL(V)\)-orbits) in \( GL(V) \) (resp. \( gl(K) \)).

4. Transformations of connections with nilpotent leading coefficients.

4.1. From now on our goal is to develop a reduction theory for a general connection of order \( < -1 \). The first step is to determine whether the connection is equivalent to one of higher order. It turns out that the key indicator for recognizing this is the nilpotence of the leading coefficient. It is easy to prove (§4.2) that if the leading coefficient of a connection is not nilpotent we cannot increase its order even if we are willing to use transformations with coefficients in algebraic extensions of \( \mathcal{F} \). We shall see later (§6.2) that one can then split the connection “along” the spectral subspaces of its leading coefficient, and so one can continue the reduction by studying connections in lower dimension. Therefore the basic step in the reduction theory is to transform a connection into one whose leading coefficient is not nilpotent. The aim of this section is to develop the methods for doing this. It is quite easy to give examples showing that one cannot carry this step within \( \mathcal{F} \) itself (§4.2).

Our main result is the construction of a finitistic procedure to transform a connection \( A \) of order \( r < -1 \) with nilpotent \( A_r \), into a connection \( A' \) of order \( r' \geq r \) such that \( A' \) is either nonnilpotent, or, nilpotent but with \( \dim(GL(V) \cdot A_{r'}) > \dim(GL(V) \cdot A_r) \).

The basic idea behind it is to imbed the nilpotent leading coefficient \( A_r \) of the connection \( A \) in a standard triple \( \{H, X, Y = A_r\} \) (§2.1) and transform \( A \) via \( GL(V(\mathcal{O}))_1 \) to ensure that all the succeeding coefficients of \( A \) are in the centralizer of \( X \). We then obtain \( A' \) as the result of applying a transformation of the form \( z^{qH} \) to \( A \), \( q \) being a rational number. We remark that this technique goes over without change when we consider connections with a reductive structure group. It is not surprising that the changes in the order of a connection are ultimately made only through the transformations \( z^{qH} \). In fact, by the polar decomposition (cf. §1.2), \( GL(n, \mathcal{F}_b) = GL(n, \mathcal{O}_b) \mathcal{O}_{+b} GL(n, \mathcal{O}_b) \), for any \( b \geq 1 \), where \( \mathcal{O}_{+b} = \{z^H \mid H = \text{diag}(r_1, \ldots, r_n), \ r_j \in (1/b)\mathbb{Z}, \ r_1 \leq r_2 \leq \cdots \leq r_n\} \); and the order of elements of \( gl(n, \mathcal{F}) \) is unchanged under \( GL(n, \mathcal{O}) \).

The transformations \( z^{qH} \) are essentially the so-called “shearing transformations” and occur already in Turrittin’s work [26]. However, their
4.2. PROPOSITION. Let $A, A' \in \mathfrak{g}l(V(\mathbb{F}_b))$ and suppose that $A$ and $A'$ are equivalent in $\text{GL}(V(\mathbb{F}_b))$, $b$ being an integer $\geq 1$. Let $r = \text{ord}(A)$, $r' = \text{ord}(A')$. If $r < r'$ and $r < -1$, then $A_r$ is a nilpotent element of $\mathfrak{g}l(V)$.

Proof. Clearly (cf. §1.3) there is no loss of generality in assuming that $b = 1$ since we may consider $z^{1/b}$ as the independent variable. Let $A = x[A'], x \in \text{GL}(V(\mathbb{F}))$. We may assume $V = \mathbb{C}^n$. We write (cf. §1.2) $x = k_1dk_2$ where $k_1, k_2 \in \text{GL}(n, \mathbb{C})$ and $d = \text{diag}(z^{a_1}, \ldots, z^{a_n})$ where the $a_j$ are integers and $a_1 \leq a_2 \leq \cdots \leq a_n$. If $B = k_1^{-1}[A], B' = k_2[A']$, then $B = d[B']$. On the other hand, if $k_j = x_j + \lambda x_j + \cdots$ ($j = 1, 2$), it is clear that $B$ (resp. $B'$) has the same order as $A$ (resp. $A'$), and that $B_r = x_{10}A_r x_{10}^{-1}, B'_r = x_{20}A_r x_{20}^{-1}$. So it is a question of proving that $B_r$ is nilpotent.

Let $B = (b_{ij}), B' = (b'_{ij})$. Then

$$b_{ij}(z) = b'_{ij}(z)z^{a_i - a_j} + a_i \delta_{ij}/z.$$  

Suppose $i \geq j$. Then $a_i \geq a_j$ so that $b'_{ij}(z)z^{a_i - a_j}$ has order $\geq r'$. Hence the right side above has order $\geq \min(r', 1) > r$, i.e.,

$$b_{ij} \equiv 0 \pmod{z^{r+1}}.$$  

In other words, the leading coefficient matrix $B_r$ of $B$ has zeros on and below the main diagonal. It is therefore nilpotent.

For any $A \in \mathfrak{g}l(V(\mathbb{F}))$ we define its principal level $pl(A)$, by

$$pl(A) = \sup_{x \in \text{GL}(V(\mathbb{F}))} \min(-1, \text{ord } x[A]).$$  

Thus

$$pl(A) = \begin{cases} -1 & \text{if ord } x[A] \geq -1 \\ \sup_{x \in \text{GL}(V(\mathbb{F}))} (\text{ord } x[A]) & \text{if ord } x[A] < -1 \end{cases}$$  

for some $x \in \text{GL}(V(\mathbb{F}))$,

$$pl(A) = \sup_{x \in \text{GL}(V(\mathbb{F}))} (\text{ord } x[A])$$  

for all $x \in \text{GL}(V(\mathbb{F}))$.

This is obviously an invariant of the $\text{GL}(V(\mathbb{F}))$-equivalence class of $A$.

If $A \in \mathfrak{g}l(V(\mathbb{F}))$, $r = \text{ord}(A) < -1$ and $A_r$ is not nilpotent, Proposition 4.2 shows that ord $x[A] \leq r$ for all $x \in \text{GL}(V(\mathbb{F}))$. Hence $pl(A) = r$. If $A_r$ is nilpotent it is not a priori clear that $pl(A)$ is even a rational
number. This is true and there is an \( x \in \text{GL}(V(\overline{\mathbb{F}})) \) such that \( A' = x[A] \) has order \( r' = pl(A) \) with \( A' \), not nilpotent.

In order to motivate our methods we shall look at an example. Let

\[
A = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} z^{-2} + \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} z^{-1}.
\]

Let us fix a square root \( z^{1/2} \) and consider \( A' = x[A] \) where \( x = \text{diag}(1, z^{1/2}) \). Then

\[
A' = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} z^{-3/2} + \begin{pmatrix} 0 & 0 \\ 0 & 1/2 \end{pmatrix} z^{-1}.
\]

The leading coefficient of \( A' \) is \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) which is not nilpotent. Hence \( pl(A) = pl(A') = -3/2 \). In particular, we cannot increase the order of \( A \) using \( \text{GL}(V(\overline{\mathbb{F}})) \); for, if we could do so, \( A \) would be regular and \( A' \) would be equivalent over \( \text{GL}(V(\overline{\mathbb{F}})) \) to an element of the form \( z^{-1}C \), contradicting the above Proposition.

In the notation of \( \S 2.1 \) (cf. (2.1a)) \( A \) can be written as \( Yz^{-2} + Xz^{-1} \). The simplicity of the step going from \( A \) to \( A' \) is clearly due to the fact that \( X \) has very good transformation properties relative to the "shearing transformation" \( \text{diag}(1, z^{1/2}) \). This can be further illustrated with the example of a connection \( A \) in \( \mathfrak{gl}(n, \overline{\mathbb{F}}) \) of order \( r < -1 \) whose leading coefficient \( A_r \) is the principal nilpotent \( Y_n \) defined by (2.13) and (2.14). The opposite nilpotent is then \( X_n \) defined by (2.15) and its centralizer is the space of companion matrices. If we consider the action of \( x = \text{diag}(z^q, z^{2q}, \ldots, z^{nq}) \) we find that

\[
x[Y_nz^r] = Y_nz^{r+q} + \text{diag}(q, 2q, \ldots, nq)z^{-1}
\]

while

\[
x[Z_iz^{r+m}] = Z_iz^{r+m-q(i-1)} + \text{diag}(q, 2q, \ldots, nq)z^{-1}.
\]

This suggests that if we can arrange matters so that all the coefficients \( A_{r+m} \) \((m \geq 1)\) are in the centralizer of \( X_n \), then one can, by suitable choice of \( q \), match the numbers \( r + q \) with the numbers \( r + m - q(i - 1) \). The result will be to obtain a connection \( A' \) whose leading coefficient will be of the form \( Y_n + c_1Z_1 + \cdots + c_nZ_n \) where not all \( c_i \) are 0, hence nonnilpotent by Proposition 2.2.2. In the example considered earlier, we have \( q = 1/2 \) and the new leading coefficient is \( Y + X \). This type of argument is completely general and is the core of our method.

The first step is therefore to try to transform \( A \) so that all the \( A_{r+m} \) \((m \geq 1)\) are centralized by a nilpotent opposite to \( A_r \). Now, we know from \( \S 2.1 \) that if \( \{H, X, Y\} \) is a standard triple, the centralizer of \( X \) is a
subspace of \( \mathfrak{g}l(V) \) complementary to range(ad Y). So we begin the next paragraph with the setting in which \( \alpha \) is an arbitrary subspace of \( \mathfrak{g}l(V) \) complementary to the range of ad\((A_r)\).

**4.3. Proposition.** Let
\[
A = z^rA_r + z^{r+1}A_{r+1} + \cdots \quad (r < -1)
\]
be an element of \( \mathfrak{g}l(V(\Theta)) \). Let \( \alpha \subset \mathfrak{g}l(V) \) be a linear subspace complementary to range(ad\((A_r))\). Then we can find \( x \in \text{GL}(V(\Theta))_1 \) such that if \( A' = x[A] \), then, writing
\[
A' = z^rA'_r + z^{r+1}A'_{r+1} + \cdots
\]
we have
(a) \( A'_r = A_r \)
(b) \( A'_{r+m} \in \alpha \) (\( m \geq 1 \)).

**Proof.** We define a sequence of elements
\[
A = A^{(0)}, A^{(1)}, A^{(2)}, \ldots
\]
as follows. We define \( A^{(1)} \) by
\[
A^{(1)} = x^{(1)}[A], \quad x^{(1)} = 1 + zT_1
\]
where \( T_1 \) will be chosen so that \( A^{(1)}_{r+1} \in \alpha \). The condition on \( A^{(1)}_{r+1} \) turns out to be
\[
A^{(1)}_{r+1} = A_{r+1} - \text{ad}(A_r)(T_1).
\]
From the definition of \( \alpha \) it is obvious that we can choose \( T_1 \in \mathfrak{g}l(V) \) so that \( A_{r+1} - \text{ad}(A_r)(T_1) \in \alpha \).

Assume now that \( A^{(1)}, \ldots, A^{(m)} \) are chosen with
\[
A^{(k)} = x^{(k)}[A^{(k-1)}], \quad x^{(k)} = 1 + z^kT_k \quad (1 \leq k \leq m)
\]
such that the coefficients of \( A^{(k)} \) satisfy
\[
A^{(k)}_{r+p} \in \alpha, \quad p = 1, 2, \ldots, k.
\]
We take
\[
A^{(m+1)} = x^{(m+1)}[A^{(m)}], \quad x^{(m+1)} = 1 + z^{m+1}T_{m+1}.
\]
Then \( A^{(m+1)}_{r+p} = A_{r+p}, A^{(m+1)}_{r+p} = A^{(m)}_{r+p} (1 \leq p \leq m) \), and
\[
A^{(m+1)}_{r+m+1} = A^{(m)}_{r+m+1} - \text{ad}(A_r)(T_{m+1}).
\]
We choose $T_{m+1}$ so that $\text{ad}(A_r)(T_{m+1})$ equals the projection of $A_{r+m+1}^{(m)}$ on range $\text{ad}(A_r)$ (mod $\alpha$); then $A_{r+m+1}^{(m)} \in \alpha$. The definition of $x^{(m+1)}$ and $A^{(m+1)}$ with the required properties is now complete.

If $x \in \text{GL}(V(\theta))_1$ is defined by

$$x = \prod_{i}^{\infty} (1 + z^i T_1) = \lim_{m \to \infty} (1 + z^m T_m) \cdots (1 + z T_1)$$

and $A' = x[A]$, then $x$ and $A'$ have the required properties.

REMARK. In the above construction the only lack of uniqueness is in choosing the $T_{m+1}$; let $b \subset \mathfrak{g}(V)$ be a subspace such that

$$\mathfrak{g}(V) = N(\text{ad} A_r) \oplus b$$

where $N(\text{ad} A_r)$ is the null space of $\text{ad} A_r$. Then

$$\text{ad}(A_r): b \sim \text{range}(\text{ad} A_r)$$

is an isomorphism. It is now clear that once $\alpha$ and $b$ are given the entire process is uniquely determined. We have thus obtained the following corollary.

**COROLLARY.** Fix $\alpha$ and $b$ as above. Then there exists a unique $x = x_A \in \text{GL}(V(\theta))_1$ of the form (4.8) with $T_{m+1} \in b$ for all $m \geq 0$, such that, if $A' = x[A]$, $A_r = A_r$ and $A_{r+m}^{(m)} \in \mathfrak{g} (m \geq 1)$.

4.4. Fix $\alpha$ and $b$ as in §4.3. It is obvious that $T_1$ depends only on $A_r$ and $A_{r+1}$. For general $m$, we have

$$A_{r+t}^{(m+1)} = A_{r+t}^{(m)} + T_{m+1} A_{r+t-m-1}^{(m)}$$

$$- A_{r+t-m-1} T_{m+1} + (m+1) \delta_{r+t,m} T_{m+1} \quad (t \geq 1)$$

with the convention that $A_s = 0$ for $s < r$. A simple induction then yields the following proposition and its corollary.

**PROPOSITION.** For any $m \geq 0$, $T_{m+1}$ depends only on $A_s$ ($r \leq s \leq r + m + 1$). Moreover, $A_{r+m}$ depends only on $A_s$ ($r \leq s \leq r + m$).

**COROLLARY.** Let $M$ be any integer $\geq 1$ and $A$ any connection of order $r < -1$. Let $\Omega(A, M)$ be the set of all connections $B$ such that $B$ has order $r$ and $B_{r+s} = A_{r+s}$ for $0 \leq s < M$. If the element $x_A$ is as in Corollary 4.3 and if

$$x_{A,M} = y = (1 + z^{M-1} T_{M-1}) \cdots (1 + z T_1)$$
then all the connections \( B' = y[B], \quad B \in \Omega(A, M) \), have the same coefficients \( B'_{r+s}, \quad 0 \leq s < M \); with \( B'_r = A_r \) and \( B'_{r+s} \in \alpha, \quad 1 \leq s < M \). Moreover, for each \( B \in \Omega(A, M) \), \( x_B \) has the product representation

\[
x_B = \prod_{r=1}^{\infty} (1 + z'T_r')
\]

where \( T_r' = T_r \) for \( 1 \leq r < M \).

4.5. We can now begin the reduction of a connection \( A \) of order \( r < 1 \) with nilpotent leading coefficient \( A_r \). We need some preparation. We choose a standard triple \( \{ H, X, Y \} \) with \( A_r = Y \), and take \( \alpha = g_x \), \( b = \text{range(ad } X) \) in the discussion of §§4.3–4.4.

Let \( \Lambda = \Lambda(Y) \) be as in (2.5). We assume that

\[
(4.9) \quad \begin{align*}
(i) & \quad A_r = Y \\
(ii) & \quad A_{r+m} \in g_x, \quad 1 \leq m < \Lambda(|r| - 1).
\end{align*}
\]

Let \( (Z_i)_{1 \leq i \leq q} \) be as in (2.4). Then we can write

\[
(4.10) \quad A_{r+m} = \sum_{1 \leq k \leq q} a_{r+m,k} Z_k \quad (1 \leq m < \Lambda(|r| - 1)).
\]

Although it would seem more natural (in view of §4.3) to assume (ii) of (4.9) for all \( m \geq 1 \), we work with the weaker assumption (4.9); this will make possible the construction of algorithms later on. Let \( \delta = \delta(A) \) be defined by

\[
(4.11) \quad \delta = \inf \{ m/ (1/\lambda_k + 1) | 1 \leq m < \Lambda(|r| - 1), \quad 1 \leq k \leq q, \quad a_{r+m,k} \neq 0 \}.
\]

Note that \( \delta \) depends on \( A \), but only through its coefficients \( A_{r+m} \) with \( m < \Lambda(|r| - 1) \). We set \( \delta = \infty \) if \( A_{r+m} = 0 \) for \( 1 \leq m < \Lambda(|r| - 1) \).

For any semisimple \( H \in \mathfrak{gl}(V) \) with only integral eigenvalues and any \( m \in (1/b)\mathbb{Z} \) \( (b \geq 1 \) an integer) we have defined in §1.5 the element \( z^{mH} \in \text{GL}(V(\mathbb{F}_b)) \); it depends on the choice of \( z^{1/b} \) and \( m \mapsto z^{mH} \) is a homomorphism of the additive group of \( (1/b)\mathbb{Z} \) into \( \text{GL}(V(\mathbb{F}_b)) \) (even \( \text{GL}(V(\mathbb{F}_{b,\text{cgt}})) \)). If \( M \in \mathfrak{gl}(V) \) is such that \( [H, M] = cM \) for some \( c \in \mathbb{Z} \), a simple calculation shows that

\[
(4.12) \quad z^{mH}MZ^{-mH} = z^{cm}M \quad (m \in (1/b)\mathbb{Z}).
\]

4.6. The following result is the key step in our reduction theory.
PROPOSITION. Let notation be as above.

(a) If $|r| - 1 \leq \delta \leq \infty$, then, for 
\[ x = z^{-(|r|-1)H/2} \in \text{GL}(V(\mathbb{F}_2)), \]
x[A] = A' is of the first kind, $\in \mathfrak{gl}(V(\mathbb{F}_2))$ and $A'_{-1}$ depends only on the $A_{r+m}, 0 \leq m \leq \Lambda(|r| - 1)$.

(b) If $0 < \delta < |r| - 1$, then $\delta = a/b$ where $a, b$ are integers $\geq 1$ with $1 \leq b \leq \Lambda$. Choose such a representation of $\delta$ and make a choice of $z^{1/2b}$ in $\mathbb{F}_2$. Let 
\[ x = z^{-\delta H/2}, \quad A' = x[A]. \]

Then $x \in \text{GL}(V(\mathbb{F}_2)), A' \in \mathfrak{gl}(V(\mathbb{F}_2)), A'$ has order $r + \delta < -1$; and if we write 
\[ m_k = (\frac{1}{2}\lambda_k + 1)\delta \quad \text{for any } k, \]
we have $m_k < \Lambda(|r| - 1)$ and 
\begin{equation} \label{4.13} A'_{r+\delta} = Y + \sum_{1 \leq k \leq q, m_k \in \mathbb{Z}} a_{r+m_k,k}Z_k \neq Y. \end{equation}

In particular, $A'_{r+\delta}$ is determined by the $A_{r+s}, 0 \leq s \leq \Lambda(|r| - 1)$; moreover, either $A'_{r+\delta}$ is not nilpotent, in which case $\text{pl}(A) = r + \delta$, or, nilpotent but belongs to an orbit of dimension greater than $\text{dim}(\text{GL}(V) \cdot Y)$.

Proof. From the definition it is obvious that when $0 < \delta < |r| - 1$, $\delta$ has a representation of the form described. In this case, for some $k, m$ with $1 \leq k \leq q, 1 \leq m < \Lambda(|r| - 1)$, we have $a_{r+m,k} \neq 0$ and $\delta = m/(1 + \frac{1}{2}\lambda_k)$. Then $m = m_k \in \mathbb{Z}$, and the element in the right side of (4.13) is different from $Y$, i.e., $A'_{r+\delta} \neq Y$. Proposition 2.2.2 now implies that last statement.

It is convenient to prove (a) and (b) together. Write 
\begin{equation} \label{4.14} \delta^* = \min(|r| - 1, \delta), \quad x = z^{-\delta^* H/2}, \quad M = \Lambda(|r| - 1), \end{equation}
and let $A' = x[A]$. We enlarge the basis $Z_i (1 \leq i \leq q)$ to a basis $Z_j (1 \leq j \leq p)$ of $\mathfrak{g} = \mathfrak{gl}(V)$ such that $[H, Z_j] = h_j Z_j, 1 \leq j \leq p$. Since the eigenvalues of $H$ in the irreducible module for $\mathbb{C} \cdot H + \mathbb{C} \cdot X + \mathbb{C} \cdot Y$ with highest weight $\lambda$ are integers in $[-\lambda, \lambda]$, we have $|h_j| \leq \max_{1 \leq i \leq q}(\lambda_i)$. Then $A$ can be written in the form 
\begin{align*}
A &= Y z^r + \sum_{1 \leq m < M} z^{r+m} \sum_{1 \leq k \leq q} a_{r+m,k} Z_k \\
&\quad + \sum_{m \geq M} z^{r+m} \sum_{1 \leq j \leq p} b_{r+m,j} Z_j
\end{align*}
so that, by (4.12),
\begin{align*}
A' = Yz^{r+\delta^*} + \sum_{1 \leq m < M} z^{r+m} \sum_{1 \leq k \leq q} z^{-\lambda_k \delta^*/2} a_{r+m,k} Z_k \\
+ \sum_{m \geq M} z^{r+m} \sum_{1 \leq j \leq p} z^{-h_j \delta^*/2} b_{r+m,j} Z_j - \frac{1}{2} \delta^* z^{-1} H.
\end{align*}

We shall now prove that the sums above contain powers \( z^k \) only for \( k > r + \delta^* \) and that the coefficient of \( z^{r+\delta^*} \) comes only from the terms with \( m < M \) if \( 0 < \delta < |r| - 1 \), and from the terms with \( m \leq M \) if \( |r| - 1 \leq \delta \leq \infty \). First let \( m \geq M \). Since \( |h_j| \leq \max_{1 \leq i \leq q}(\lambda_r) \), we have
\[
r + m - \frac{1}{2} h_j \delta^* \geq r + m - \delta^*(\Lambda - 1)
\]
\[
= r + (m - M) + \Lambda(|r| - 1 - \delta^*) + \delta^*;
\]
this is \( > r + \delta \) if \( 0 < \delta < |r| - 1 \) (so that \( \delta^* = \delta \)), \( \geq r + \delta^* \) always, and \( > r + \delta^* \) unless \( m = M \), \( \delta^* = |r| - 1 \) (i.e., \( |r| - 1 \leq \delta \leq \infty \)). Suppose \( 1 \leq m < M \), \( a_{r+m,k} \neq 0 \) for some \( k \), \( 1 \leq k \leq q \). For any such \( m, k \),
\[0 < \delta \leq m/(1 + \frac{1}{2} \lambda_k) \]
so that
\[r + m - \frac{1}{2} \lambda_k \delta^* \geq r + \delta(1 + \frac{1}{2} \lambda_k) - \frac{1}{2} \delta^* \lambda_k \geq r + \delta + \frac{1}{2} \lambda_k (\delta^* - \delta^*) \geq r + \delta.
\]
We have therefore proved (a) and (b) except for the explicit expression (4.13) for \( A_{r+\delta} \) when \( 0 < \delta < |r| - 1 \). But it is clear from the above discussion that the term \( z^{r+\delta} \) comes from \( m, k \) with \( 1 \leq m < M \), \( 1 \leq k \leq q \), \( a_{r+m,k} \neq 0 \) and \( m - \frac{1}{2} \lambda_k \delta = \delta \), yielding (4.13). Since \( \delta < |r| - 1 \) and \( 1 + \frac{1}{2} \lambda_k \leq \Lambda \), we have \( m_k = \delta(1 + \frac{1}{2} \lambda_k) < \Lambda(|r| - 1) \). This proves the proposition.

**Corollary 1.** Let in addition \( A_r \) be principal and assume (as we may) that \( A_r = Y_n \) as in (2.13) and (2.14). Then \( \Lambda = n \) and
\[
(4.15) \quad \delta = \inf \left\{ \frac{m}{j - i + 1} \mid 1 \leq m < n(|r| - 1), i \leq j, (A_{r+m})_{ij} \neq 0 \right\}.
\]
Furthermore, in case (a) we can take
\[
x = \text{diag}(z^{|r|-1}, z^{2(|r|-1)}, \ldots, z^{n(|r|-1)}) \in GL(n, \mathbb{F})
\]
while in case (b) we can take
\[
(4.16) \quad x = \text{diag}(z^{a/b}, z^{2a/b}, \ldots, z^{na/b}) \in GL(n, \mathbb{F}_b).
\]

**Proof.** To get \( \delta \) in the stated form we note that (cf. (2.16)-(2.18))
\[(A_{r+m})_{ij} = a_{r+m,j-i} \quad \text{and} \quad \lambda_{j-i} = 2(j - i).\]
Further in case (a) we observe that \( z^{-(1/2)(|r|-1)H} \) equals
\[
z^{-(|r|-1)(n+1)/2} \text{diag}(z^{|r|-1}, \ldots, z^{n(|r|-1)})
\]
and note that omitting the power of $z$ in front does not change the conclusion.

In case (b) the argument is the same, the power of $z$ which comes out in front being $z^{-(1/2)\delta(n+1)}$. Omission of this power changes only the coefficient of $z^{-1}$ which is not involved in the conclusion. Finally since we are working with nilpotents of maximal dimension there is only one possibility for $A'_{r+\delta}$, namely, it is not nilpotent.

**Corollary 2.** Suppose $\text{tr}(A) = 0$, i.e., all the coefficients of $A$ are in $\mathfrak{sl}(V)$. Then, $A'$ has the same property. In this case, if $0 < \delta < |r| - 1$ and $A'_{r+\delta}$ is not nilpotent, it must have at least two distinct eigenvalues.

**Proof.** Since $H \in \mathfrak{sl}(V)$, the formula $A' = xA x^{-1} + (\alpha/z)H$ where $\alpha \in \mathbb{C}$ shows that $\text{tr}(A') = 0$. The Corollary is immediate.

Let $M$ be an integer $\geq 1$. For $B^{(1)}, B^{(2)} \in \mathfrak{gl}(V(\overline{F}))$, both of order $r$, we write $B^{(1)} \equiv B^{(2)}(M)$ if $B^{(1)}_{r+s} = B^{(2)}_{r+s}$ for $0 \leq s < M$. We then have the following useful supplement to (b) of the above Proposition.

**Corollary 3.** Let $0 < \delta < r - 1$, $\delta = a/b$ where $a, b$ are integers $\geq 1$. Let $B \in \mathfrak{gl}(V(\overline{F}))$ be of order $r$ and $A \equiv B(M)$ where $M \geq \Lambda(|r| - 1)$. Let $x = z^{-(1/2)\delta} H$, $A' = x[A]$, $B' = x[B]$. Then $B'$ is of order $r + \delta < -1$, $A'_{r+\delta} = B'_{r+\delta}$, and the $\xi$-liftings ($\xi = z^{1/2b}$) $\tilde{A}'$ of $A'$ and $\tilde{B}'$ of $B'$ satisfy

$$\tilde{A}' \equiv \tilde{B}'(2bM - 2a\Lambda).$$

**Proof.** Only the last statement requires proof. We have from (4.12) the following consequence: if $H'$ is any semisimple endomorphism of $V$ with integral eigenvalues, then, for any $m' \in (1/2b)\mathbb{Z}$, the lag of $z^{m'H'}$ will be $\leq |m'| \max |h|$ where the maximum is over the eigenvalues $h$ of $\text{ad} H'$; indeed, this is most easy to see by writing the coefficients of any connection as a linear combination of eigenvectors of $\text{ad} H'$ and using (4.12) with respect to each term in this linear combination. If $H'$ is $H$ and $m' = -\frac{1}{2} \delta$, $\max |h| = 2(\Lambda - 1)$ so that the lag is $\leq (\Lambda - 1)\delta$. Hence, with $x = z^{-(1/2)\delta} H$,

$$A \equiv B \quad (\text{mod } z^{r+M}) \Rightarrow A' \equiv B' \quad (\text{mod } z^{r+M-\delta(\Lambda - 1)})$$

$$\Rightarrow \tilde{A}' \equiv \tilde{B}' \quad (\text{mod } \xi^N)$$

where $N = 2b(r + M - \delta(\Lambda - 1)) + 2b - 1 = (2br + 2a + 2b - 1) + 2bM - 2a\Lambda = \tilde{r} + 2bM - 2a\Lambda$. Hence $\tilde{A}' \equiv \tilde{B}'(2bM - 2a\Lambda)$. 
5. The principal level.

5.1. In this section we shall illustrate the technique of §4.6 by applying it to determine the basic properties of the principal level of a connection. The present section is therefore a prelude to the full reduction theory over $\overline{\mathbb{F}}$.

The main properties of the principal level are as follows: (i) it is a rational number $E \in m^{-1}\mathbb{Z}$ where $1 \leq m \leq n = \dim(V)$, and is $-1$ if and only if the connection is regular (ii) $pl(A)$ is already determined by the coefficients $A_{r+s}$, $0 \leq s < n(|r| - 1)$, $r$ being the order of $A$; moreover, this estimate is sharp (iii) there is an $x \in \text{GL}(\mathcal{V}(\overline{\mathbb{F}}_{\text{cgt}}))$ such that $\text{ord}(x[A]) = pl(A)$.

We shall use the results of §4.6 to prove these properties and to develop algorithms for computing $pl(A)$. In the regular case we shall supplement these procedures with a technique for calculating the monodromy of the given connection. Procedures for deciding when $A$ is regular have been developed by Moser [19] and Lutz [17]. The estimate on the number of coefficients needed to determine $pl(A)$ is known (cf. [12]). Our techniques, besides being purely algebraic, will lead in §6 to the much stronger result that the coefficients $A_{r+s}$, $0 \leq s < n(|r| - 1)$, are already sufficient to determine the entire irregular part of the canonical form of $A$.

5.2. The following is the basic result on the principal level.

**Theorem.** Let $A \in \mathfrak{gl}(\mathcal{V}(\overline{\mathbb{F}}))$. Then:

(a) $A$ is regular if and only if $pl(A) = -1$.

(b) If $A$ is not regular and $r' = pl(A)$, then $r'$ is a rational number $<-1$ and belongs to $m^{-1}\mathbb{Z}$ where $1 \leq m \leq n$; and we can find $x \in \text{GL}(\mathcal{V}(\overline{\mathbb{F}}_{\text{cgt}}))$ such that $A' = x[A]$ has order $r'$, and $A'_r$ is not nilpotent.

**Proof.** We prove (a) and (b) together except for the assertion that $r' \in m^{-1}\mathbb{Z}$ where $1 \leq m \leq n$; this fact will be obtained in Proposition 7.6. If $\text{ord}(A) = r$ is $\geq -1$, $A$ is regular and $pl(A) = -1$. So we may assume $r < -1$. If $\dim(V) = 1$, $A_r$ is a nonzero complex number and so, $pl(A) = r$ and we are in case (b) (with $x = 1$). So we may assume $\dim(V) \geq 2$.

*Case 1.* $A_r$ is not nilpotent. Then $pl(A) = r$ and we are in the context of (b) with $x = 1$.

*Case 2.* $A_r$ is nilpotent. We use downward induction on $\dim(\text{GL}(V) \cdot A_r)$. Let us write $Y = A_r$ and fix $H, X \in \mathfrak{sl}(V)$ such that
\( \{H, X, Y\} \) is a standard triple. We may clearly assume that \( A_{r+m} \in g_X \) for all \( m \geq 1 \) (see §4.3). Proposition 4.6 gives an element \( x \in \text{GL}(V(\mathcal{O}_{\text{cgt}})) \) such that \( A' = x[A] \) is in one of three categories: first kind, of order \( r' < -1 \) with \( A' \) non-nilpotent, or with \( A' \) nilpotent but with \( \dim(\text{GL}(V) \cdot A') > \dim(\text{GL}(V) \cdot A_r) \). In the first two cases we are through trivially; in the third case we are through by the induction hypothesis. We must note that \( A' \) may not be in \( g_l(V(\mathcal{O})) \) so that it may be necessary to first change the independent variable to \( \xi = z^{1/b} \).

If the connection \( A \) arises from a scalar differential equation it is of the form

\[
(5.1) \quad A = \begin{pmatrix}
0 & 1 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
& \ddots & 1 & 0 & 1 \\
-a_n & -a_{n-1} & \cdots & -a_2 & -a_1
\end{pmatrix}
\]

with \( a_i \in \mathcal{O} \). In this case one can calculate \( pl(A) \) directly in terms of the coefficients \( a_i \). In fact we have the formula

\[
(5.2) \quad pl(A) = \min\left\{ -1, \frac{\text{ord}(a_1)}{1}, \frac{\text{ord}(a_2)}{2}, \ldots, \frac{\text{ord}(a_n)}{n} \right\}
\]

due essentially to Katz (cf. [13], §11), which generalizes the classical result of Fuchs that \( A \) is regular if and only if \( \text{ord}(a_j) \geq -j \) for \( 1 \leq j \leq n \). We sketch a proof of this from our point of view which is a variant of Proposition 4.6. Let \( \{H_n, X_n, Y_n\} \) be the standard triple in \( g_l(n, \mathbb{C}) \) defined by (2.13)–(2.15).

**Proposition 2.** Let \( A \) be as in (5.1) and let \( s \) be defined by the right side of (5.2). If \( x = z^{(s/2)H_n} \) and \( A' = x[A] \), then \( A' \) is of the first kind if \( s = -1 \) while \( \text{ord}(A') = s \) and \( A'_s \) is non-nilpotent if \( s < -1 \). In particular, \( s = pl(A) \).

**Proof.** A simple calculation shows that \( A' = A'' + (s/2)H_n z^{-1} \) where

\[
A'' = \begin{pmatrix}
0 & z^s & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
& \ddots & \ddots & 0 & \vdots \\
-a_n z^{-(n-1)s} & -a_{n-1} z^{-(n-2)s} & \cdots & 0 & z^s
\end{pmatrix}
\]
By the definition of $s$, $\text{ord}(a_j) - (j - 1)s \geq s$, so that $\text{ord}(A'') \geq s$. If $s = -1$, we are done. If $s < -1$, then $s$ is the minimum of the numbers $\text{ord}(a_j)/j$, $1 \leq j \leq n$, so that some entry in the last row of $A''$ has order exactly $s$. So $A'_s$ is the matrix given by

$$A'_s = \begin{pmatrix}
0 & 1 & & \\
0 & & & \\
-\alpha_n & \cdots & 0 & 1 \\
\end{pmatrix}$$

where at least one of the $\alpha_i$ is non-zero. $A'_s$ is not nilpotent since its characteristic polynomial is

$$\lambda^n + \alpha_1\lambda^{n-1} + \cdots + \alpha_n \neq \lambda^n.$$ 

**Remark.** Let us consider the differential equation

$$P_n(w)\frac{d^n y}{dw^n} + P_{n-1}(w)\frac{d^{n-1} y}{dw^{n-1}} + \cdots + P_0(w)y = 0$$

where $P_i$ are polynomials in $w$, $\text{deg}(P_i) = M_i$, locally around $w = \infty$. If we go over to the corresponding system and let $z = 1/w$, we obtain a system $\dot{z} = Au$. The above proposition then gives

$$pl(A) = \min(-1, -2 - h)$$

where

$$h = \max_i \left( \frac{M_i - M_n}{n - i} \right)$$

is the rank of (*) according to [20].

5.3. From the (adic-)continuity properties of the action of $\text{GL}(V(\overline{\mathbb{F}}))$ on $\mathfrak{g}(V(\overline{\mathbb{F}}))$ it follows that the principal level, regarded as a function on $\mathfrak{g}(V(\overline{\mathbb{F}}))$, is locally constant. One can do much better however; the results of §4.6 may be used to prove that $pl(A)$ can already be determined from the knowledge of the coefficients $A_{r+m}$, $0 \leq m < n(|r| - 1)$.

**Theorem.** Let $r$ be any integer $< -1$, let $M = n(|r| - 1)$, and let $\Omega_r$ be the set of all $A \in \mathfrak{g}(V(\overline{\mathbb{F}}))$ of order $r$. If $A, B \in \Omega_r$ and $A_{r+m} = B_{r+m}$ for $0 \leq m < M$, then $pl(A) = pl(B)$. Moreover, this estimate is sharp.
Proof. We shall obtain the theorem as a consequence of the following somewhat stronger proposition. For \( A \in \Omega_r \), and any integer \( L \geq 1 \), \( \Omega(A, L) \) is the set of \( B \in \Omega_r \) with \( A \equiv B(L) \) (cf. §4.6).

**Proposition.** Let \( A \in \Omega_r \). Then we can find \( u \in \circ \text{GL}(V(\overline{\mathbb{F}}_{\text{cgt}})) \) (cf. §1.7) such that

(i) the lag of \( u \leq (n - 1)(|r| - |s|) \) where \( s = pl(A) \);

(ii) if \( A^* = u[A] \), \( \text{ord}(A^*) \geq s \) (with equality if \( s < -1 \)).

In particular, if \( s < -1 \), \( A^*_x \) is not nilpotent; and, for any \( B \in \Omega(A, M) \), \( B^* = u[B] \) has also order \( s \), with \( B^*_x = A^*_x \). If \( s = -1 \), then \( B^* \) is of the first kind for any \( B \in \Omega(A, M) \); if moreover \( B_{r+M} = A_{r+M} \), then \( A^*_x = B^*_x \) also.

Proof. It will be clear from the following proof that \( u \) will be convergent. Before beginning the proof we remark that the assertions involving \( B \) follow from (i) and (ii). Indeed, if \( B \in \Omega(A, M) \), \( B \equiv A \) (mod \( z^{r+M} \)) so that, as \( M - \text{lag}(u) \geq n(|r| - 1) - (n - 1)(|r| - 1) \geq |r| - 1, B^* \equiv A^* \) (mod \( z^{-1} \)); if \( B \equiv A \) (mod \( z^{r+M+1} \)), \( r + M + 1 - \text{lag}(u) \geq r + |r| = 0 \) so that we get the sharper result that \( B^* - A^* \) has order \( \geq 0 \). The statements concerning \( B \) are now clear. If \( A_r \) is not nilpotent, we are through with \( s = r, u = 1 \). So we may assume that \( A_r \) is nilpotent. We prove the proposition by downward induction on the dimension of the orbit of \( A_r \). Let \{\( H, X, Y \)\} be a standard triple with \( Y = A_r \). By Corollary 4.4 (with \( a = a \), \( b = \text{range ad } X \)) we know that if \( y = x_{A,M} \) as in that Corollary and \( A' = y[A] \), then \( A_{r+s} \in \Omega_r, 0 \leq s < M \). Proposition 4.6 and its Corollaries now lead to the following conclusions. For \( |r| - 1 \leq \delta \leq \infty \), if we take \( x = z^{-(1/2)\delta + 1}H \), \( u = xy \), then \( A^* = u[A] = x[A'] \) is of the first kind; thus \( s = -1 \). Further (cf. proof of Corollary 4.6.3), \( \text{lag}(u) = \text{lag}(x) \leq (\Lambda - 1)(|r| - 1) \leq (n - 1)(|r| - 1) \), giving (i). For \( 0 < \delta < |r| - 1 \), let \( x = z^{-(1/2)\delta + 1}H \), \( u = xy \); then \( A'' = u[A] = x[A'] \) is of order \( r + \delta < -1 \). If \( A'' \) is not nilpotent (this is the case when \( A_r \) is principal nilpotent), then \( s = r + \delta, A^*_x = A'' \). We define \( u = xy \); since \( \text{tr}(H) = 0, x, \) and hence \( u \), belongs to \( \circ \text{GL}(V(\overline{\mathbb{F}}_{\text{cgt}})) \). Moreover \( \text{lag}(u) = \text{lag}(x) \leq (\Lambda - 1)\delta \leq (n - 1)(|r| - |s|) \). If \( A'' \) is nilpotent, we go over to \( \zeta = z^{1/b} \) and the \( \zeta \)-lifting \( A^{(2)} \) of \( A'' \). \( A^{(2)} \) is of order \( \bar{r} = 2br + 2a + 2b - 1 \) while \( pl(A^{(2)}) = 2bpl(A') + 2b - 1 = 2bs + 2b - 1 = \bar{s} \), say. The induction hypothesis is applicable to \( A^{(2)} \) and gives \( u^{(2)} \in \circ \text{GL}(V(\overline{\mathbb{F}}_{\zeta})) \) having properties (i) and (ii), with \( \bar{s} \) and \( \bar{r} \) in place of \( s \) and \( r \) respectively. Let \( v \in \circ \text{GL}(V(\overline{\mathbb{F}}_{\zeta})) \) correspond to \( u^{(2)} \) under an isomorphism of \( \overline{\mathbb{F}}_{\zeta} \) with \( \overline{\mathbb{F}}_{\bar{s}} \) that takes \( \zeta \) to \( z^{1/2b} \); and let \( w = vxy \). It is then easy to check that \( w \) has
property (ii). To verify (i), \( \text{lag}(w) \leq \text{lag}(x) + \text{lag}(v) \leq \delta(\Lambda - 1) + (1/2b)\text{lag}(u^{(2)}) \). By induction, \( \text{lag}(u^{(2)}) \leq (n - 1)(|\tilde{r}| - |\tilde{s}|) \). We now claim that

\[
\text{(5.3)} \quad |\tilde{r}| - 1 = 2b(|r| - 1 - \delta), \quad |\tilde{s}| - 1 = 2b(|s| - 1).
\]

Assuming this we have, as \( \Lambda \leq n \),

\[
\text{lag}(w) \leq \delta(\Lambda - 1) + (n - 1)(|r| - |s| - \delta).
\]

\[
\leq \delta(n - 1) + (n - 1)(|r| - |s| - \delta)
\]

\[
= (n - 1)(|r| - |s|).
\]

It remains to check (5.3). But, as \( r + \delta < -1 \),

\[\tilde{r} = 2b(r + \delta + 1 - 1/2b) < 0,\]

giving

\[|\tilde{r}| - 1 = -2b(r + \delta + 1 - 1/2b) - 1 = 2b(|r| - 1 - \delta).\]

Similarly, as \( s \leq -1 \), \( s = 2b(s + 1 - 1/2b) < 0 \), giving

\[|\tilde{s}| - 1 = -2b(s + 1 - 1/2b) - 1 = 2b(|s| - 1).\]

To prove that this estimate is sharp we give, for arbitrary \( n \) and \( r \), elements \( A, B \in \Omega_r \) such that \( A \equiv B(n(|r| - 1)) \) but \( pl(A) \neq pl(B) \). We define \( A = z^rY_n \) and \( B = z^rY_n + z^{r+m}E_{1n} \) where \( m = n(|r| - 1) - 1 \) and \( E_{1n} \) is as usual the matrix unit. By Corollary 4.6.1, \( pl(A) = -1 \). But \( \delta(B) = m/n = |r| - 1 - 1/n \) and the same Corollary shows that \( pl(B) = -1 - 1/n \).

**Corollary.** If \( A \) is regular and \( A \equiv B(M) \), then \( B \) is also regular.

5.4. The proof of Proposition 5.3 is entirely finitistic and gives an algorithm for determining \( pl(A) \) as well as the element \( u \) when \( r = \text{ord}(A) < -1 \). It operates only with the coefficients \( A_{r+m} \), \( 0 \leq m < M = n(|r| - 1) \), and the main step is the transition from \( A \) to \( A'' \) that obviously does not change the principal level. In fact define \( A'' = xy[A] \) where

\[
y = \left(1 + z^{M-1}T_{M-1}\right) \cdots (1 + zT_1), \quad A' = y[A]
\]

and

\[
x = z^{-\delta^*H/2}, \quad \delta^* = \min(|r| - 1, \delta), \quad \delta = \delta(A')
\]

as in the proof of Proposition 5.3. If \( |r| - 1 \leq \delta \leq \infty \) or if \( 0 < \delta < |r| - 1 \) but \( A'_{r+\delta} \) is not nilpotent, the algorithm stops; in the first case \( A \) is regular,
in the second it is irregular of principal level $r + \delta < -1$; $A''_{r+\delta}$ is given by (4.13). Otherwise we continue with $A^{(2)}$, working only with the coefficients $A^{(2)}_{r+s}$, $0 \leq s < 2M$; from Corollary 4.6.3 we know that these coefficients are completely and explicitly determined by the $A_{r+s}$, $0 \leq s < M$.

This algorithm will end, with the determination of $pl(A)$, in at most $k$ steps where $k$ is the number of nonzero nilpotent orbits. Since $n^2 - n$ is the maximum dimension for an orbit and all dimensions are even, $k \leq \frac{1}{2}(n^2 - n)$.

In particular this algorithm will enable one to decide whether $A \in \Omega_r$ is regular or not. We now indicate a method of determining the monodromy of $A$ when $A$ is regular. It is immediate from the above proposition that if $A \in \Omega_r$, we can find $u \in \mathfrak{g}l(V(\mathfrak{F}_b))$ ($b \geq 1$) of the form

$$u = x^{(m)}y^{(m)} \cdots x^{(1)}y^{(1)},$$

where the $y^{(i)}$ are of the form (5.4) and the $x^{(i)}$ as in (5.5), such that $B = u[A]$ is of the first kind; $u$ and $B_{-1}$ are entirely determined by the $A_{r+s}$, $0 \leq s \leq M$. Let $\tilde{B}$ be the $\xi$-lifting of $(\xi = z^{1/b})$. From §§3.2, 3.4, and 3.6 we know how to find $v \in \mathfrak{g}l(V(\mathfrak{F}_b))$ such that $v[\tilde{B}] = \xi^{-1}C'$, $C' \in \mathfrak{g}l(V)$ and reduced. This requires (§3.8) only the knowledge of the coefficients $\tilde{B}_s$, $s \leq k(\tilde{B}_{-1}) = bk(B_{-1})$; these in turn depend only on knowing a finite number of additional coefficients of $A$, and are computable in terms of the latter (this involves working with $u^{-1}$ which is easy to compute since the inverses of the $x^{(i)}$ and $y^{(i)}$ are trivial to compute). Write $w = v\hat{u}$, $C = b^{-1}C'$. Then

$$w[A] = \xi^{-1}(bC).$$

One can then prove that

$$w(e^{2\pi i/b}\xi)w(\xi)^{-1} = \theta$$

is a constant, i.e., an element of $\mathfrak{g}l(V)$, that $\theta$ commutes with $C$, and that the conjugacy class

$$[\theta^{-1}\exp 2\pi iC]$$

is the monodromy of $A$. The proof of this result uses Galois descent arguments and will be given in §7.4.

6. Reduction theory over $\mathfrak{F}$.

6.1. In this section we shall use the results of §4.6 together with the well known spectral “decoupling” lemma (Lemma 6.2) to obtain canonical models in the $\mathfrak{g}l(V(\mathfrak{F}))-\text{equivalence classes of elements of } \mathfrak{g}l(V(\mathfrak{F}))$. The
canonical models are of the form

\[(*)\quad D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C\]

where \(r_1 < r_2 < \cdots < r_m < -1\) are rational numbers, \(D_{r_1}, \ldots, D_{r_m}, C\) are commuting elements in \(\mathfrak{gl}(V)\), and the \(D_{r_j}\) are semisimple. The \(r_i\) are uniquely determined by the corresponding \(\text{GL}(V(\mathbb{F}))\)-equivalence class and are called the canonical levels of the elements of the class. In particular \(r_1\) is the principal level. Two canonical models, defined by \((D_{r_1}, \ldots, D_{r_m}, C)\) and \((D'_{r_1}, \ldots, D'_{r_m}, C')\), are in the same class if and only if for some integer \(k \geq 1\)

\[
\begin{align*}
(D_{r_1}, \ldots, D_{r_m}, \exp(2\pi i k C)) &\quad \text{and} \quad (D'_{r_1}, \ldots, D'_{r_m}, \exp(2\pi i k C'))
\end{align*}
\]

are in the same \(\text{GL}(V)\)-orbit (Theorem 6.5). The connection \(D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m}\) is called the irregular part of the canonical model \((*)\). It turns out (§6.6) that the irregular parts of the canonical models in the \(\text{GL}(V(\mathbb{F}))\)-equivalence class \([A]\) of a connection \(A \in \mathfrak{gl}(V(\mathbb{F}))\) are completely determined by the coefficients \(A_{r+s}, 0 \leq s < n(|r|-1)\), and, in addition, there exists a non-negative integer \(k\) effectively computable from the \(A_{r+s}, 0 \leq s \leq n(|r|-1)+k\); the estimate in the first case is sharp. The proofs of these theorems will yield algorithms for computing canonical models in \([A]\).

The canonical models described here are substantially the ones given by Turrittin [26]. Although his procedure is computational, it is not clear that it leads to sharp estimates as in Theorem 6.6.1. Levelt [16] has treated, from a different point of view, and utilizing cyclic vectors, both the existence and uniqueness of canonical models, but not algorithms or estimates for the number of coefficients. For another treatment of the theory of \(\text{GL}(V(\mathbb{F}))\)-equivalence the reader should refer to Jurkat [11].

6.2. We begin with the classical lemma “decoupling” any \(A \in \mathfrak{gl}(V(\mathbb{F}))\) of order \(r < -1\) along the spectral projections of its leading coefficient.

**Lemma 1.** Let

\[
A = z^rA_r + z^{r+1}A_{r+1} + \cdots \quad (r < -1)
\]

be in \(\mathfrak{gl}(V(\mathbb{F}))\). Let \(\sigma\) be the set of eigenvalues of \(A_r\); for \(\lambda \in \sigma\) let \(P_\lambda\) be the corresponding spectral projection. Then there is \(x \in \text{GL}(V(\mathbb{F}))\) such that \(A' = x[A]\) commutes with all \(P_\lambda\); in fact, if \(X\) is the semisimple component of
there are unique $T_k \in \text{range of ad } X$ ($k \geq 1$) such that if
\[ x = \prod_{k=1}^{\infty} (1 + z^k T_k) = \lim_{m \to \infty} (1 + z^m T_m) \cdots (1 + z T_1) \]
then $A' = x[A]$ commutes with all $P_\lambda$. If $y \in \text{GL}(V(\mathfrak{g}))_1$ is such that $A'' = y[A]$ also commutes with all $P_\lambda$, then $y = ux$ and $A'' = u[A']$ where $u \in \text{GL}(V(\mathfrak{g}))_1$ commutes with all $P_\lambda$.

Proof. Write $\mathfrak{g} = \mathfrak{g}_1(V)$ and let $\mathfrak{g}_X$ (resp. $\mathfrak{g}^X$) be the centralizer of ad $X$ (resp. range of ad $X$) in $\mathfrak{g}$. Then $S \in \mathfrak{g}_X$ if and only if $S$ commutes with all $P_\lambda$. Moreover $\mathfrak{g} = \mathfrak{g}_X \oplus \mathfrak{g}^X$, the direct sum is ad($A_r$)-stable, and ad($A_r$) is invertible on $\mathfrak{g}^X$.

The construction of $x$ is essentially a minor variant of §4.3. Let $A^{(1)} = x^{(1)}[A], x^{(1)} = 1 + z T_1$. Then (cf. (4.3)) $A^{(1)}_{r+1} = A_{r+1} - \text{ad}(A_r)(T_1)$; and the above remark on ad($A_r$) shows that there is a unique $T_1 \in \mathfrak{g}_X$ such that $A^{(1)}_{r+1} \in \mathfrak{g}_X$. The rest of the proof is the same as in §4.3, with $\mathfrak{g}_X$ in place of $\mathfrak{g}$ of that proof. If $y$ is as in the lemma and $u = y x^{-1}$, then $u[A'] = A''$ where both $A'$ and $A''$ commute with $X$ (so that their coefficients are in $\mathfrak{g}_X$). Write (cf. §1.2)
\[ u = \prod_{k=1}^{\infty} (1 + z^k S_k), \quad u^{(m)} = \prod_{k=m+1}^{\infty} (1 + z^k S_k), \]
\[ u_m = \prod_{k=1}^{m} (1 + z^k S_k). \]

Then $A''_{r+1} = A'_{r+1} - \text{ad}(A_r)(S_1)$, giving ad($A_r$)($S_1$) $\in \mathfrak{g}_X$; the fact that ad($A_r$) is invertible on $\mathfrak{g}^X$ now implies that $S_1 \in \mathfrak{g}_X$. Suppose for some $m \geq 1$, $S_1, \ldots, S_m \in \mathfrak{g}_X$. If $B = u_m[A']$, then $B$ commutes with $X$ and $u^{(m)}[B] = A''$. As $B_r = A'_r = A, A''_{r+m+1} = B_{r+m+1} - \text{ad}(A_r)(S_{m+1})$, giving $S_{m+1} \in \mathfrak{g}_X$ as before. Hence all the $S_j$ are in $\mathfrak{g}_X$, showing that $u$ commutes with $X$.

Remark. The above proof actually shows that if $u$ has the product representation $\prod_{k=1}^{\infty} (1 + z^k S_k)$, $A'' = u[A']$, and if $A''_{r+k}, A'_{r+k}$ commute with $X$ for $k < M$, then $S_k \in \mathfrak{g}_X$ for $1 \leq k < M$ also. Given $A$ we write $x_A$ for the element obtained in the lemma whose coefficients in its product representation are all in $\mathfrak{g}^X$. As in §4.4 we now obtain the following corollaries.

Corollary 1. Let $x_A = \prod_{k=1}^{\infty} (1 + z^k T_k)$ be as above. Then $T_m$ ($m \geq 1$) depends only on the $A_{r+s}, 0 \leq s \leq m$; if $A' = x_A[A], A'_{r+m}$ depends only on the $A_{r+s}, 0 \leq s \leq m$. 
COROLLARY 2. For any integer \( M \geq 1 \) let \( \Omega(A, M) \) be the set of all connections \( B \) such that \( B_{r+s} = A_{r+s}, \ 0 \leq s < M \). If
\[
x_{A,M} = y = (1 + z^{M-1}T_{M-1}) \cdots (1 + zT_1)
\]
then, for any \( B \in \Omega(A, M) \), the connection \( B' = y[B] \) has the property that \( B'_{r+s} = A'_{r+s}, \ 0 \leq s < M \). Moreover, \( x_B \) has the product representation
\[
\prod_k (1 + z^k T_k')
\]
where \( T_k' = T_k, \ 1 \leq k < M \).

We shall now prove a variant of this lemma, needed in \S 6.6. Fix an integer \( d \geq 1 \) and let \( A \) be a connection in \( \mathfrak{gl}(V(\mathbb{F}_d)) \) of order \( r < 1 \). Write \( A \) in the form
\[
A = \sum_{r \leq t \in (1/d)\mathbb{Z}} A_t z^t
\]
and assume that for some \( M \in (1/d)\mathbb{Z} \) with \( 0 < M \leq |r| - 1 \),
\[
A_{r+s}, \ 0 \leq s < M, \text{ are semisimple and commute with each other.}
\]

LEMMA 2. We can find an element \( x \in \text{GL}(V(\mathbb{F}_d)_1) \) with the property that \( A' = x[A] \) commutes with all the \( A_{r+s}, \ 0 \leq s < M \), and such that \( A'_{r+s} = A_{r+s}, \ 0 \leq s < M \). If \( M' \geq M \), and if the \( A_{r+s} \) for \( M \leq s \leq M' \) commute with the \( A_{r+t}, \ 0 \leq t < M \), then we can choose \( x \) so that \( A'_{r+s} = A_{r+s} \) for \( M \leq s \leq M' \) also.

Proof. We may assume \( d = 1 \) by replacing \( z \) by \( \xi = z^{1/d} \). We use induction on \( |r| \). If \( r = -2 \), then \( M = 1 \), and we are in the framework of Lemma 1 and we take \( x = x_A \). If \( A_{r+k} \) for \( 1 \leq k \leq M' \) commutes with \( A_r \), we have \( T_k \in \mathfrak{g}_{A_r}, \ 1 \leq k \leq M', \) by the remark above; as \( T_k \in \mathfrak{g}_{A_r} \) also we must have \( T_k = 0 \) for such \( k \). Suppose now \( r < -2 \). Let \( y = x_A, B = y[A] \).
Using the remark above once again we find that \( B_{r+k} = A_{r+k}, \ 1 \leq k < M \).
Obviously \( B \) is the direct sum of connections \( B^{(\lambda)} \in \mathfrak{gl}(V_{\lambda}(\mathbb{F})) \)
\[
B^{(\lambda)} = \lambda z^r + A^{(\lambda)}_{r+1,z} z^{r+1} + \cdots + A^{(\lambda)}_{r+M-1,z} z^{r+M-1} + \cdots
\]
where \( A^{(\lambda)}_{r+s} \) is the restriction of \( A_{r+s} \) to \( V_{\lambda}, \ 1 \leq s < M \). Transforming within \( V_{\lambda} \) does not affect the first term. A simple induction argument applied to each \( B^{(\lambda)} - \lambda z^r \) completes the proof of the first part. The same argument takes care of the second part also.

6.3. We begin with a definition.
**Definition.** We shall call any element of \( g I(V(\bar{F})) \) of the form

\[(6.3) \quad D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C\]

canonical if

(i) the \( r_i \) are distinct rational numbers \(< -1\)

(ii) \( D_{r_1}, \ldots, D_{r_m}, C \in g I(V) \) and commute among themselves

(iii) \( D_{r_1}, \ldots, D_{r_m} \) are semisimple.

If \( B \in g I(V(\bar{F})) \) is canonical and given by \((6.3)\),

\[(6.4) \quad B_{\text{irr}} = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m}\]

is called the **irregular part** of \( B \), while the \( r_i \) are called the **canonical levels** of \( B \).

The main result of formal reduction theory is then the following theorem.

**Theorem.** (a) Any connection \( A \in g I(V(\bar{F})) \) is equivalent, under \( \text{GL}(V(\bar{F})) \), to a canonical one; canonical levels of the latter are invariants of the \( \text{GL}(V(\bar{F})) \)-equivalence class of \( A \).

(b) Two canonical connections

\[A = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C, \quad A' = D'_{r_1}z^{r_1} + \cdots + D'_{r_m}z^{r_m} + z^{-1}C'\]

with the same determinations of the \( z^{r_i} \) are equivalent under \( \text{GL}(V(\bar{F})) \) if and only if for some integer \( k \geq 1 \) and some \( t \in \text{GL}(V) \),

\[t \exp(2\pi ikC)t^{-1} = \exp(2\pi ikC'), \quad tD_jt^{-1} = D'_j, \quad 1 \leq j \leq m.\]

(c) If \( A \in g I(V(\bar{F})) \), its canonical levels are in

\[\bigcup_{1 \leq q \leq n} q^{-1}\mathbb{Z}.\]

In this section we shall only prove the possibility of reduction to canonical form. The conditions for the equivalence of two canonical forms will be treated in §§6.4 and 6.5. The assertion (c) will be established in Proposition 7.6.

**Proof of existence of a reduction to canonical form.** We use induction on \( n \). We may assume that \( A \) is irregular. It is also enough to prove the reduction for elements of \( g I(V(\bar{F})) \) since we may work with \( \xi = z^{1/b} \) for suitable integers \( b \geq 1 \). If \( n = 1 \), we have \( A = a_rz^r + \cdots + a_{-2}z^{-2} + f, \)

\( f \in \bar{F} \) being of the first kind. We can find \( x \in \text{GL}(1, \bar{F}) \) such that
As \( x[A] = a_z \gamma + \cdots + \gamma z^{-1} \), we are done.

Assume that \( n > 1 \) and that the theorem is true in dimensions \( m < n \). We may also assume that \( A \in \mathfrak{s}\mathfrak{l}(V(\mathcal{F})) \), i.e., all the coefficients of \( A \) are of trace 0. In fact, we can write \( A = A^0 + f1 \) where \( A^0 \in \mathfrak{s}\mathfrak{l}(V(\mathcal{F})) \) and \( f = (1/n)\text{tr}(A) \). By the one-dimensional case treated above we can find \( y \in \text{GL}(1, \mathcal{F}) \) such that \( y[f] \) is in canonical form. So, as \( y[A] = A^0 + y[f]1 \), we may assume that \( f \) itself is canonical. Since \( x[A] = x[A^0] + f1 \), it is clear that we only need to reduce \( A^0 \).

We call this a trace adjustment. We distinguish two cases.

**Case 1.** \( A_r \) has at least two distinct eigenvalues. Let \( V = \bigoplus_{\lambda \in \sigma} V_\lambda \) be the spectral decomposition of \( A_r \) with \( |\sigma| \geq 2 \). By §6.2, we can find \( x' \in \text{GL}(V(\mathcal{F})) \) such that \( A' = x'[A] \) is of the form \( A' = \bigoplus A'_\lambda \), \( A'_\lambda \in \mathfrak{gl}(V_X(\mathcal{F})) \). The induction hypothesis is applicable to each \( A'_\lambda \), and we are done.

**Case 2.** \( A_r \) has only one eigenvalue. Since \( \text{tr}(A_r) = 0 \), \( A_r \) must be nilpotent. We take \( A_r = Y \) where \( \{H, X, Y\} \) is a standard triple and use Proposition 4.3 followed by a trace adjustment to assume that \( A_{r+m} \in \mathfrak{g}_X \cap \mathfrak{s}\mathfrak{l}(V) \) \( m \geq 1 \). The argument goes as in Theorem 5.2 based on Proposition 4.6. Let \( x \) be as in that proposition and \( A' = x[A] \). Using downward induction on \( \dim(\text{GL}(V) \cdot A_r) \) we may come down to the case when \( 0 < \delta < |r| - 1 \) and \( A'_{r+\delta} \) is non-nilpotent. \( A'_{r+\delta} \) then has at least two distinct eigenvalues, by Corollary 2 to Proposition 4.6. We are thus reduced to Case 1 (after an appropriate \( \zeta \)-lifting) and the argument is complete.

**Remark.** If \( r_{\min} = \min_{1 \leq j \leq m} r_j \), \( r_{\min} \) is the principal level of \( A \). The numbers \( r_i \) will be called the canonical levels of \( A \).

6.4. We shall now examine when two canonical elements are equivalent. We shall actually consider the equivalence between elements a little more general. Let

\[
A = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + R = A' + R
\]

be an element of \( \mathfrak{gl}(V(\mathcal{F})) \) such that \( A' \) is canonical, \( R \in \mathfrak{gl}(V(\mathcal{F})) \) is of the first kind and commutes with all the \( D_{r_j} \). The \( D_{r_j} \), being commuting and semisimple, can be simultaneously diagonalized. For \( a = (a_1, \ldots, a_m) \in \mathbb{C}^m \) let

\[
V(a) = \{ v | v \in V, D_{r_j}v = a_jv, 1 \leq j \leq m \}.
\]
Let
\[(6.6) \quad \Sigma = \{a \mid a \in C^n, V(a) \neq 0\}.\]
Then
\[V = \bigoplus_{a \in \Sigma} V(a).\]
Obviously \(R\) commutes with the projection \(V \rightarrow V(a)\) corresponding to the above direct sum. So
\[(6.7) \quad R = \bigoplus_{a \in \Sigma} R(a) \quad R(a) \in \mathfrak{gl}(V(a)(\overline{F})).\]
All these definitions are relative to \((D_r)_{1 \leq j \leq m};\) if it is necessary to emphasize this we shall write \(V_A(a), \Sigma_A,\) etc. Note that \(\Sigma = (0)\) if and only if \(D_r = 0\) for all \(j.\)

**Lemma.** Let \(A\) be as above. Suppose \(u \in V(\overline{F})\) is such that
\[\dot{u} = Au.\]
Then
\[u \in V(0) \otimes \overline{F}.\]

**Proof.** Let \(a \in \Sigma \setminus (0)\) and let \(v \in V(a) \otimes \overline{F}\) be the projection of \(u\) in \(V(a) \otimes \overline{F}\). Then \(v\) satisfies the equation
\[\dot{v} = A(a)v, \quad A(a) = a_1 z^{r_1} + \cdots + a_m z^{r_m} + R(a).\]
Comparison of the orders of \(\dot{v}\) and \(A(a)v\) leads to \(v = 0.\)

We now consider
\[(6.10) \quad A = D_{r_1} z^{r_1} + \cdots + D_{r_m} z^{r_m} + R_A = A' + R_A,\]
\[B = E_{s_1} z^{s_1} + \cdots + E_{s_p} z^{s_p} + R_B = B' + R_B\]
where \(A'\) (resp. \(B'\)) is canonical, \(R_A\) (resp. \(R_B\)) is of the first kind and commutes with \(A'\) (resp. \(B'\)).

**Theorem.** Let \(A\) and \(B\) be as above. Then \(A\) and \(B\) are equivalent under \(\text{GL}(V(\overline{F}))\) if and only if the following conditions are (simultaneously) satisfied:

(i) \(m = p, r_1 = s_1, \ldots, r_m = s_m;\)

(ii) with the same choices of the \(z^{r_j}\) for both \(A\) and \(B,\) there exists \(t \in \text{GL}(V)\) such that \(tD_{r_j} t^{-1} = E_{s_j}, 1 \leq j \leq m;\)
(iii) if $\Sigma$ denotes the common spectrum $\Sigma_A = \Sigma_B$ (in virtue of (ii)), then for any $a \in \Sigma$, $R_A(a)$ and $R_B(a)$ are equivalent over $\mathfrak{F}$.

Moreover, in this case, if $d$ is any integer $\geq 1$ and $y \in \text{GL}(V(\mathfrak{F}_d))$ is such that $y[A] = B$, then $y$ takes $V_A(a) \otimes \mathfrak{F}_d$ to $V_B(a) \otimes \mathfrak{F}_d$ for all $a \in \Sigma$, and the restriction $y_a$ of $y$ to $V_A(a) \otimes \mathfrak{F}_d$ takes $R_A(a)$ to $R_B(a)$:

$$y_a[R_A(a)] = R_B(a).$$

**Proof.** Since the sufficiency of these conditions is obvious we consider only their necessity. Let $y \in \text{GL}(V(\mathfrak{F}))$ and $y[A] = B$. If $W = \text{End}(V)$, then $y \in W \otimes \mathfrak{F}$ is a solution of $\mathfrak{u} = C \mathfrak{v}$ where $C \in \mathfrak{gl}(W)(\mathfrak{F})$ is such that $C \mathfrak{w} = B \mathfrak{w} - \mathfrak{w}A$. The preceding lemma then shows that $y \in W_0 \otimes \mathfrak{F}$ where $W_0$ is the subspace of all $w \in W$ such that $B'w - wA' = 0$. As $y$ is invertible, it follows that $W_0$ must contain invertible elements. If $t$ is one such, $tA't^{-1} = B'$ and so (i) and (ii) are satisfied. To prove (iii) and the last statement we may, replacing $B$ by $t^{-1}Bt$, assume that $A' = B'$. $W_0$ is then the centralizer of $A'$, i.e., of $D_{r_1}, \ldots, D_{r_m}$, so that $y = \bigoplus_a y_a$ where $y_a$ is in $\text{GL}(V_A(a)(\mathfrak{F}))$. Clearly we must have $y_a[R_A(a)] = R_B(a)$ for all $a$, so that (iii) and the last assertion follow at once.

6.5. The invariant nature of the canonical levels in the reduction of a connection is clear from Theorem 6.4. Moreover the criterion (b) of Theorem 6.3 is also immediate. We take $R_A = z^{-1}C$, $R_B = z^{-1}C'$ in Theorem 6.4 and use Proposition 3.10.1 according to which $z^{-1}C_a$ and $z^{-1}C'_a$ are equivalent over $\mathfrak{F}$ if and only if, for some integer $k_a \geq 1$, $\exp(2\pi ik_a C_a)$ and $\exp(2\pi ik'_a C'_a)$ are in the same conjugacy class. We omit the details. Theorem 6.3 is thus proved (except for (c)).

**Definition.** Let $A = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C$ be a canonical element in $\mathfrak{gl}(V(\mathfrak{F}))$. The connection $A^{(s)} = D_{r_1}z^{r_1} + \cdots + D_{r_m} + z^{-1}C_s$ ($C_s$ is the semisimple component of $C$) is called the semisimple component of $A$. Two elements of $\mathfrak{gl}(V(\mathfrak{F}))$ are called weakly equivalent if they have canonical forms whose semisimple components are equivalent in $\text{GL}(V(\mathfrak{F}))$.

For any $B \in \mathfrak{gl}(V(\mathfrak{F}))$ let $\nabla_z^{(B)} = z(d/dz - B)$. If $A = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C$ is canonical, we get the decomposition (analogous to the Jordan decomposition of a linear transformation)

$$\nabla_z^{(A)} = \nabla_z^{(A^{(s)})} - C_n$$
where, in the above expression, $C_n$ stands for the operator of multiplication by $C_n$. It is easy to check that (*) is the canonical decomposition of Levelt [16]. Levelt’s reduction theory over $\mathfrak{g}(\mathfrak{g})$, in which such canonical decompositions play the main role, is essentially equivalent to the theory developed here. Levelt also obtains similar decompositions for connections in $\mathfrak{g}(V(\mathfrak{g}))$.

6.6. In this section we shall examine to what extent the equivalence class (resp. weak equivalence class, irregular part of canonical form) of a connection $A \in \mathfrak{g}(V(\mathfrak{g}))$ can be predicted from the initial segment of its Laurent series. We begin with a generalization of Proposition 5.3.

**Proposition 1.** Let $A \in \mathfrak{g}(V(\mathfrak{g}))$ be of order $r < -1$. Let $M = n(|r| - 1)$. Then we can find $u \in \mathfrak{g}(\mathfrak{g}(\mathfrak{g}))$ such that

(i) the lag of $u$ is \( \leq (n - 1)(|r| - 1) \);

(ii) there is a canonical element $D_r z^r_1 + \cdots + D_m z^r_m + z^{-1}C_A (r_1 < \cdots < r_m < -1)$ in $\mathfrak{g}(V(\mathfrak{g}))$ such that

\[
A^* = u[A] = D_r z^r_1 + \cdots + D_m z^r_m + z^{-1}C_A + R_A
\]

where $\text{ord}(R_A) > -1$.

**Proof.** Exactly as in Proposition 5.3, the proof will make it clear that $u$ is convergent. Before beginning we remark that it is enough to prove this proposition for $A \in \mathfrak{g}(V(\mathfrak{g}))$; the proposition for $A \in \mathfrak{g}(V(\mathfrak{g}))$ is then a formal consequence of the technique of $\xi$-lifting.

Let first $n = 1$. Then $A = a_r z^r + \cdots$ and we need only take $u = 1$. Suppose $n > 1$. We assume the proposition in dimension $< n$. Assume first that $A_r$ has at least two distinct eigenvalues. Let $y = x_A, M$ be as in Corollary 6.2.2, let $A' = y\{A\}$ and let $A''$ be the connection obtained from $A'$ by omitting all powers $z^p$ with $p \geq r + M$; $A' = A'' + E$ where $\text{ord}(E) \geq r + M$ and $A''$ commutes with the spectral projections of $A_r$. If $\{V_\lambda\}$ are the spectral subspaces of $A_r$ with $n_\lambda = \text{dim}(V_\lambda)$, and if $A''^{(\lambda)}$ is the restriction of $A''$ to $V_\lambda$, we can find convergent $u^{(\lambda)} \in \mathfrak{g}(\mathfrak{g}(\mathfrak{g}))$ having properties (i) and (ii), where, in (i), $(n_\lambda - 1)(|r| - 1)$ appears as the upper bound for $\text{lag}(u^{(\lambda)})$; this is possible by the induction hypothesis since $n_\lambda < n$. We now use Proposition 1.7.2 to conclude that if $u = \bigoplus u^{(\lambda)}$, then, $\text{lag}(u) \leq \Sigma\lambda \text{lag}(u^{(\lambda)}) \leq \Sigma(n_\lambda - 1)(|r| - 1) \leq (n - 2)(|r| - 1)$; and $u[A'']$ satisfies (ii). To complete the proof in this case we must only check
that $u[E]$ has order $\geq 0$. But
\[
\text{ord}(u[E]) \geq r + M - (n - 2)(|r| - 1)
\geq r + 2(|r| - 1) \geq |r| - 2 \geq 0.
\]
We remark that in the remainder of the argument we can use the validity of the proposition, for arbitrary $b \geq 1$, $r < -1$, whenever $A_r$ has at least two distinct eigenvalues.

We may thus assume that $A_r = a \cdot 1 + Y$ where $Y$ is nilpotent. We now use the induction on the number of canonical levels of $A$. If this number is 0, we are through by Proposition 5.3. We may thus suppose that $A$ is irregular. If $a \neq 0$ and $\bar{A} = A - az'1$, then $r = \text{pl}(A)$, and the canonical levels of $\bar{A}$ are exactly those of $A$ with $r$ omitted. So the induction hypothesis is applicable to $A$ and proves the proposition for $A$.

Suppose now that $a = 0$ so that $Y \neq 0$. Let $s = \text{pl}(A)$; we have $r < s < -1$. Let $u_1$ be chosen to satisfy the conditions of Proposition 5.3, and let $A^* = u_i[A]$. $A^*_s$ is not nilpotent, and if it has at least two distinct eigenvalues, the earlier result allows us to find $u^* \in \text{OGL}(V(\bar{F}))$ of lag $\leq (n - 1)(|s| - 1)$ for which $u^*[A^*]$ has the specific form (ii). If $u = u^*u_1$,
\[
\text{lag}(u) \leq (n - 1)(|s| - 1) + (n - 1)(|r| - |s|) = (n - 1)(|r| - 1),
\]
and we are through. If $A^*_s$ has a single eigenvalue (which must be nonzero), we can write $A^* = a^*z^s \cdot 1 + A^{**}$, with $a^* \neq 0$, where $\text{ord}(A^{**}) \geq s$ and the number of canonical levels of $A^{**}$ is one less than the corresponding number for $A^*$, i.e., $A$. The induction hypothesis applied to $A^{**}$ gives $u^{**}$ having properties (i) and (ii). As before we take $u = u^{**}u_1$, and note that $\text{lag}(u) \leq (n - 1)(|r| - 1)$. The proof is thus complete.

**Corollary.** Let $\Omega(A, M)$ be the set of all connections $B \in \mathfrak{g}l(V(\bar{F}))$ of order $r$ with $B \equiv A \pmod{z^{r+M}}$. Then, for any $B \in \Omega(A, M)$,
\[
B^* = u[B] = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C_B + R_B
\]
where $\text{ord}(R_B) > -1$. If further $B \equiv A \pmod{z^{r+M'}}$ for some $M' > M$, then $C_B = C_A$.

**Proof.** Since $\text{lag}(u) \leq (n - 1)(|r| - 1)$ and $r + M - (n - 1)(|r| - 1)$
\[
\geq r + |r| - 1 = -1, \quad B \equiv A \pmod{z^{r+M}} \implies B^* \equiv A^* \pmod{z^{-1}},
\]
giving the first statement. If $B \equiv A \pmod{z^{r+M'}}$, $B^* \equiv A^* \pmod{z^{-1+M'-M}}$, proving the second statement.
The significance of Proposition 1 lies in the fact to be proved below that the connection \( D_r z^{r_1} + \cdots + D_m z^{r_m} + z^{-1}(C_A)_s \), the suffix \( s \) denoting the semisimple component, is in the weak equivalence class of \( A \). To see this let us consider a connection \( D \) of the form

\[
D = D_r z^{r_1} + \cdots + D_m z^{r_m} + z^{-1}C + R = D' + R \quad (\text{ord}(R) > -1)
\]

where \( D' \) is a canonical element of \( \mathfrak{gl}(V(\mathcal{F})) \). Let

\[
D'^{(s)} = D_r z^{r_1} + \cdots + D_m z^{r_m} + z^{-1}C_s.
\]

Let \( \Sigma \) and \( V(a) \) have their usual meaning and let \( C_a = C_{V(a)} \). Put

(6.8) \[
\tilde{k}(D) = \tilde{k}(D') = \max_{a \in \Sigma} \tilde{k}(C_a)
\]

where \( \tilde{k}(C_a) \) are the rational numbers \( > 0 \) defined in §3.10.

**Proposition 2.** Let notation be as above. Then:

(i) \( D \) is in the weak equivalence class of \( D' \).

(ii) If \( E \in \mathfrak{gl}(V(\mathcal{F})) \) with \( E \equiv D \pmod{z^{k(D)}} \), then \( E \) is equivalent to \( D \) in \( \text{GL}(V(\mathcal{F})) \).

**Proof.** Let \( d \geq 1 \) be an integer such that \( D \in \mathfrak{gl}(V(\mathcal{F}_d)) \). Going over to \( \xi = z^{1/d} \) we may assume that \( d = 1 \) and \( D \in \mathfrak{gl}(V(\mathcal{F})) \), so that all the \( r_j \) are integers \( < -1 \). In view of Lemma 6.2.2 there is no loss of generality in assuming that \( [D_r, R] = 0 \), \( 1 \leq j \leq m \). But then \( D \) becomes a direct sum of its restrictions to the spectral spaces \( V(a) \), say \( D_a \); and, if \( a = (a_1, \ldots, a_m) \in \Sigma \),

\[
D_a = a_1 z^{r_1} + \cdots + a_m z^{r_m} + z^{-1}C_a + R_a, \quad \text{ord}(R_a) \geq 0.
\]

The connection \( z^{-1}C_a + R_a \) can be reduced to the form \( z^{-1}C'_a \) in \( \text{GL}(V(a)(\mathcal{F})) \); moreover, \( \exp(2\pi i(C'_a)_s) \) and \( \exp(2\pi i(C_a)_s) \) are conjugate in \( \text{GL}(V(a)) \). Since this is true for all \( a \in \Sigma \), we see that \( D \) is equivalent over \( \text{GL}(V(\mathcal{F})) \) to the connection

(6.9) \[
D_{r_1}' z^{r_1} + \cdots + D_{r_m}' z^{r_m} + z^{-1}C' \quad (C'|_{V(a)} = C'_a)
\]

and that \( \exp(2\pi iC'_a) \) is conjugate to \( \exp(2\pi iC_a) \) via an element of \( \text{GL}(V) \) that centralizes \( D_{r_1}, \ldots, D_{r_m} \). In other words, \( D'^{(s)} \) is in the same weak equivalence class as the connection (6.9) which was equivalent to \( D \). This proves (i).

We prove (ii) in three steps. First suppose that both \( D \) and \( E \) commute with \( D_{r_1}, \ldots, D_{r_m} \). Then \( D \) (respectively \( E \)) is the direct sum of its restriction \( D_a \) (respectively \( E_a \)) to \( V_a \). \( D_a \) and \( E_a \) have the same scalar
irregular part \(a_1 z^{r_1} + \cdots + a_m z^{r_m}\), while Proposition 3.10.2 shows that \(D'_a = D_a - (a_1 z^{r_1} + \cdots + a_m z^{r_m}) \cdot 1\) and \(E'_a = E_a - (a_1 z^{r_1} + \cdots + a_m z^{r_m}) \cdot 1\) are equivalent in \(\text{GL}(V(a)(\widetilde{\mathbb{F}}))\), because \(E'_a \equiv D'_a \pmod{z^{k(C_a)}}\). \(D\) and \(E\) are then obviously equivalent in \(\text{GL}(V(\widetilde{\mathbb{F}}))\).

Next suppose that only \(D\) commutes with \(D_{r_1}, \ldots, D_{r_m}\). Choose the integer \(d \geq 1\) so that \(D, E \in \mathfrak{g} l(V(\widetilde{\mathbb{F}}))\) and \(k(D) \in (1/d) \mathbb{Z}\). Since \(E \equiv D \pmod{z^{k(D)}}\) it follows that \(E_{r+s} = D_{r+s}, r + s < k(D)\). By Lemma 6.2.2 there exists \(x \in \text{GL}(V(\widetilde{\mathbb{F}}))\) such that \(E' = x[E]\) has the property that \(E'_{r+s} = E_{r+s} = D_{r+s}, r + s < k(D)\), i.e., \(E' \equiv D \pmod{z^{k(D)}}\) and \(E'\) commutes with \(D_{r_1}, \ldots, D_{r_m}\). We are thus reduced to the first case.

Finally we consider the general case: \(E \equiv D \pmod{z^{k(D)}}\). By applying Lemma 6.2.2 to \(D\) with \(M = | r_1 | - 1, M' = | r_1 | - 1\), we see that there exists \(x \in \text{GL}(V(\widetilde{\mathbb{F}}))\) such that \(x[D] = D'\) commutes with \((D_{r_1}, \ldots, D_{r_m})\) and \(D'_{r+s} = D_{r+s}, r + s \leq -1\), i.e., \(D' \equiv D \pmod{z^{-1+(1/d)}}\). Note also \(k(D) = k(D')\). If \(E' = x[E]\) it is clear that \(E' \equiv D' \pmod{z^{k(D')}}\). So, by the second case above, \(E'\) is equivalent over \(\text{GL}(V(\widetilde{\mathbb{F}}))\) to \(D'\) hence \(E\) is equivalent to \(D\). The proposition is completely proved.

**Corollary.** For \(D\) as above, \(D_{r_1} z^{r_1} + \cdots + D_{r_m} z^{r_m}\) is the irregular part of its canonical form; and \(r_1, \ldots, r_m\) are the canonical levels.

Propositions 1 and 2 lead at once to the following.

**Theorem.** Let \(r\) be an integer \(< -1\) and \(A \in \mathfrak{g} l(V(\widetilde{\mathbb{F}}))\) a connection of order \(r\). Let \(M = n(| r | - 1)\). If \(B \in \mathfrak{g} l(V(\widetilde{\mathbb{F}}))\) is of order \(r\) and \(A_{r+s} = B_{r+s}\) for \(0 \leq s < M\), then \(A\) and \(B\) are either both regular or both irregular and have canonical forms with the same irregular part; and this estimate is sharp. If further \(A_{r+M} = B_{r+M}\), then \(A\) and \(B\) are weakly equivalent. Let \(u \in \text{GL}(V(\widetilde{\mathbb{F}}))\) be as in Proposition 1, let \(A^* = u[A]\) and let \(k = k(A^*)\) be defined by (6.8). Then \(k\) depends only on the \(A_{r+s},\ 0 \leq s < M\); and if \(A_{r+s} = B_{r+s}\) for \(0 \leq s \leq M + k + 1\), then \(A\) and \(B\) are equivalent over \(\text{GL}(V(\widetilde{\mathbb{F}}))\).

**Remark.** Let \(A \in \mathfrak{g} l(V(\widetilde{\mathbb{F}}))\) be irregular and of order \(r < -1\) and let \(B\) be a canonical form of \(A\). For reasons of (adic) continuity we can find, for any \(p > 0\), an element \(x \in \text{GL}(V(\widetilde{\mathbb{F}}))\) such that \(x[A] = B + R\) where \(R \equiv 0 \pmod{z^p}\). Proposition 2 tells us conversely that any connection of the form \(B + R\), \(B\) canonical and \(R \equiv 0 \pmod{z^p}\) necessarily has \(B\) as its canonical form if \(p\) is sufficiently large.
6.7. Let $A \in \mathfrak{gl}(V(\mathbb{F}))$ be of order $r < -1$. An examination of the proofs of Proposition 1 above and Proposition 5.3 shows that the elements $u \in \circ \mathfrak{gl}(V(\mathbb{F}))$ are actually algorithmically constructed, and depend only on the coefficients $A_{r+s}$, $0 \leq s < M = n(|r| - 1)$. One should note (cf. Proposition 7.6) that as the canonical levels of $A$ are all in $\bigcup_{1 \leq m \leq n} m^{-1}\mathbb{Z}$, the number of canonical levels of $A$ is at most $(n/2)(n - 1)(|r| - 1)$, showing that the inductive process involved in the computation of $u$ as in Proposition 1 will end in a finite number of steps which can be bounded a priori (i.e., depending only on $n$ and $r$). The determination of any finite initial segment of $A^*$ is thus completely finitistic. Proposition 2 shows that we need to compute $A^*$ only mod $z^k$ where $k = \bar{k}(A^*)$ and $d$ is such that $A^* \in \mathfrak{gl}(V(\mathbb{F}_d))$ and $\bar{k} \in (1/d)\mathbb{Z}$. Let $A^{**}$ be the $\xi$-lifting of $A^*$ truncated mod $z^k$, $\xi$ being $z^{1/d}$. Obviously canonical forms of $A^{**}$ are $\xi$-liftings of canonical forms of $A$. To determine a canonical form of $A^{**}$ we follow the method of Lemma 6.2.2 to obtain a connection $A' \in \mathfrak{gl}(V(\mathbb{F}_{\bar{k}}))$ belonging to the same equivalence class as $A^{**}$, containing only powers $\xi^p$ with $p < k = \bar{k}(A^{**})$, and commuting with the $D_j$, $1 \leq j \leq m$; in this procedure we can, thanks to Proposition 6.2.2, always truncate mod $\xi^k$, since at every stage, the connections we deal with begin with the same canonical element of $\mathfrak{gl}(V(\mathbb{F}_{\bar{k}}))$. The connection $A'$ is then written as a direct sum of connections $A_a^a$. Each $A_a^a$ is then reduced to the canonical form by the method of §3 since the irregular part of $A_a^a$, being scalar, plays no further role.

7. Reduction theory over $\mathbb{F}$.

7.1. In this section we shall discuss the problem of equivalence (of connections) over the field $\mathbb{F}$ itself using the standard technique of Galois descent. The basic problem is to determine, for any integer $b \geq 1$ and any canonical $B \in \mathfrak{gl}(V(\mathbb{F}_b))$, the $\mathfrak{gl}(V(\mathbb{F}))$-equivalence classes of elements of $\mathfrak{gl}(V(\mathbb{F}))$ that are equivalent to $B$ over $\mathbb{F}_b$.

The descent arguments become simpler if we work with the so-called $b$-reduced canonical forms. The significance of $b$-reducedness, which is a generalization of the reducedness of elements of $\mathfrak{gl}(V)$, lies in the fact that the centralizer in $\mathfrak{gl}(V(\mathbb{F}_b))$ of a canonical $b$-reduced connection in $\mathfrak{gl}(V(\mathbb{F}_b))$ consists only of constants, i.e., a subgroup of $\mathfrak{gl}(V)$. The method of descent is quite explicit and leads to a detailed picture of the $\mathfrak{gl}(V(\mathbb{F}))$-equivalence classes in $\mathfrak{gl}(V(\mathbb{F}))$ (§§7.5–7.6). For an alternative treatment that is in part based on Turrittin's work [26], see Jurkat [11].
7.2. Definition. Let \(b\) be any integer \(\geq 1\). An element \(C \in \mathfrak{gl}(V)\) is said to be \(b\)-reduced if \(0 \leq \text{Re}(\lambda) < 1/b\) for all eigenvalues \(\lambda\) of \(C\). A canonical element

\[ B = D_1 z^{r_1} + \cdots + D_m z^{r_m} + z^{-1}C \]

of \(\mathfrak{gl}(V(\mathbb{F}_b))\) is said to be \(b\)-reduced if \(b\) is such that \(r_j \in (1/b)\mathbb{Z}\) for all \(j\), and if \(C\) is \(b\)-reduced (1-reduced = reduced).

Remark. If \(B \in \mathfrak{gl}(V(\mathbb{F}_b))\) is canonical and \(\tilde{B}\) is its \(\xi\)-lifting \((\xi = z^{1/b})\), \(B\) is \(b\)-reduced if and only if \(\tilde{B}\) is reduced. Suppose that \(B\) above is such that \(r_j \in (1/b)\mathbb{Z}\) for all \(j\) but that \(C\) is not \(b\)-reduced. Using (3.11) to transform each \(z^{-1}C_a\) \((a \in \Sigma)\) to the form \(z^{-1}C'_a\) where \(C'_a\) is \(b\)-reduced, within \(\text{GL}(V(\mathbb{F}_b))\), we see that \(B\) is \(\text{GL}(V(\mathbb{F}_b))\)-equivalent to a connection \(B'\) where

\[ B' = D_1 z^{r_1} + \cdots + D_m z^{r_m} + z^{-1}C' \]

is canonical and \(b\)-reduced.

Theorem. Let \(B, B'\) be canonical \(b\)-reduced, i.e.,

\[ B = D_1 z^{r_1} + \cdots + D_m z^{r_m} + z^{-1}C, \]
\[ B' = D'_1 z^{r_1} + \cdots + D'_m z^{r_m} + z^{-1}C' \]

where the same choices are made for the \(z^{r_j}\) in both the expressions. If \(y \in \text{GL}(V(\mathbb{F}_b))\) and \(y[B] = B'\), then \(y = \tau \in \text{GL}(V)\) and

\[ \tau C \tau^{-1} = C', \quad \tau D_j \tau^{-1} = D'_j, \quad 1 \leq j \leq m. \]

In particular the centralizer of the connection \(B\) in \(\text{GL}(V(\mathbb{F}_b))\) is the subgroup of \(\text{GL}(V)\) centralizing \(C, D_1, \ldots, D_m\).

Proof. This is immediate from Theorem 6.4; for, \(y_a[z^{-1}C_a] = z^{-1}C'_a\), and the \(b\)-reducedness of \(C_a, C'_a\) shows that \(y_a \in \text{GL}(V(a))\) (cf. Lemma 3.6).

7.3. The first step is to make more precise the field over which reduction to a canonical form takes place.

Proposition. Let \(A \in \mathfrak{gl}(V(\mathbb{F}))\) and assume that the canonical levels of \(A\) are all in \((1/b)\mathbb{Z}\), \(b\) being an integer \(\geq 1\). Then we can find \(x \in \text{GL}(V(\mathbb{F}_b))\) such that \(x[A]\) is canonical and \(b\)-reduced.
This depends on the following well-known lemma.

**Lemma.** Let $S$ be any subset of $\mathfrak{gl}(V)$ and $\theta \in \text{GL}(V)$ a semisimple element centralizing $S$. Then $\theta$ can be written in the form $\exp(2\pi i X)$ where $X \in \mathfrak{gl}(V)$ is semisimple and centralizes $S$.

**Proof.** If $H$ is the subgroup of $\text{GL}(V)$ of elements which act as scalars on the eigenspaces of $\theta$, it is clear that $H = \exp \mathfrak{h}$ where $\mathfrak{h}$ is the subalgebra of $\mathfrak{gl}(V)$ whose elements act as scalars on the eigenspaces of $\theta$. Now $\theta \in H$ and the elements of $\mathfrak{h}$ are all semisimple and commute with $S$ since the eigenspaces of $\theta$ are stable under $S$. The lemma is now immediate.

**Proof of the Proposition.** The proof is a typical application of the Galois descent theory. First of all, it is enough to find $x \in \text{GL}(V(\overline{\mathbb{F}}_b))$ such that $x[A]$ is canonical (cf. Remark in §7.2). Secondly, going over to $\zeta = z^{1/b}$ enables us to come down to the case when $b = 1$. So we assume that for some $y \in \text{GL}(V(\overline{\mathbb{F}}))$, $y[A] = B$ where

$$B = D_{r_1} z^{r_1} + \cdots + D_{r_m} z^{r_m} + z^{-1}C$$

is canonical and the $r_i$ are integers. We wish to prove that for a suitable $x \in \text{GL}(V(\overline{\mathbb{F}}))$, $x[A]$ is canonical. Choose the integer $b \geq 1$ so that $y \in \text{GL}(V(\overline{\mathbb{F}}_b))$. By suitably changing $C$ we may assume that $C$ is $b$-reduced (cf. Remark in §7.2). Identifying $\mu_b$ with $\text{Gal}(\overline{\mathbb{F}}_b/\mathbb{F})$ and using the fact that $\mu_b$ fixes both $A$ and $B$, we see that $y^b$ centralizes $B$ for all $\gamma \in \mu_b$. Let $\omega = e^{2\pi i/b}$, $\zeta = z^{1/b}$. Then Theorem 7.2 shows that $y(\omega \zeta) y(\zeta)^{-1} = \theta \in \text{GL}(V)$ and centralizes $C, D_{r_1}, \ldots, D_{r_m}$. Changing $\zeta$ to $\omega \xi, \omega^2 \xi, \ldots, \omega^{b-1} \xi$ and multiplying, we get $\theta^b = 1$. So $\theta$ is semisimple and we can write, in view of the above lemma, $\theta = \exp(2\pi i X)$ where $X$ is semisimple and centralizes $C, D_{r_1}, \ldots, D_{r_m}$ since $\exp(2\pi i b X) = 1$, all eigenvalues of $bX$ are integers. Let $u(\xi) = \xi^{bX}$. It is immediate from the definition of $\xi^{bX}$ (cf. §1.5) that $u(\omega \xi) u(\xi)^{-1} = \theta$. Hence $u(\xi)^{-1} \hat{y}(\xi) = u(\omega \xi)^{-1} \hat{y}(\omega \xi)$, showing that $u(\xi)^{-1} \hat{y}(\xi) = \hat{x}(\xi)$ for some $x \in \text{GL}(V(\overline{\mathbb{F}}))$. But then, $\hat{x}[\hat{A}] = u^{-1}[\hat{B}] = B - \xi^{-1}bX$, so that $x[A] = B - z^{-1}X$. As $B - z^{-1}X$ is canonical, we are through.

**7.4.** Consider now a canonical element $B \in \mathfrak{gl}(V(\overline{\mathbb{F}}))$. If $r_1, \ldots, r_m$ are its canonical levels, we have

$$B = D_{r_1} z^{r_1} + \cdots + D_{r_m} z^{r_m} + z^{-1}C$$

$$= B_{\text{irr}} + z^{-1}C \quad (r_j = s_j/b, s_j \in \mathbb{Z})$$
for some choices of \( z^r, \ldots, z^r_m \). Let \( \Sigma = \Sigma_B \) be the spectrum of \( (D_r, \ldots, D_r_m) \), \( V(a) \) (\( a \in \Sigma \)) the spectral subspaces, and for each \( a \in \Sigma \) let

\[
p_a = a_1 z^r_1 + \cdots + a_m z^r_m
\]

(cf. (6.5) and (6.6)). The set \( \Sigma \) as well as the injection \( a \mapsto p_a \) of \( \Sigma \) into \( \mathbb{F} \) depend on the choices of \( z^r_1, \ldots, z^r_m \); however, the set of all elements \( p_a \) is intrinsically defined and coincides with the spectrum of \( B_{irr} \) when it is viewed as a semisimple endomorphism of \( V(\mathbb{F}) \). In fact, if \( v \in V(a) \), \( B_{irr} v = p_a v \). Moreover, this spectrum does not change when \( B \) is replaced by another canonical element \( \text{GL}(V(\mathbb{F})) \)-equivalent to it. We shall henceforth identify \( \Sigma_B \) with \( \text{spec}(B_{irr}) \).

Fix an integer \( b \geq 1 \) and a choice of \( \zeta = z^{1/b} \). for \( m/b \in (1/b)\mathbb{Z} \) let \( z^{m/b} = (z^{1/b})^m \).

**Proposition.** Let \( G_{\zeta}(b; V) \) be the set of all \( B \in \text{gl}(V(\mathbb{F}_h)) \) whose \( \text{GL}(V(\mathbb{F}_h)) \)-equivalence class \( [B]_{\mathbb{F}_h} \) meets \( \mathfrak{g}_1(V(\mathbb{F})) \). Let \( B \) be as in (7.2) a canonical \( b \)-reduced element of \( \text{gl}(V(\mathbb{F}_h)) \). Then the following statements are equivalent:

(i) \( B \in G_{\zeta}(b; V) \)

(ii) \( [B]_{\mathbb{F}_h} \) is fixed by \( \text{Gal}(\mathbb{F}_b/\mathbb{F}) \), i.e., for each \( \gamma \in \mu_h \), \( \tilde{B} \) and \( \gamma \tilde{B}^{-1} \) are equivalent with respect to \( \text{GL}(V(\mathbb{F}_h)) \)

(iii) \( \Sigma \) (regarded as a subset of \( \mathbb{F}_h \)) is stable under \( \mu_h \); and there is a representation \( \rho \) of \( \mu_h \) in \( V \), commuting with \( C \), such that \( \rho \) and \( (V(\rho))_{p \in \Sigma} \) form a system of imprimitivity, i.e.,

\[
(7.4) \quad \rho(\gamma)C\rho(\gamma)^{-1} = C, \quad \rho(\gamma)(V(p)) = V(\gamma \cdot p) \quad (\gamma \in \mu_h, p \in \Sigma).
\]

(i) \( \Rightarrow \) (iii). Let \( A \in \mathfrak{g}_1(V(\mathbb{F})) \) be such that for some \( x \in \text{GL}(V(\mathbb{F}_h)) \), \( x[A] = B \). Then \( \hat{x} [\hat{A}] = \hat{B} \), and from §1.3 we know that \( \hat{x} \gamma^{-1} [\hat{A}] = \gamma \tilde{B} \gamma^{-1} \) for any \( \gamma \in \mu_h \). So \( \hat{x} \gamma^{-1} \hat{\gamma}^{-1} \) takes \( \tilde{B} \) to \( \gamma \tilde{B} \gamma^{-1} \). By §7.2 we must have

\[
(7.5) \quad \hat{x}(\gamma \zeta) \hat{x}(\zeta)^{-1} = \rho(\gamma) \in \text{GL}(V)
\]

\[
\rho(\gamma)C\rho(\gamma)^{-1} = C, \quad \rho(\gamma)D_r, \rho(\gamma)^{-1} = \gamma^{s_r} D_r
\]

for all \( \gamma \in \mu_h \). The first of these relations shows that \( \rho \) is a representation in \( V \). From the second we see that if \( p = p_a \in \Sigma \) and \( v \in V(p) \), then

\[
D_r \rho(\gamma)v = \gamma^{-s_r} \rho(\gamma) D_r v = \gamma^{-s_r} a_j \rho(\gamma)v, \quad \text{showing that} \quad \gamma \cdot p \in \Sigma \text{ and} \quad \rho(\gamma)(V(p)) = V(\gamma \cdot p).
\]
(iii) \implies (ii). This is obvious since (7.4) shows that the $p(\gamma)$ satisfy the second set of relations in (7.5) and hence that $\rho(\gamma)[\tilde{B}] = \gamma\tilde{B}^{-1}$ ($\gamma \in \mu_b$).

(ii) \implies (i). By §7.2 we can find a $\theta_\gamma \in \text{GL}(V)$ for each $\gamma \in \mu_b$ such that $\theta_\gamma[\tilde{B}] = \gamma\tilde{B}^{-1}$. We now claim that $\theta_\gamma$ can be chosen to be semisimple and to have its $b$th power equal to 1. Write $\theta = \theta_\gamma$ and $\theta_s$ for the semisimple component of $\theta$. As $\text{Ad}(\theta_s)$ is the semisimple component $\text{Ad}(\theta)$, $\theta_s C \theta_s^{-1} = C$, $\theta_s D_r \theta_s^{-1} = \gamma^{j_r} D_r$, $1 \leq j \leq m$. So $\theta_s b$ centralizes $\theta_s$, $C$, $D_r$, ..., $D_m$; Lemma 7.3 allows us to write $\theta_s b = \exp(2\pi i X)$ where $X$ is semisimple and centralizes $\theta_s$, $C$, $D_r$, ..., $D_m$. Take $\psi = \exp(2\pi i X/b)$, $\varphi = \psi^{-1}\theta_s$. Then $\varphi$ is semisimple, $\varphi^b = 1$, and $\varphi[\tilde{B}] = \gamma\tilde{B}^{-1}$. With $\varphi = \theta_\gamma$, our claim is proved. Choosing $\theta_\gamma$ as above let $\omega \in \mu_b$ be primitive and $\theta = \theta_\omega$. We assume $V = C^n$ and

$$\theta = \text{diag}(\omega^{k_1}, \ldots, \omega^{k_n}), \quad k_j \in \mathbb{Z}.$$ 

We have $\theta\tilde{B}\theta^{-1} = \omega\tilde{B}^{-1}$. Let $\tilde{B} = (\beta_{ij})_{1 \leq i, j \leq n}$. Then

$$\beta_{ij}(\zeta) \omega^{k_i-k_j} = \beta_{ij}(\omega^{k_j}).$$

Hence, if $\gamma_{ij}(\zeta) = \zeta^{-(k_i-k_j)}\beta_{ij}(\zeta)$, $\gamma_{ij}(\omega^{k_j}) = \gamma_{ij}(\zeta)$. Hence there is $\alpha_{ij} \in \mathfrak{g}$ such that $\gamma_{ij}(\zeta) = \alpha_{ij}(\zeta^b)$. Define $D \in \mathfrak{gl}(\mathbb{g}(\mathfrak{g}))$ as the element with the matrix

$$D = \left( \frac{1}{bz}\alpha_{ij}(z) \right) - \frac{1}{z} \text{diag}(\frac{k_1}{b}, \ldots, \frac{k_n}{b}).$$

A simple calculation shows $\hat{x}[	ilde{D}] = \tilde{B}$. This proves (i) and hence the proposition.

*From now on we fix a canonical $b$-reduced $B \in \mathfrak{gl}(V(\mathfrak{g}))$. Let $S(b : B)$ be the set of all systems of imprimitivity

$$\sigma = (\rho, (V(p))_{p \in \Sigma})$$

where $\rho$ is a representation of $\mu_b$ in $V$ commuting with $C$ (cf. (7.4)). It is natural to call two such systems $\sigma_1$, $\sigma_2$ equivalent if

$$\rho_2(\gamma) = t\rho_1(\gamma)t^{-1} \quad (\gamma \in \mu_b)$$

for some $t$ in the subgroup $T(B)$ of $\text{GL}(V)$ defined as

$$T(B) = \{ t \in \text{GL}(V) \mid t(V(p)) = V(p) \}
\quad \text{for all } p \in \Sigma, \; tCt^{-1} = C \};$$
of course, in (7.6), $\rho_i$ is the representation corresponding to $\sigma_i$. It is also obvious that

$$T(B) = \left\{ t \in \text{GL}(V) \mid tCt^{-1} = C, tD_jt^{-1} = D_j, 1 \leq j \leq m \right\}.$$ 

Let

$$S(b : B)$$

be the set of all equivalence classes in $S(b : B)$. Finally, let

$$\Omega(b : B) = \{ A \in \mathfrak{gl}(V(\overline{F})) \mid A \text{ is equivalent to } B \}$$

in $\text{GL}(V(\overline{F}_b))$.}

**Theorem.** For any $A \in \Omega(b : B)$ let $x$ be any element of $\text{GL}(V(\overline{F}_b))$ such that $x[A] = B$. Then, for any $\gamma \in \mu_b$, $\rho_x(\gamma) = \hat{x}^{\gamma-1}\hat{x}^{-1} \in \text{GL}(V)$; and $\rho_x(\gamma \rightarrow \rho_x(\gamma))$ is a representation of $\mu_b$ commuting with $C$ such that $\sigma_x = (\rho_x, (V(p))_{p \in \Sigma})$ is a system of imprimitivity. The equivalence class $[\sigma_x]$ of $\sigma_x$ is independent of the choice of $x$ and depends on $A$ only through its $\text{GL}(V(\overline{F}_b))$-equivalence class $[A]$. The map

$${[A] \mapsto [\sigma]}$$

is then a bijection:

$$\text{GL}(V(\overline{F}_b)) \setminus \Omega(b : B) \approx S(b : B).$$

**Proof.** The only non-trivial part of the proof is the surjectivity. This is shown with the help of the following lemma, which is essentially “Hilbert’s Theorem 90.”

**Lemma.** Let $\theta \in \text{GL}(V)$ be such that $\theta^{b_1} = 1$. Let $\omega \in \mu_b$ be primitive. Then we can find $x \in \text{GL}(V(\overline{F}_b))$ such that $x^{\omega^{-1}_{-1}} = \theta$. Moreover we can choose $x$ to be semisimple and commuting with $\theta$.

**Proof.** Assume $V = \mathbb{C}^n$ and $\theta = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$, $\lambda_j \in \mu_b$. Now $\overline{F}_b$ is a Galois extension of $\overline{F}_b$ with $\mu_b$ as the Galois group acting as $f(\xi) \leftrightarrow f(\sigma^{-1}\xi)$ $(f \in \overline{F}_b, \sigma \in \mu_b)$. As $\lambda_j \in \overline{F}_b$ and $\lambda^b_1 = 1$, we can write $\lambda_j = (f_j)^{\omega^{-1}_{-1}}f_j$ for some $f_j \in \overline{F}_b^\times$, by Hilbert’s Theorem 90 (see [22], pp. 158–159). Then $x = \text{diag}(f_1, f_2, \ldots, f_n)$ has all the required properties.

Let $\sigma = (\rho, (V(p))_{p \in \Sigma}) \in S(b : B)$. By the lemma we can find $x \in \text{GL}(V(\overline{F}_b))$ such that $x^{\omega^{-1}_{-1}} = \rho(\omega) = \theta$ where $\omega \in \mu_b$ is primitive. Then $x^{\gamma^{-1}}x^{-1} = \rho(\gamma), \gamma \in \mu_b$. Let $D = x^{-1}[B]$. We must show that
\[ D = \tilde{A} \text{ for some } A \in \mathfrak{g}l(V(\mathcal{F})). \text{ Since } \theta = \rho(\omega) \text{ we must have } \theta[\tilde{B}] = \omega \tilde{B}^{-1}, \text{ so that } x^\omega[\tilde{D}] = \omega \tilde{B}^{-1}. \text{ But, as } x[\tilde{D}] = \tilde{B} \text{ we have } x^\omega[\omega D^{-1}] = \omega \tilde{B}^{-1} \text{ also. Hence } D = \omega D^{-1}, \text{ i.e., } D(\omega \xi) = \omega^{-1} D(\xi). \text{ By §1.3 there exists an } A \in \mathfrak{g}l(V(\mathcal{F})) \text{ such that } D = \tilde{A}. \text{ This completes the proof.} \]

Let \( B \in \mathcal{C}_{\mathfrak{g}}(b : V) \). The spectrum \( \Sigma \) of \( B_{irr} \) splits into the disjoint orbits
\[ \Sigma_1, \Sigma_2, \ldots, \Sigma_q \]
under the action of \( \text{Gal}(\mathcal{F}/\mathcal{F}) \), i.e., \( \mu_b \) (since \( \text{Gal}(\mathcal{F}/\mathcal{F}) \) acts on \( \Sigma \subset \mathcal{F}_b \) via \( \mu_b \)). Let
\[ V_j = V(\Sigma_j) = \bigoplus_{p \in \Sigma_j} V(p). \]
Each \( V_j \) is stable under all the \( D_r \) and \( C \). Let \( D_{r,j} \) and \( C_j \) be the restrictions to \( V_j \) of \( D_r \) and \( C \) respectively. Then we have the following natural decomposition;
\[ B = \bigoplus_{1 \leq j \leq q} B_j \]
where
\[ B_j = D_{r,1} z^{r_1} + \cdots + D_{r,m} z^{r_m} + z^{-1} C_j. \]
Of course, for a given \( j \), some or all of the \( D_{r,j} \) and \( C_j \) may vanish, so that \( B_j \) may be regular, even 0. We call \( (B_j)_{1 \leq j \leq q} \) the \textit{homogeneous constituents} of \( B \). If \( q = 1 \), i.e., \( \Sigma \) is a single orbit, \( B \) itself is called \textit{homogeneous}. The proposition above shows that
\[ B \in \mathcal{C}_{\mathfrak{g}}(b : V) \Rightarrow B_j \in \mathcal{C}_{\mathfrak{g}}(b : V_j) \quad (1 \leq j \leq q). \]

Conversely, let \( B_j \in \mathcal{C}_{\mathfrak{g}}(b : V_j) \) be canonical \( b \)-reduced homogeneous, with their spectra \( \Sigma_{B_j} \) disjoint. Then \( B = \bigoplus_j B_j \) is in \( \mathcal{C}_{\mathfrak{g}}(b : V) \) where \( V = \bigoplus_j V_j \), and the \( B_j \) are the homogeneous constituents of \( B \). Finally we have the following commutative diagram of natural isomorphisms:
\[ (7.15) \]
\[ \prod_{1 \leq j \leq q} (\text{GL}(V_j(\mathcal{F})) \setminus \Omega(b : B_j)) \xrightarrow{\cong} \prod_{1 \leq j \leq q} \mathcal{S}(b : B_j) \]

The vertical maps are induced respectively by the maps, \((A_1, \ldots, A_q) \mapsto A_1 \oplus \cdots \oplus A_q \) of \( \prod_j \Omega(b : B_j) \) into \( \Omega(b : B) \) and \((\sigma_1, \ldots, \sigma_q) \mapsto \sigma_1 \oplus \cdots \oplus \sigma_q \).
of $\prod_j S(b : B_j)$ into $S(b : B)$; the map on the right is obviously a bijection so that the vertical map on the left is also bijective.

It is also not difficult to obtain a criterion for deciding when a given canonical $b$-reduced $B \in g l(V(\mathbb{F}_b))$ satisfies the conditions of the preceding Proposition. We leave it to the reader to verify that $B \in C_\Sigma(b : V)$ if and only if $\Sigma$ is stable under $\mu_b$ and for each $\mu_b$-orbit $0 \subset \Sigma$, all the $(V(p), C(p))_{p \in 0} (C(p) = C|_{\nu(p)})$ are mutually equivalent.

As a first application of the main theorem of this paragraph consider the case when $B$ is regular, i.e., $B = z^{-1}C$ where $C$ is $b$-reduced. If $H$ is the centralizer of $C$ in $GL(V)$, we have a natural bijection

\[(*) \quad [A] \mapsto [\theta]_H\]

between the $GL(V(\mathbb{F}))$-equivalence classes $[A]$ of connections $A \in g l(V(\mathbb{F}))$ that are $GL(V(\mathbb{F}))$-equivalent to $z^{-1}C$, and the conjugacy classes $[\theta]_H$ in $H$ of elements $\theta \in H$ for which $\theta^b = 1$. For a given $A$ we choose any $\gamma \in GL(V(\mathbb{F}_b))$ such that $\gamma[A] = z^{-1}C$; then, with $\omega = e^{2\pi i / b}$, $\gamma^{\omega} \gamma^{-1} = \theta \in GL(V)$ and defines the associated $[\theta]_H$ in $(*)$. To this we add the remark that the $GL(V)$-conjugacy class

\[[0^{-1} \exp(2\pi i C)]\]

is the monodromy of $A$. To see this, we use Lemma 7.3 to write $\theta = \exp(2\pi i X)$ where $X$ is semisimple and centralizes $C$. As in the proof of Proposition 7.3, $bX$ has only integral eigenvalues, and if $u(\xi) = \xi^{bX}$, $u(\xi)^{-1} \hat{u}(\xi) = \hat{x}(\xi)$ for some $x \in GL(V(\mathbb{F}))$ while $x[A] = z^{-1}(C - X)$. This establishes the above formula for the monodromy of $A$. We recall that this result was used in §5.4.

As our second application we consider the question of determining the $GL(V(\mathbb{F}))$-equivalence classes of connections in $g l(V(\mathbb{F}))$ which have a given canonical form. Let

\[B = D_{r_1} z^{r_1} + \cdots + D_{r_m} z^{r_m} + z^{-1}C \in g l(V(\mathbb{F}_b))\]

be canonical and let $\Omega(B)$ be the set of all $A \in g l(V(\mathbb{F}))$ for which $B$ is a canonical form. Let $H$ (resp. $\mathfrak{h}$) be the subgroup of $GL(V)$ (resp. subalgebra $g l(V)$) centralized by $D_{r_1}, \ldots, D_{r_m}$. We select a maximal set of elements $L_\lambda (\lambda \in \Lambda)$ of $\mathfrak{h}$ with the following properties:

(a) for each $\lambda \in \Lambda$, $L_\lambda$ is $b$-reduced and there is an integer $k \geq 1$ such that $\exp(2\pi ik L_\lambda)$ and $\exp(2\pi ik C)$ are conjugate in $H$;

(b) for $\lambda, \lambda' \in \Lambda$, $\lambda \neq \lambda'$, $L_\lambda$ and $L_{\lambda'}$ are not conjugate under $H$.

For $\lambda \in \Lambda$ let us write

\[B_\lambda = D_{r_1} z^{r_1} + \cdots + D_{r_m} z^{r_m} + z^{-1}L_\lambda.\]
It is then clear from Proposition 7.3 that

$$\Omega(B) = \prod_{\lambda \in \Lambda} \Omega(b : B_{\lambda}).$$

Hence

$$\text{GL}(V(\mathcal{F})) \backslash \Omega(B) = \prod_{\lambda \in \Lambda} (\text{GL}(V(\mathcal{F})) \backslash \Omega(b : B_{\lambda})).$$

Finally, in view of (7.15), it only remains to determine the structure of \(\Omega(b : B)\) when \(B\) is homogeneous. Fix a

$$B = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C$$

which is canonical, \(b\)-reduced, homogeneous, and belongs to \(\mathcal{C}(b : V)\). Then \(\mu_b\) acts transitively on \(\Sigma\) with isotropy \(\mu_d\) where \(|\Sigma| \cdot d = b\). From the standard theory of systems of imprimitivity one knows that the set \(\mathcal{S}(b : B)\) is naturally bijective with the set of equivalence classes of representations of \(\mu_d\) in some \(V(p)\) that commute with \(C(p) = C|_{V(p)}\). Fix a generator \(\omega_d\) of \(\mu_d\) and let \(G(p)\) be the subgroup of \(\text{GL}(V(p))\) that centralizes \(C(p)\). We then have a natural bijection

$$\text{GL}(V(\mathcal{F})) \backslash \Omega(b : B) \approx \text{set of conjugacy classes } c \text{ in } G(p) \text{ with } c^d = 1.$$

In principle these remarks lead to a complete classification of connections in \(\text{gl}(V(\mathcal{F}))\) up to \(\text{GL}(V(\mathcal{F}))\)-equivalence. However there is another way to treat the same question which will allow us to construct explicit models also. We turn to it now.

7.5. For any \(A \in \text{gl}(V(\mathcal{F}))\) we define the spectrum of \(A\) to be the spectrum of the irregular part of a canonical form of \(A\). We shall call \(A\) homogeneous if this spectrum is homogeneous in the above sense, i.e., is a single orbit for \(\text{Gal}(\mathcal{F}/\mathcal{F})\). Let \(B\) be a \(b\)-reduced canonical form in \(\text{gl}(V(\mathcal{F}_b))\) such that \(A \in \Omega(b : B)\). Then the commutativity of the diagram (7.15) together with the bijective nature of the vertical maps shows that any \(A \in \text{gl}(V(\mathcal{F}))\) is \(\text{GL}(V(\mathcal{F}))\)-equivalent to \(\bigoplus_i A_i\) where \(V = \bigoplus_i V_i\), and \(A_i \in \text{gl}(V_i(\mathcal{F}))\) is homogeneous, the \(A_i\) having disjoint spectra; the \(A_i\) are determined uniquely up to eigenvalence over \(\mathcal{F}\). We shall refer to them as the homogeneous constituents of \(A\). Clearly the problem of describing the \(\text{GL}(V(\mathcal{F}))\)-equivalence classes in \(\text{gl}(V(\mathcal{F}))\) reduces to the problem of describing the homogeneous connections.

For any canonical \(B \in \text{gl}(V(\mathcal{F}))\) given by

$$B = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C$$
we define $b(B)$ to be the smallest of the integers $d > 1$ such that $r_j \in (1/d)\mathbb{Z}$ for all $j$. We say $B$ is minimal if it is $b(B)$-reduced, i.e., if $C$ is $b(B)$-reduced. If $A \in \mathfrak{gl}(V(\overline{\mathbb{F}}))$ we define $b(A)$ to be $b(B)$ where $B$ is any canonical form of $A$.

Let $M_b$ for any integer $b \geq 1$ be the set of all $B \in \mathfrak{gl}(V(\overline{\mathbb{F}}))$ with the following properties:

1. $B$ is canonical, minimal, and $b(B) = b$, 
2. $B$ is equivalent to an element of $\mathfrak{gl}(V(\overline{\mathbb{F}}))$ under $\text{GL}(V(\overline{\mathbb{F}}))$,
3. $B$ is homogeneous.

We now fix $B \in M_b$ and apply Theorem 7.4 to it. The fact that $b(B) = b$ means $\mu_h$ acts with trivial isotropy on $\Sigma$, i.e., $\mu_h$ is simply transitive on $\Sigma$. It is well known that in the simply transitive case there is just one isomorphism class of systems of imprimitivity (cf. [23]). Hence the connections in $\mathfrak{gl}(V(\overline{\mathbb{F}}))$ which are equivalent to $B$ under $\text{GL}(V(\overline{\mathbb{F}}))$ form a single $\text{GL}(V(\overline{\mathbb{F}}))$-equivalence class, which moreover does not change if we replace $B$ by a $B' \in M_b$ that is $\text{GL}(V(\overline{\mathbb{F}}))$-equivalent to it. Finally, if $A \in \mathfrak{gl}(V(\overline{\mathbb{F}}))$ and is homogeneous, and if $b(A) = b$, Proposition 7.3 guarantees that, for some $B \in M_b$, $A$ will be equivalent to $B$ under $\text{GL}(V(\overline{\mathbb{F}}))$. We have thus obtained the following theorem.

**THEOREM.** (a) Any $A \in \mathfrak{gl}(V(\overline{\mathbb{F}}))$ is equivalent to the direct sum of homogeneous connections in $\mathfrak{gl}(V(\overline{\mathbb{F}}))$ with disjoint spectra, the summands being unique up to permutation and equivalence over $\overline{\mathbb{F}}$.

(b) For any integer $b \geq 1$, the $\text{GL}(V(\overline{\mathbb{F}}))$-equivalence classes of homogeneous connections $A$ in $\mathfrak{gl}(V(\overline{\mathbb{F}}))$ with $b(A) = b$ are in natural bijection with the set of $\text{GL}(V(\overline{\mathbb{F}}))$-equivalence classes of connections in $M_b$; for any $B \in M_b$, the $\text{GL}(V(\overline{\mathbb{F}}))$-equivalence class corresponding to the $\text{GL}(V(\overline{\mathbb{F}}))$-equivalence class of $B$ is simply the set of all connections in $\mathfrak{gl}(V(\overline{\mathbb{F}}))$ that are equivalent to $B$ under $\text{GL}(V(\overline{\mathbb{F}}))$.

7.6. To round out the picture we construct explicit models for elements of $M_b$ and the corresponding elements of $\mathfrak{gl}(V(\overline{\mathbb{F}}))$.

Fix $b \geq 1$ and take a polynomial $\hat{p}_0$ in the variable $\xi^{-1}$ such that

1. $\hat{p}_0$ is a linear combination of the $\xi^m$, $m \leq -2$;
2. $\hat{p}_0$ has period exactly $b$ under the substitution $\xi \mapsto \omega \xi$ where $\omega = e^{2\pi i/b}$.

Let $U$ be the $b$-dimensional vector space over $\mathbb{C}$ with basis $(e_i)_{0 \leq i < b}$ and the convention $e_b = e_0$. Take

$$V = U \otimes V_0$$
where $V_0$ is any finite dimensional vector space over $\mathbb{C}$, and let $C_0$ be a $b$-reduced endomorphism of $V_0$. We then define $B \in \mathfrak{gl}(V(\overline{\mathbb{F}}_b))$ by

$$(7.17) \quad B = \text{diag}(p_0, \omega \cdot p_0, \ldots, \omega^{b-1} \cdot p_0) \otimes 1 + z^{-1}(1 \otimes C_0)$$

where, we write $p_0$ for $\hat{p}_0(z^{1/b})$, and $\gamma \cdot p_0$ is obtained from $p_0$ by the substitution $z^{1/b} \mapsto \gamma^{-1}z^{1/b}$ ($\gamma \in \mu_b$).

It is not difficult to verify that $B \in M_b$. The spectrum $\Sigma$ is $\{p_0, \omega \cdot p_0, \ldots, \omega^{b-1} \cdot p_0\}$, the spectral subspaces are given by $V(\omega^r \cdot p_0) = (Ce_r) \otimes V_0$. If $s \in \text{GL}(U)$ is defined by $se_r = e_{r+1}$ ($0 \leq r \leq b - 1$) and $\rho(\omega^r) = s^r \otimes 1$, $(\rho, V(\cdot))$ is a system of imprimitivity of the type we are discussing. We need to consider no others as we are in the simply transitive context. It is also easy to show that every element of $M_b$ is of the above form.

From the explicit form (7.17) we obtain

**Proposition.** If $A \in \mathfrak{gl}(V(\overline{\mathbb{F}}))$ is homogeneous, $b(A)$ is a divisor of $n$ and all canonical levels of $A$ are in $b(A)^{-1}\mathbb{Z}$. For an arbitrary $A \in \mathfrak{gl}(V(\overline{\mathbb{F}}))$ the canonical levels of $A$ are in

$$\bigcup_{1 \leq q \leq n} q^{-1}\mathbb{Z}$$

and $b(A)$ is a divisor of $\text{lcm}_{1 \leq j \leq n}(j)$.

The element $s$ defined above has eigenvalues $\omega^j$, $0 \leq j < b$. Let $f_j$ be corresponding eigenvectors and let $R$ be the element of $\text{GL}(U)$ defined by $Re_j = f_j$, $0 \leq j < b$. Using the fact that $\hat{y}(\xi) = \text{diag}(1, \xi, \ldots, \xi^{b-1})$ satisfies the relation $\hat{y}(\omega^r \xi)\hat{y}(\xi)^{-1} = \text{diag}(1, \omega^r, \ldots, \omega^{b-1})$, we obtain the following:

$$(7.18) \quad \rho(\omega) = \hat{x}(\omega \xi)\hat{x}(\xi)^{-1} \quad \text{where} \quad \hat{x}(\xi) = R\hat{y}(\xi) \otimes 1.$$  

The method of §7.4 now leads to the following explicit formula for an element $A \in \mathfrak{gl}(V(\overline{\mathbb{F}}))$ which is $\text{GL}(V(\overline{\mathbb{F}}_b))$-equivalent to $B$:

$$(7.19) \quad A = \left\{y^{-1}R^{-1} \text{diag}(p_0, \omega \cdot p_0, \ldots, \omega^{b-1} \cdot p_0)Ry - \frac{1}{z} \text{diag} \left(0, \frac{1}{b}, \ldots, \frac{b-1}{b} \right) \right\} \otimes 1$$

$$+ \frac{1}{z}(1 \otimes C_0).$$

Here we are writing $y$ for $\hat{y}$ with $\xi$ replaced by $z^{1/b}$. It is not apparent that $A \in \mathfrak{gl}(V(\overline{\mathbb{F}}))$ but the verification is not difficult. We must also use the same choice of $z^{1/b}$ in $p_0$ as well as $y$. 
For the model $A$ given by (7.19) we consider a fundamental solution $\Phi_A$ of the differential equation

$$d\Phi_A/dz = A\Phi_A.$$ 

If $\Phi_B$ is a fundamental solution of

$$d\Phi_B/dz = B\Phi_B,$$

we then have, since $A = (y^{-1}R^{-1} \otimes 1)[B],$

$$\Phi_A = (y^{-1}R^{-1} \otimes 1)\Phi_B$$

$$= z^{-(1/b)(\text{diag}(0,1,\ldots,b-1) \otimes 1)} R^{-1} \otimes 1(\Phi_B).$$

Clearly

$$\Phi_B = e^{\text{diag}(p_0,\omega \cdot p_0,\ldots,\omega^{b-1} \cdot p_0) \otimes 1} \times (z^{1 \otimes C_0}).$$

Thus

(7.20) $$\Phi_A = z^J U e^Q$$

with:

(7.21) $$J = -(1/d)\text{diag}(0,1,\ldots,d-1) \otimes 1 + 1 \otimes C_0,$$

$$U = R^{-1} \otimes 1,$$

$$Q = \text{diag}(p_0,\omega \cdot p_0,\ldots,\omega^{b-1} \cdot p_0) \otimes 1$$

which are the same as in [11].

**Connections with an Affine Algebraic Structure Group**

8. **Regular connections and their monodromy.**

8.1. Let $G$ be an affine algebraic group over $\mathbb{C}$ with Lie algebra $\mathfrak{g}$. In this section we associate with each regular $A \in \mathfrak{g}(\mathbb{F})$ its monodromy which will be a conjugacy class in $G$ and which will determine the connection up to $G(\mathbb{F})$-equivalence. However one cannot proceed to do this in complete imitation of what was done in §3 for $G = \text{GL}(V)$ because there are regular connections in $\mathfrak{g}(\mathbb{F})$ that cannot be transformed to the form $z^{-1}C$ ($C \in \mathfrak{g}$) over $G(\mathbb{F})$ (cf. §8.2).

In essence our method is to reduce the given regular connection $A$ to the form $z^{-1}C$ over some $\mathbb{F}_b$, and then use Galois descent to determine the monodromy of $A$. The monodromy itself is first defined for convergent regular connections in $\mathfrak{g}(\mathbb{F})$ and then extended to all regular connections in $\mathfrak{g}(\mathbb{F})$. It would have been more desirable to give a completely formal treatment. We have not been able to do this.
8.2. Definition. A connection $A \in \mathfrak{g}(\mathfrak{g}^\vee)$ is said to be of the first kind if $\text{ord}(A) \geq -1$, and regular if $x[A]$ is of the first kind for some $x \in G(\mathfrak{g}^\vee)$.

Example. Let $G = \text{SL}(2, \mathbb{C})$, $\mathfrak{g} = \mathfrak{s}l(2, \mathbb{C})$. Let $\{H, X, Y\}$ be the standard basis for $\mathfrak{g}$ (cf. (2.1a)). For any $\alpha \in \mathbb{C}^\times$ and any integer $m \geq 1$ let

$$A_{\alpha,m} = z^{-1} \left( \frac{m}{2} H \right) + z^{m-1}(\alpha X).$$

We shall now show that $A_{\alpha,m}$ can be transformed to the form $z^{-1}C$, $C \in \mathfrak{g}$, over $\text{SL}(2, \mathbb{C})$, if and only if $m$ is even.

It is a trivial calculation to check that

$$x_m[A_{\alpha,m}] = z^{-1}(\alpha X), \quad x_m = \text{diag}(z^{-m/2}, z^{m/2}).$$

Suppose now that $m$ is odd, and that for some $y \in \text{SL}(2, \mathbb{C})$ and $C \in \mathfrak{s}l(2, \mathbb{C})$, $y[A_{\alpha,m}] = z^{-1}C$. Then, with $[\cdot]$ denoting $\text{GL}(2, \mathbb{C})$ conjugacy classes, $[\exp(2\pi i C)]$ will be the monodromy of $A_{\alpha,m}$ regarded as an element of $\mathfrak{g}(\mathfrak{g}^\vee)$. On the other hand, we have also

$$u[A_{\alpha,m}] = z^{-1} \left( \frac{m}{2} 1 + \alpha X \right), \quad u = \text{diag}(1, z^m).$$

Hence, for some $t \in \text{GL}(2, \mathbb{C})$, $t \exp(2\pi i C)t^{-1} = \exp 2\pi i((m/2)1 + \alpha X) = -\exp(2\pi i \alpha X)$. So, writing $C' = tCt^{-1}$, and $C' = C'_s + C'_n$ for its Jordan decomposition, we have $C'_s, C'_n \in \mathfrak{s}l(2, \mathbb{C})$, $C'_s = \alpha X$ and $\exp(2\pi i C'_s) = -1$. As $C'_s$ is semisimple and centralizes $X$, $C'_s = 0$, a contradiction.

8.3. Let $A \in \mathfrak{g}(\mathfrak{g}^\vee_{\text{cgt}})$ and let $D^\times = \{z \mid 0 < |z| < \rho\}$ be a punctured disc of convergence for $A$. We define $\Pi = \{w \in \mathbb{C} \mid \text{Re}(w) < \log \rho\}$ and regard it as the universal covering of $D^\times$ for the covering map $w \mapsto z = e^w$.

Definition 1. A fundamental solution for $A$ is a holomorphic map $X_A = X(\Pi \to G)$ such that its tangent map $\delta X$ satisfies the equation

$$\delta X(w) = e^w A(e^w), \quad \delta X(w) = e^w A(e^w),$$

the tangent spaces to $G$ at its various points being canonically identified with $\mathfrak{g}$ via right translation, so that the tangent map of $X$ may be regarded as a map of $\Pi$ into $\mathfrak{g}$.

If we regard $G$ as imbedded in $\text{GL}(V)$ and $X$ as a holomorphic map of $\Pi$ into the vector space $\text{End}(V)$, the equation (8.1) becomes the more familiar

$$\frac{d}{dw} X(w) = e^w A(e^w) X(w).$$

A fundamental solution for $A$ is automatically a fundamental solution for the classical system (8.2). The converse is also true: if $X$ is a holomorphic map of $\Pi$ into $\text{End}(V)$ satisfying (8.2) such that $X(w) \in G$ for some $w \in \Pi$, then $X$ is a fundamental solution for $A$ in the sense of the above definition. The monodromy of $A$ can now be defined by noting (a) for any fundamental solution $X$, $w \mapsto X(w + 2\pi i)$ is also a fundamental solution and so for some $\gamma \in G$

$$X(w + 2\pi i) = X(w)\gamma \quad (w \in \Pi)$$

and (b) the conjugacy class $[\gamma]_G = [\gamma]$ of $\gamma$ in $G$ is independent of the choice of $X$ and depends on $A$ only through its $G(\mathfrak{g}^\text{gt})$-equivalence class. This class is the monodromy of $A$.

If $H$ is another algebraic group over $\mathbb{C}$ and $\pi(G \to H)$ a $\mathbb{C}$-morphism, we have the corresponding Lie algebra morphism $\mathfrak{g} \to \mathfrak{h} = \text{Lie}(H)$, denoted by $d\pi$. Then $d\pi(A) \in \mathfrak{h}(\mathfrak{g}^\text{gt})$ and

$$d\pi(A) = \pi(\text{Monodromy of } A).$$

Let $m$ be any integer $\geq 1$, $D^\times = \{\xi \mid 0 < |\xi| < \rho' = \rho^{1/m}\}$, and let us regard $D^\times$ as an $m$-fold covering of $\mathbb{D}^\times$ through the map $\xi \mapsto z = \xi^m$. The $\xi$-lifting of $A$ is the connection $\tilde{A} \in \mathfrak{gl}(\mathfrak{g}^\text{vt}, \mathfrak{g}^\text{gt})$ where $\tilde{A}(\xi) = m\xi^{m-1}A(\xi^m)$. Then

$$\text{Monodromy of } \tilde{A} = (\text{Monodromy of } A)^m.$$

8.4. If $A \in \mathfrak{g}(\mathfrak{g}^\text{gt})$ and $x[A] = z^{-1}C$ for some $C \in \mathfrak{g}$ and $x \in G(\mathfrak{g}^\text{gt})$, it is immediate that $w \mapsto x(e^w)^{-1}\exp(wC)$ is a fundamental solution for $A$, showing that $[\exp(2\pi C)]$ is the monodromy of $A$. Let us now call a conjugacy class $c$ in $G$ exponential if $c = [\exp(2\pi i C)]$ for some $C \in \mathfrak{g}$. Since not every conjugacy class is exponential, the determination of the monodromy of a regular connection is a little more delicate than in the case of $\text{GL}(n)$. The difficulty may be (partially) overcome by going over to $z^{1/m} = \xi$ in view of (8.5) and the following result.

**Proposition.** There is an integer $m \geq 1$ such that if $c$ is a conjugacy class in $G$, then $c^m$ is exponential.

**Proof.** Let $h \in c$ and let $h = h_s h_u$ be its Jordan decomposition. We write $h_u = \exp(2\pi i N)$ where $N \in \mathfrak{g}$ is nilpotent. Let $x = h_s$. It is enough to find $L \in \text{center}(\mathfrak{g}_x)$ and $m \geq 1$ independent of $c$ such that $x^m = \exp(2\pi i L)$. For, if this can be done, we have $[L, N] = 0$ as $N \in \mathfrak{g}_x$, and hence $h^m = x^m h_u^m = \exp(2\pi i(L + mN)).$ We can take $m$ to be the lcm of the numbers $d(\gamma)$ of the lemma below. Note that $x \in G^0_x ([3], p. 271).$
**Lemma.** Let \( \gamma \) be any semisimple element of \( G \), \( Z = \text{center}(G^0) \). Then the semisimple elements of \( Z^0 \) form a torus \( T_\gamma \) whose Lie algebra \( \mathfrak{l}_\gamma \) is contained in \( \text{center}(\mathfrak{g}_\gamma) \). If \( d(\gamma) = [Z : Z^0] \), then there exists \( L \in \mathfrak{l}_\gamma \) such that \( \gamma^d(\gamma) = \exp(2\pi i L) \). Moreover, as \( \gamma \) varies, there are only finitely many \( \mathfrak{g}_\gamma \) up to conjugacy and hence \( d(\gamma) \) varies in a finite set.

**Proof.** Since \( Z^0 \) is a connected abelian algebraic group, its semisimple elements form a torus ([3], p. 156). As \( \gamma \in Z \), the rest is obvious except the finiteness statement. Fix a maximal torus \( T \). Since we can move \( \gamma \) into \( T \) by conjugacy, we may assume that \( \gamma \) varies in \( T \). We can write \( \mathfrak{g} = \bigoplus_\chi \mathfrak{g}_\chi \) where the \( \chi \) are distinct characters of \( T \) and \( T \) acts on \( \mathfrak{g}_\chi \) as \( \chi \). Then \( \mathfrak{g}_\gamma \) is the linear span of the \( \mathfrak{g}_\chi \) with \( \chi(\gamma) = 1 \).

The main results in the local analytic theory of regular connections depend for their proofs on the result that all conjugacy classes in \( \text{GL}(n, \mathbb{C}) \) are exponential. Going over to new variables \( \xi = z^{1/m} \) and using Proposition 1 we may extend all of these results to regular connections in \( \mathfrak{g}(\mathbb{C}_{\text{cgt}}) \). We formulate these as follows.

(a) Let \( H \subset G \) be an algebraic subgroup and let \( A \in \mathfrak{h}(\mathbb{C}_{\text{cgt}}) \) where \( \mathfrak{h} = \text{Lie}(H) \). Then for the regularity of \( A \) it is immaterial whether \( A \) is viewed as an element of \( \mathfrak{h}(\mathbb{C}_{\text{cgt}}) \) or \( \mathfrak{g}(\mathbb{C}_{\text{cgt}}) \). In particular, \( A \) is regular if and only if its fundamental solutions satisfy the growth estimate \( O(|z|^{-N}) \) as \( z \to 0 \) for some \( N \geq 0 \) on each sector in the \( z \)-plane with vertex at the origin and sufficiently small vertex angle.

(b) A regular \( A \in \mathfrak{g}(\mathbb{C}_{\text{cgt}}) \) is determined up to \( G(\mathbb{C}_{\text{cgt}}) \)-equivalence by its monodromy.

(c) If \( A \in \mathfrak{g}(\mathbb{C}_{\text{cgt}}) \) and is regular, \( A \) can be reduced to the form \( z^{-1}C \) over \( \mathbb{C}_b \) if and only if the \( b \)th power of its monodromy is exponential. In particular, there is an integer \( m \geq 1 \) such that all regular connections in \( \mathfrak{g}(\mathbb{C}_{\text{cgt}}) \) can be reduced over \( G(\mathbb{C}_{m,\text{cgt}}) \) to the form \( z^{-1}C \).

8.5. We begin the treatment of the formal aspects with the analogue of Proposition 3.2. Let \( A \in \mathfrak{g}(\mathbb{C}) \) be of the first kind,

\[
(8.6) \quad A = z^{-1}A_{-1} + A_0 + zA_1 + \cdots \quad (A_i \in \mathfrak{g}).
\]

Let \( \sigma = \sigma(\text{ad}(A_{-1})) \) be the spectrum of \( \text{ad}(A_{-1}) \), \( \mathfrak{g}_\lambda (\lambda \in \sigma) \) the spectral subspaces, and \( E_\lambda (\mathfrak{g} \to \mathfrak{g}_\lambda) \) the corresponding projections; \( \mathfrak{g}_\lambda \) is the eigenspace of \( \text{ad}((A_{-1})_s) \) for the eigenvalue \( \lambda \).

**Definition.** \( A \) above is said to be **aligned** if \( A_r \in \mathfrak{g}_{r+1} \) for any integer \( r \geq 0 \). Note that in this case (8.6) is a **finite sum**.
Proposition. Let $A \in \mathfrak{g}(\mathbb{F})$ be of the first kind. Then there is an $x \in G(\Theta)_1$ such that $x[A]$ is aligned.

Proof. The argument we give is a combination of the ones used in §§3.2 and 4.3, except that we replace expressions of the form $1 + z^m X$ by $\exp(z^m X)$ to make sure that we work in $G(\mathbb{F})$.

Fix $X \in \mathfrak{g}$ and let $\Omega(X)$ be the set of all $A \in \mathfrak{g}(\mathbb{F})$ of the first kind with $A_{-1} = X$. Let $\mathfrak{g}_\lambda$ be as above. Let $\mathcal{B}(X)$ be the set of all $A \in \Omega(X)$ which are aligned with respect to $X$, i.e., $A = z^{-1} X + A_0 + \cdots$, $A_r \in \mathfrak{g}_{r+1}$ for all $r \geq 0$; for $B \in \mathcal{B}(X)$ write $\tilde{B} = B(1) - X_s$. Let $\mathfrak{n}$ be the subalgebra $\Sigma_{r \geq 1} \mathfrak{g}_r$; it is the Lie algebra of a unipotent (algebraic) subgroup $U$ of $G$. We denote by $\mathcal{T}$ the set of all elements of $G(\mathbb{F})$ of the form

$$\prod_{r=1}^{\infty} \exp(z^r T_r) = \cdots \exp(z^2 T_2) \exp(z T_1)$$

where $T_r \in \mathfrak{g}_r$ for all $r \geq 1$. (Note that this product is actually finite.) It can then be shown that: $\mathcal{T}$ is a group, the evaluation $x \mapsto x(1)$ is an isomorphism of $\mathcal{T}$ with $U$, $\mathcal{T}$ acts on $\mathcal{B}(X)$, and this action goes over, via the maps $x \mapsto x(1)$ and $B \mapsto \tilde{B}$, to the action of $U$ on $X_n + \mathfrak{n}$ by conjugacy ($X_n$ is the nilpotent component of $X$). We then have the following theorem. We omit its proof.

Theorem. Let $A \in \Omega(X)$. Then all the aligned models in $\mathcal{B}(X)$ for $A$ form a single $\mathcal{T}$-orbit which depends only on the $G(\Theta)_1$-equivalence class of $A$. The map, which assigns to the $G(\Theta)_1$-equivalence class of $A$ the $U$-orbit in $X_n + \mathfrak{n}$ that corresponds to the $\mathcal{T}$-orbit in $\mathcal{B}(X)$ of aligned models of $A$, is a bijection:

$$G(\Theta)_1 \setminus \Omega(X) \xrightarrow{\sim} U \setminus (X_n + \mathfrak{n}).$$

8.6. Definition. Let $m \neq 0$ be any integer. Then $X \in \mathfrak{g}$ is said to be weakly $m$-reduced if $X_s$ and $\exp(2\pi i m X_s)$ have the same centralizer in $\mathfrak{g}$. If $m = 1$, we say weakly reduced instead of weakly 1-reduced. If $X$ is weakly $m$-reduced for all $m \neq 0$ in $\mathbb{Z}$, we say that $X$ is weakly $\mathbb{Z}$-reduced.

A few comments are perhaps in order concerning this definition. Our aim is to transform an aligned connection to the form $z^{-1} C$ ($C \in \mathfrak{g}$) over some extension field $\mathbb{F}_m$ and come down to $\mathbb{F}$ via Galois descent. In the case $\mathfrak{g} = \mathfrak{g}((V))$ it was very convenient in descent arguments to work with elements that are $b$-reduced. For arbitrary $\mathfrak{g}$ it turns out that the notion of
a weakly $b$-reduced element is a partial substitute and works almost as well (see for instance Lemma 8.7.1).

**Proposition.** Let $A \in \mathfrak{g}(\overline{\mathbb{F}})$ be regular. Then $A$ is equivalent over $G(\overline{\mathbb{F}})$ to $z^{-1}C$ where $C \in \mathfrak{g}$ is weakly $Z$-reduced.

This depends on the following lemma which will be of use on other occasions also.

**Lemma.** Let $H \in \mathfrak{g}$ be semisimple. Let $\mathcal{R}(H)$ be the set of all semisimple elements $R \in \mathfrak{g}$ centralizing $\mathfrak{g}_H$ and such that $R$ has only rational eigenvalues. If $R \in \mathcal{R}(H)$ is such that $\dim(\mathfrak{g}_{H+R}) \geq \dim(\mathfrak{g}_{H+R'})$ for all $R' \in \mathcal{R}(H)$, $H + R$ is weakly $Z$-reduced.

**Proof.** It is clear that $\mathcal{R}(H) \subset \text{center}(\mathfrak{g}_H)$ so that $\mathcal{R}(H)$ is an abelian Lie algebra over the rational field. Moreover it is easy to verify that for any $R' \in \mathcal{R}(H)$, $\mathcal{R}(H + R') \subset \mathcal{R}(H)$. Hence $\dim(\mathfrak{g}_{H+R}) \geq \dim(\mathfrak{g}_{H+R'})$ for all $R' \in \mathcal{R}(H + R)$. Replacing $H$ by $H + R$ we may assume that $\dim(\mathfrak{g}_H) \geq \dim(\mathfrak{g}_{H+R'})$ for all $R' \in \mathcal{R}(H)$ and prove that $H$ is weakly $Z$-reduced. Suppose not. Let $t$ be an integer $\geq 1$ such that $\gamma = \exp(2\pi itH)$ has a centralizer in $\mathfrak{g}$ strictly larger than $\mathfrak{g}_H$. By Lemma 8.4 we can find a semisimple $L \in \text{center}(\mathfrak{g}_\gamma)$ and an integer $d \geq 1$ such that $\gamma^d = \exp(2\pi itdL)$. Then $R = L - H$ lies in $\mathcal{R}(H)$; but as $H + R = L$ and $\mathfrak{g}_L \supset \mathfrak{g}_H$, we have a contradiction.

**Proof of Proposition.** In view of §8.5 we may assume that $A$ is convergent and hence (cf. §8.4) already of the form $z^{-1}D$, $D \in \mathfrak{g}$. Let $D = D_s + D_n$ be the Jordan decomposition of $D$. By the above lemma we can find $R \in \mathcal{R}(D_s)$ such that $D_s + R$ is weakly $Z$-reduced. Since $[R, D_n] = 0$, $C = (D_s + R) + D_n$ is the Jordan decomposition of $C = D + R$; and $z^R[z^{-1}D] = z^{-1}C$.

8.7. We shall now use Proposition 8.6 and the descent machinery to complete the theory of monodromy. By that proposition, for any regular $A \in \mathfrak{g}(\overline{\mathbb{F}})$, we can find an integer $b \geq 1$, $C \in \mathfrak{g}$ which is weakly $b$-reduced, and $x \in G(\overline{\mathbb{F}}_b)$, such that $x[A] = z^{-1}C$.

**Lemma 1.** Let $D \in \mathfrak{g}$ be weakly $b$-reduced and $y \in G(\overline{\mathbb{F}}_b)$ such that $y[z^{-1}D] = z^{-1}D$. Then $y \in G_D$, the centralizer of $D$ in $G$. 
Proof. Going over to $\zeta = z^{1/b}$ and replacing $D$ with $bD$, we come down to the case $b = 1$. By Proposition 3.11, $y \in G(\mathcal{F}_{bCG})$. Considering fundamental solutions we have $y(e^w)\exp(wD) = \exp(wD)t_0$ for all $w$, $t_0 \in G$ being independent of $w$. Changing $w$ to $w + 2\pi i$ we see that $\exp(2\pi iD)$ centralizes $t_0$. If $D = D_s + D_n$ is the Jordan decomposition of $D$ this means that $D_n^t_0 = D_n$ and that $\exp(2\pi iD_s)$ centralizes $t_0$. Let $m \geq 1$ be an integer such that $t_0^m \in (G_{\exp(2\pi iD_s)})^0$. Since $D_s$ is weakly reduced, $\exp(2\pi iD_s) = \exp(2\pi iD_s)$ and hence $t_0^m \in (G_{D_s})^0$. Hence $t_0^m$ centralizes $D_s$, therefore $D$ itself. But then $(y(e^w))^m = \exp(wD)t_0^m \exp(-wD) = t_0^m$, a constant. Therefore $y$ must be a constant, i.e., $y \in G_D$.

Fix an integer $b \geq 1$ and a weakly $b$-reduced $C \in \mathfrak{g}$. Let $R(b : C)$ be the set of all regular elements of $\mathfrak{g}(\mathcal{F}_b)$ that are equivalent to $z^{-1}C$ over $G(\mathcal{F}_b)$. It is obvious that $G(\mathcal{F})$ operates on $R(b : C)$. Further, let $\Theta(b : C)$ be the set of all elements $\theta \in G_C (= \text{centralizer of } C \text{ in } G)$ such that $\theta^b = 1$. Such $\theta$ are always semisimple and $G_C$ operates on $\Theta(b : C)$ by conjugation. For $A \in R(b : C)$ (resp. $\theta \in \Theta(b : C)$) we write $[A]_{\mathfrak{g}}$ (resp. $[\theta]_C$) for the $G(\mathcal{F})$-equivalence class of $A$ (resp. $G_C$-orbit of $\theta$). We now proceed exactly as in §7.4. Let $A \in R(b : C)$ and let $x \in G(\mathcal{F}_b)$ be such that $x[A] = z^{-1}C$. Write $\omega$ for $e^{2\pi i/b}$. Then $x(\omega z^{1/b})x(z^{1/b})^{-1} = \theta$ is in $\Theta(b : C)$, and $[\theta]_C$ is independent of the choice of $x$ or $z^{1/b}$. Moreover, $[\theta]_C$ depends on $A$ only through $[A]_{\mathfrak{g}}$. This allows us to introduce the map

$$\Phi: G(\mathcal{F}) \setminus R(b : C) \to G_C \setminus \Theta(b : C)$$

that takes $[A]_{\mathfrak{g}}$ to $[\theta]_C$ in the above notation. $\Phi$ is one-one. Exactly as in §7.4 one can show using Hilbert's Theorem 90 ([22], pp. 158–159) that $\Phi$ is onto. In fact, if $\theta \in \Theta(b : C)$ and $T$ is a torus of $G$ containing $\theta$, we can write $\theta = \exp(2\pi iL)$ for some $L \in \text{Lie}(T)$. Then $bL$ is semisimple and has only integral eigenvalues so that $\xi^b = u(\xi) \in G(\mathcal{F}_{b_{\text{crg}}})$ and satisfies $u(\omega \xi)u(\xi)^{-1} = \theta$. If $x = u(z^{1/b})$ and $A' = x^{-1}[z^{-1}C]$, $\Phi([A]_{\mathfrak{g}}) = [\theta]_C$.

The last observation shows that any $G(\mathcal{F})$-equivalence class of regular connections in $\mathfrak{g}(\mathcal{F})$ contains convergent elements, so that its monodromy can be defined as the monodromy of these convergent elements. To complete the picture we must show that the monodromy map is surjective. We shall do this by obtaining an explicit formula for the monodromy of the equivalence class corresponding to $[\theta]_C$. Let $A \in \mathfrak{g}(\mathcal{F}_{b_{\text{crg}}})$ be such that $\Phi([A]_{\mathfrak{g}}) = [\theta]_C$. We may choose $x \in G(\mathcal{F}_{b_{\text{crg}}})$ such that $x[A] = \xi^{-1}(bC)$ and $x(\omega \xi)x(\xi)^{-1} = \theta$. If $\tilde{X}$ is a fundamental solution of $\tilde{A}$, $X(w \mapsto \tilde{X}(b^{-1}w))$ is a fundamental solution of $A$, so that
\[ X(w)^{-1} X(w + 2\pi i) = \tilde{X}(b^{-1}w)^{-1} \tilde{X}(b^{-1}(w + 2\pi i)) \]
\[ = \exp(-wC) \tilde{X}(e^{b^{-1}w}) \tilde{X}(e^{b^{-1}(w+2\pi i)})^{-1} \exp((w + 2\pi i)C) \]
\[ = \theta^{-1} \exp(2\pi iC). \]

Hence

(8.7) Monodromy of the class corresponding to \([\theta]_C = [\theta^{-1} \exp(2\pi iC)].\)

The surjectivity of the monodromy map is then a consequence of the following lemma.

**Lemma 2.** Let \( g \in G. \) Then we can write \( g \) as \( \theta^{-1} \exp(2\pi iC) \) where, for some integer \( b \geq 1, \) \( C \in \mathfrak{g} \) is weakly \( b \)-reduced while \( \theta \in G_C \) and \( \theta^b = 1. \)

**Proof.** Let \( g = g_s \exp(2\pi i N) \) be the Jordan decomposition of \( g, \) so that \( N \in \mathfrak{g} \) is nilpotent and is in \( \mathfrak{g}_{gs}. \) By Lemma 8.4 we can find a semisimple \( H \in \text{center}(\mathfrak{g}_{gs}) \) and an integer \( d \geq 1 \) such that \( g_s^d = \exp(2\pi i d H). \) By Lemma 8.6 we can find \( R \in \mathfrak{g}(H) \) such that \( H + R \) is weakly \( Z \)-reduced. Since \( \mathfrak{g}_{gs} \subset \mathfrak{g}_H, \) \( C = H + R + N \) has \( H + R \) (resp. \( N \)) for its semisimple (resp. nilpotent) component. Moreover, as \( \text{center}(\mathfrak{g}_{gs}) \) is precisely the centralizer of \( \mathfrak{g}_{gs} \) in \( \mathfrak{g}, \) \( H + R \in \mathfrak{g}_{gs}. \) We now define \( \theta^{-1} = g_s \exp(-2\pi i(H + R)) \) so that \( g = \theta^{-1} \exp(2\pi iC). \) Moreover, if \( b \) is a sufficiently large positive integer divisible by \( d \) and such that \( \exp(-2\pi ibR) = 1, \) we have \( \theta^{-b} = g_s^b \exp(-2\pi ibH) = 1. \) Finally it is obvious that \( \theta \in G_C \) and that \( C \) is weakly \( b \)-reduced.

**9. Reduction theory for arbitrary connections.**

9.1. In this section we shall extend the main features of the reduction theory of §§6 and 7 to arbitrary connections in \( \mathfrak{g}(\mathfrak{F}). \) Our methods are essentially the same as before. The definitions of canonical forms and canonical levels remain the same (with \( \mathfrak{g} \) in place of \( \mathfrak{g} l(V) \)). Exactly as was done in the classical case one can use the techniques of §4 to obtain the reduction of arbitrary connections to canonical ones when \( G \) is reductive. In the general case when \( G \) is arbitrary, this method is still applicable to \( G/U \) where \( U \) is the unipotent radical of \( G, \) and yields a reduction of the structure groups, from \( G \) to a Borel subgroup of \( G. \) We
are thus in the solvable case where the reduction to canonical form is much simpler; it is done in §9.2. We shall also prove that the irregular part of a canonical form of $A$ is determined (upto conjugacy by elements of $G$) by the knowledge of the coefficients $A_{r+s}$, $0 \leq s < N(\lfloor r \rfloor - 1)$ where $r = \text{ord}(A)$ and $N = 1 + \text{maximum order of the positive roots of a Levi factor of } g$. If $g = gl(V)$, we have $N = \dim(V)$, and this estimate reduces to that of §6. We conclude in §9.8 with an application of Galois descent to the problem of determining when two irregular connections in $g(\mathfrak{F})$ are equivalent to each other over $G(\mathfrak{F})$.

9.2. In this paragraph we shall treat the reduction to canonical form under $G(\mathfrak{F})$ of $A \in g(\mathfrak{F})$ when $G$ is solvable. Before proceeding to do this we make a general remark. Let us consider an arbitrary (not necessarily solvable) $G$ and a quotient group $\tilde{G}$ of $G$ with $\tilde{g} = \text{Lie}(\tilde{G})$. If $\tilde{D} \in \tilde{g}$ is semisimple it is obvious that we can find a semisimple $D \in g$ with image $\tilde{D}$; if in addition $\tilde{Z} \in \tilde{g}$ is such that $[\tilde{D}, \tilde{Z}] = 0$, we can choose, in view of the semisimplicity of $\text{ad}(D)$, a $Z \in g$ above $\tilde{Z}$ with $[D, Z] = 0$, with $Z$ semisimple (resp. nilpotent) if $\tilde{Z}$ is semisimple (resp. nilpotent). It follows easily that any canonical form in $\tilde{g}(\mathfrak{F})$ lifts to a canonical form in $g(\mathfrak{F})$.

Suppose now that $G$ is solvable and write $U$ for the unipotent radical of $G$. Let $A \in g(\mathfrak{F})$. We shall prove by induction on $\dim(G)$ that $A$ has a reduction to canonical form. If $G$ is abelian so that it is a unipotent group $\times$ torus, the reduction is easy and we omit the details. Suppose $\dim(U) > 0$. $G$ is the semidirect product of $U$ and a torus $T$. Let $\mathfrak{u} = \text{Lie}(U)$, $\mathfrak{t} = \text{Lie}(T)$. Let $B$ be a connected subgroup of $U$, normal in $G$, of dimension 1. Since any set of commuting semisimple elements in the Lie algebra of an algebraic group can be imbedded in the Lie algebra of a torus, it follows from the above remark and the induction hypothesis (for $G/V$) that $A$ is equivalent to, hence may be assumed to be, a connection of the form $D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C + E$ where $D_{r_1}, \ldots, D_{r_m}$, $C_s \in \mathfrak{u}$, $C_n \in \mathfrak{u}$, $E \in \mathfrak{v}(\mathfrak{F})$; here $\mathfrak{v} = \text{Lie}(V)$. $A$ will then be in $H(\mathfrak{F})$ for an algebraic group $H \subset G$ with $\dim(H) < \dim(G)$, thus completing the argument, unless (a) $C_n$ and $\mathfrak{v}$ span $\mathfrak{u}$ and (b) $T$ is the smallest torus whose Lie algebra contains $C_s, D_{r_1}, \ldots, D_{r_m}$. So $T$ centralizes $C_n$ and hence, if $T_0$ is the connected centralizer of $V$ in $T$, $\dim(T/T_0) \leq 1$. Moreover, as $\dim(U) \leq 2$, $U$ is abelian. A simple argument shows that $G$ is the quotient (by a finite group) of a group $G_1 \times G_2$ where $\dim(G_1) \leq 2$ and $G_2$ is abelian. One is thus reduced to the case when $G$ is non-abelian and has dimension 2. $G$ is then seen to be a covering group of the group of matrices of the
form \((a\ b)\). It is sufficient to prove the theorem for this matrix group and with \(\mathbb{F}\) in place of \(\mathfrak{F}\). The element \(A \in \mathfrak{g}(\mathbb{F})\) is of the form \((a\ b)\) where \(\alpha, \beta \in \mathbb{F}\). A simple calculation shows that for \(x = (a\ b)\) where \(a \in \mathbb{F}^\times\), \(b \in \mathbb{F}\), we have

\[
x[A] = \begin{pmatrix}
\alpha + \dot{a}a^{-1} & b - (\alpha + \dot{a}a^{-1})b + a\beta \\
0 & 0
\end{pmatrix}.
\]

It is enough to show that for suitable \(a, b\), \(\alpha + \dot{a}a^{-1} = \alpha_{\text{irr}} + \theta z^{-1}\) and \(b - (\alpha + \dot{a}a^{-1})b + a\beta = \theta'z^{-1}\), \(\theta, \theta'\) being constants; here \(\alpha_{\text{irr}}\) is the part of \(\alpha\) containing the \(z^m\) with \(m \leq -2\), and the condition on \(\theta'\) is that \(\theta' = 0\) if \(\alpha_{\text{irr}} \neq 0\). Using the theory of connections in \(\mathfrak{g}(1, \mathbb{F})\) we can choose \(a \in \mathbb{F}^\times\) such that \(\alpha + \dot{a}a^{-1} = \gamma = \alpha_{\text{irr}} + \theta z^{-1}\) where \(0 \leq \text{Re}(\theta) < 1\). It is now a question of choosing \(b \in \mathbb{F}\) such that \(b - \gamma b = -a\beta - \theta'z^{-1}\) for some \(\theta' \in \mathbb{C}\) restricted as above. This is elementary.

9.3. With the single modification that \(\exp(z^mX)\) plays the role of \(1 + z^mX\) we can carry over the proofs of §§4.3, 4.4 and 6.2 to our present context.

We consider a connection \(A\) in \(\mathfrak{g}(\mathbb{F})\) given by

\[
A = A_r z^r + A_{r+1} z^{r+1} + \cdots \quad (r = \text{ord}(A) < -1).
\]

Let \(\mathfrak{a} \subset \mathfrak{g}\) be a linear space complementary to the range of \(\text{ad}(A_r)\) and let \(\mathfrak{b} \subset \mathfrak{g}\) be a linear space complementary to the centralizer \(\mathfrak{g}_{A_r}\) of \(A_r\) in \(\mathfrak{g}\).

**Proposition 1.** We can find unique \(T_k \in \mathfrak{b}\) \((k \geq 1)\) such that if \(x_A\) is the element of \(G(\Theta)\) defined by

\[
x_A = \prod_{k=1}^{\infty} \exp(z^k T_k) = \lim_{m \to \infty} (\exp(z^m T_m) \cdots \exp(z T_1))
\]

and \(A' = x_A [A]\), then \(A'_{r+m} \in \mathfrak{a}\) for all \(m \geq 1\). Moreover, \(T_m\) depends only on the \(A_{r+s}\), \(0 \leq s \leq m\). In particular, \(A'_{r+m}\) depends only on the \(A_{r+s}\), \(0 \leq s \leq m\).

We omit the proof which is an imitation of the arguments of §§4.3–4.4. These arguments also yield the following corollary.

**Corollary 1.** Let \(M\) be an integer \(\geq 1\) and \(\Omega(A, M)\) the set of all connections \(B \in \mathfrak{g}(\mathbb{F})\) of order \(r\) with \(A \equiv B(M)\), i.e., \(A_{r+s} = B_{r+s}\), \(0 \leq s < M\). If

\[
x_{A,M} = y = \exp(z^{M-1} T_{M-1}) \cdots \exp(z T_1)
\]
then all the connections \( B' = y[B] \), \( B \in \Omega(A, M) \) are of order \( r \) and have the same coefficients \( B'_{r+s} = A'_{r+s} \in \mathfrak{a}, 0 \leq s < M \). Moreover if

\[
B = \prod_{k=1}^{\infty} \exp(z^kS_k) \quad (S_k \in \mathfrak{b})
\]

then \( S_k = T_k \) for \( 1 \leq k < M \).

The spectral splitting Lemma 6.2.1 takes the following form.

**Proposition 2.** Let \( A \) be as above and suppose \( X = (A_r)_s \neq 0 \). Let \( \mathfrak{g}_X \) be the centralizer of \( X \) in \( \mathfrak{g} \). Then we can find unique \( T_k \) \( (k \geq 1) \) in range \((\text{ad } X)\) such that if \( x_A \in G(\mathfrak{g})_1 \) is defined by

\[
x_A = \prod_{k=1}^{\infty} \exp(z^kT_k)
\]

then \( A' = x_A[A] \) belongs to \( \mathfrak{g}_X(\mathfrak{g}_Y) \). Moreover, \( T_m \) and \( A'_{r+m} \) depend only on the \( A_{r+s} \), \( 0 \leq s \leq m \).

**Remark.** If \( X \not\in \text{center}(\mathfrak{g}) \), \( \dim(\mathfrak{g}_X) < \dim(\mathfrak{g}) \). This proposition then allows us to use induction on \( \dim(\mathfrak{g}) \).

**Corollary 2.** Let \( \Omega(A, M) \) be as in Corollary 1. If

\[
x_{A,M} = y = \exp(z^{M-1}T_{M-1}) \cdots \exp(zT_1)
\]

then, for any \( B \in \Omega(A, M) \), \( B' = y[B] \) has the property \( B'_{r+s} = A'_{r+s} \), \( 0 \leq s < M \). Moreover, if \( x_B = \prod_{k=1}^{\infty} \exp(z^kS_k) \), then \( S_k = T_k \), \( 1 \leq k < M \).

9.4. The crucial step in reduction theory is when \( G \) is reductive. The formulations and proofs of §4.6 go over without any change. For ease of reference we put down

**Proposition.** Let \( Y \neq 0 \) be a nilpotent in \([\mathfrak{g}, \mathfrak{g}]\), \( \mathfrak{g} \) being reductive. Let \( A = A_rz^r + \cdots \in \mathfrak{g}(\mathfrak{g}_Y) \) with \( r < -1 \) and \( A_r = Y \). Assume that the conditions (4.9) are satisfied. Then (a)–(c) of Proposition 4.6 and Corollary 3 are true (with \( \mathfrak{g}(V), \mathfrak{gl}(V), \ldots \) replaced by \( \mathfrak{g}, G, \ldots \)).

9.5. Let now \( G \) be an arbitrary affine algebraic group.

**Theorem.** (a) Any \( A \in \mathfrak{g}(\mathfrak{g}_Y) \) is equivalent under \( G(\mathfrak{g}_Y) \) to a canonical form. The canonical levels of the latter are invariants of the \( G(\mathfrak{g}_Y) \)-equivalent class of \( A \).
(b) Let
\[ A = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C, \]
\[ A' = D'_{r_1}z^{r_1} + \cdots + D'_{r_m}z^{r_m} + z^{-1}C' \]
be canonical forms with the same determinations of the \( z^i \)'s. Then \( A \) and \( A' \) are equivalent over \( G(\mathbb{F}) \) if and only if for some integer \( k \geq 1 \) and \( t \in G \),
\[ t \exp(2\pi ikC)t^{-1} = \exp(2\pi ikC'), \]
\[ \text{Ad}(t)(D_{r_j}) = D'_{r_j}, \quad 1 \leq j \leq m. \]

**Proof.** In this paragraph we prove (a). We use induction on \( \dim(G) \). Fix \( A \in \mathfrak{g}(\mathbb{F}) \). If the unipotent radical \( U \) of \( G \) has positive dimension, the induction hypothesis applied to the image of \( A \) in \( \mathfrak{g}(\mathbb{F}) \) (\( \mathfrak{g} = \text{Lie}(G/U) \)) shows that \( A \) is equivalent to, hence may be assumed to be, a connection of the form \( B + E \), where \( B \) is canonical and \( E \in \mathfrak{u}(\mathbb{F}) \), \( \mathfrak{u} \) being \( \text{Lie}(U) \). Hence \( B + E \in \mathfrak{b}(\mathbb{F}) \) where \( \mathfrak{b} \) is a Borel subalgebra of \( \mathfrak{g} \). We are through by §9.2. So we may assume \( G \) to be reductive. Using the splitting of a reductive group as a torus \( \times \) semisimple group (locally) we come down to the case when \( G \) is semisimple. If \( r = \text{ord}(A) < -1 \) and \( X = (A_r)_s \neq 0 \), Proposition 9.3 and the induction hypothesis complete the argument as \( \dim(\mathfrak{g}_X) < \dim(\mathfrak{g}) \). If \( A_r \) is nilpotent, Proposition 9.4 and a downward induction on \( \dim(G \cdot A_r) \) prove the required result.

9.6. It remains to examine the conditions for equivalence of canonical forms. The sufficiency of the conditions is trivial. For proving the necessity, we may, by enlarging \( V \) if necessary, assume that \( G \) is imbedded in \( \text{SL}(V) \). In particular, \( G \) is closed in \( \text{End}(V) \). Let \( E = \text{End}(V) \).

We shall show first that if \( x \in \mathfrak{g}(\mathbb{F}) \) and \( x[A] = A' \), then
\[ \text{Ad}(x)(D_{r_j}) = D'_{r_j}, \quad 1 \leq j \leq m, \quad x[z^{-1}C] = z^{-1}C'. \]
In fact, for any such \( x \), it is immediate from Theorem 6.4 that
\[ D'_{r_j}x = xD_{r_j} \quad (1 \leq j \leq m). \]
Let us now consider the subspace \( J \) (resp. \( J(\mathbb{F}) \)) of \( E \) (resp. \( E(\mathbb{F}) \)) of all \( y \) satisfying \( D'_{r_j}y - yD_{r_j} = 0, 1 \leq j \leq m \); \( J(\mathbb{F}) \) is spanned by \( J \) over \( \mathbb{F} \). The above relations may now be interpreted as the statement that the closed algebraic varieties \( J \) and \( G \) have a common point over \( \mathbb{F} \). As these varieties are already defined over \( \mathbb{C} \) they must have a common point over \( \mathbb{C} \). Hence, for some \( s \in G \), \( D'_{r_j} = sD_{r_j}s^{-1}, \quad 1 \leq j \leq m \). Replacing \( A' \) with
\[ s^{-1}[A'] = s^{-1}A's \] we may assume that \( D'_j = D_{r_j}, 1 \leq j \leq m \). Then \( xD'_j x^{-1} = D_{r_j}, 1 \leq j \leq m \), and so the relation \( x[A] = A' \) reduces to \( x[z^{-1}C] = z^{-1}C' \). Let \( Z \) be the centralizer of the \( D_{r_j} (1 \leq j \leq m) \). Then \( Z \) is a connected algebraic subgroup of \( G \), and \( xGZ^x(3) \) p. 271). Obviously \( C \) and \( C' \) belong to \( \mathfrak{z}_l = \text{Lie}(Z) \); and \( x[z^{-1}C] = z'^{-1}C' \) means that \( z^{-1}C \) and \( z'^{-1}C' \) are equivalent in some \( Z(\mathbb{F}_k) \). So \( \exp(2\pi ikC) \) and \( \exp(2\pi ikC') \) must be in the same conjugacy class in \( Z \). This proves (9.1) and finishes the proof of Theorem 9.5.

9.7. Let \( U \) be the unipotent radical of \( G \), \( G/U = \overline{G} \), and \( \overline{\mathfrak{g}} = \text{Lie}(\overline{G}) \). We recall the definition of \( \text{ord}(\overline{\mathfrak{g}}) \) (cf. (2.20)) and define
\[ N(\overline{\mathfrak{g}}) = 1 + \text{ord}(\overline{\mathfrak{g}}). \]

Our aim in this paragraph is to prove the following theorem.

**Theorem.** Let \( r \) be an integer \(< -1 \), and let
\[ M = M(\mathfrak{g}, r) = N(\mathfrak{g})(|r| - 1). \]

If \( A \) and \( B \) are two connections in \( \mathfrak{g}(\mathbb{F}_k) \) of order \( r \) such that \( A_{r+m} = B_{r+m} \) for \( 0 \leq m < M \), then either \( A \) and \( B \) are both regular, or both are irregular and the irregular parts of their canonical forms are conjugate under \( G \).

**Proof.** We prove the theorem by induction on dim(\( G \)). Suppose first that \( U \neq (1) \) so that dim(\( \overline{G} \)) \(< \) dim(\( G \)). Let \( A, B \) be as in the theorem. We choose a Levi subgroup \( H \) of \( G \) and write \( \mathfrak{h} = \text{Lie}(H) \). It is easily seen that \( A \) (resp. \( B \)) is conjugate over \( G(\mathbb{F}_k) \) to a canonical connection \( A' = D_{r_1} z^{r_1} + \cdots + D_{r_m} z^{r_m} + z^{-1}C_A \) (resp. \( B' = E_{s_1} z^{s_1} + \cdots + E_{s_p} z^{s_p} + z^{-1}C_B \)) where \( r_1 \leq \cdots \leq r_m < -1 \) (resp. \( s_1 < \cdots < s_p < -1 \)) and \( D_{r_i}, E_{s_j} \) belong to \( \mathfrak{h} \). If \( \overline{A} \) (resp. \( \overline{B} \)) is the element of \( \overline{\mathfrak{g}}(\mathbb{F}_k) \) corresponding to \( \overline{A} \) (resp. \( \overline{B} \)), the induction hypothesis applied to \( \overline{A} \) and \( \overline{B} \) leads to the result that \( p = m, r_i = s_i \), and \( (D_{r_1}, \ldots, D_{r_m}) \) is conjugate to \( (E_{s_1}, \ldots, E_{s_p}) \) in \( H \).

We may thus assume \( G \) is reductive. A simple argument allows us to work with semisimple \( G \).

Let \( G \) be semisimple. If \( X = (A_r)_s = (B_r)_s \neq 0 \), the reduction to \( \mathfrak{g}_X(\mathbb{F}_k) \) under \( G(\mathfrak{g})_1 \) guaranteed by Corollary 9.3.2, together with the facts \( \dim(\mathfrak{g}_X) < \dim(\mathfrak{g}) \), \( N(\mathfrak{g}_X) \leq N(\mathfrak{g}) \), proves what we want. So we may assume that \( A_r = B_r \neq 0 \) is nilpotent. As usual we take \( A_r = Y \) and assume (§9.3) that \( A_{r+m}, B_{r+m} \in \mathfrak{g}_X \) for all \( m \geq 1 \). We now argue as in Proposition 5.3 using Proposition 9.4. The key step is the verification that if \( A' = x[A], B' = x[B] \) where \( x = z^{-\delta H/2} \), and if \( \tilde{A}', \tilde{B}' \) are the \( \xi \)-liftings of \( A' \) and \( B' \) where \( \xi = z^{1/2b} \), then \( \tilde{A}'_{r+s} = \tilde{B}'_{r+s}, 0 \leq s < N(\mathfrak{g})(|r| - 1); \)
here \( \tilde{r} = 2b(r + \delta) + 2b - 1 = 2br + 2a + 2b - 1 \). We know (cf. Corollary 3 to Proposition 4.6) that \( \tilde{A} \equiv \tilde{B}(2bM - 2a\Lambda) \) where \( M = N(\mathfrak{g})(|r| - 1) \). So we must check that \( N(\mathfrak{g})(|\tilde{r}| - 1) \leq 2bM - 2a\Lambda \). This is done exactly as in §5.3 using the estimate \( \Lambda \leq N(\mathfrak{g}) \) (Proposition 2.1.2). In fact, since \(|\tilde{r}| - 1 = 2b(|r| - 1 - \delta) \) and \( \Lambda \leq N(\mathfrak{g}) \),
\[
2bM - 2a\Lambda - N(\mathfrak{g})(|\tilde{r}| - 1) \geq 2bM - 2aN(\mathfrak{g}) - N(\mathfrak{g})(|\tilde{r}| - 1) = 0.
\]

9.8. In the remainder of this section we shall give a brief treatment of the theory of \( G(\mathfrak{F}) \)-equivalence of connections in \( \mathfrak{g}(\mathfrak{F}) \).

**Definition.** A canonical connection \( B \) as in (9.1) is said to be **weakly \( b \)-reduced** if \( \tau_j \in (1/b)\mathbb{Z} \) for all \( j \) and \( C \) is weakly \( b \)-reduced as an element of \( \mathfrak{g}_{D_{r_1}, \ldots, D_{r_m}} = \text{centralizer of } D_{r_1}, \ldots, D_{r_m} \) in \( \mathfrak{g} \). It is said to be **weakly \( \mathbb{Z} \)-reduced** if \( C \) is a weakly \( \mathbb{Z} \)-reduced element of \( \mathfrak{g}_{D_{r_1}, \ldots, D_{r_m}} \).

**Lemma 1.** Let \( B \) be any element of \( \mathfrak{g}(\mathfrak{F}) \). Then \( B \) is \( G(\mathfrak{F}) \)-equivalent to a canonical weakly \( \mathbb{Z} \)-reduced connection in \( \mathfrak{g}(\mathfrak{F}) \).

**Proof.** We may assume that \( B \) is itself canonical, say \( B = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C \). Let \( \delta = \mathfrak{g}_{D_{r_1}, \ldots, D_{r_m}} \); then \( \delta = \text{Lie}(Z) \) where \( Z \) is the centralizer of \( D_{r_1}, \ldots, D_{r_m} \) in \( G \). We know that \( Z \) is connected. Regarding \( z^{-1}C \) as an element of \( \delta(\mathfrak{F}) \) we can use Proposition 8.6 to reduce it to the form \( z^{-1}C' \) over \( Z(\mathfrak{F}) \), \( C' \) being a weakly \( \mathbb{Z} \)-reduced element of \( \delta \).

**Lemma 2.** Let \( B, B' \) be canonical weakly \( b \)-reduced elements of \( \mathfrak{g}(\mathfrak{F}_b) \) with the same coefficient of \( z^{-1} \). Then the set of all \( x \in G(\mathfrak{F}_b) \) such that \( x[B] = B' \) is contained in \( G \) and coincides with the set of all \( t \in G \) centralizing \( C \) and taking \( B_{\text{irr}} \) to \( B'_{\text{irr}} \).

**Proof.** Write \( B' = D'_{r_1}z^{r_1} + \cdots + D'_{r_m}z^{r_m} + z^{-1}C \) where we use the same determinations of the \( z^j \) for both \( B \) and \( B' \). By (9.2) we have, for any \( x \in G(\mathfrak{F}) \) such that \( x[B] = B' \), the relations \( \text{Ad}(x)(D_{r_j}) = D'_{r_j}, 1 \leq j \leq m \), and \( x[z^{-1}C] = z^{-1}C \). Lemma 8.7.1 implies now that \( x \in G \) and centralizes \( C \).

**Proposition.** Let \( B = D_{r_1}z^{r_1} + \cdots + D_{r_m}z^{r_m} + z^{-1}C \) be weakly \( \mathbb{Z} \)-reduced and canonical. Then \( B \) is \( G(\mathfrak{F}) \)-equivalent to an element of \( \mathfrak{g}(\mathfrak{F}) \) if and only if there is an integer \( b \geq 1 \) and a \( \theta \in G \) such that \( \theta^b = 1 \), \( \text{Ad}(\theta)(C) = C, \) \( \theta r_j = s_j \in \mathbb{Z}, \) \( \text{Ad}(\theta)(D_{r_j}) = \omega_b D_{r_j} \) for \( 1 \leq j \leq m \) where \( \omega_b = e^{2\pi i/b} \).
Proof. The “if” part is argued as in §7.4. For the “only if” part let $d \geq 1$ be an integer such that $B \in \mathfrak{g}(\mathbb{F}_d)$ and $y^{-1}[B] \in \mathfrak{g}(\mathbb{F})$ for some $y \in G(\mathbb{F}_d)$. Applying Lemma 2 to $x = ye^{2\pi i/d}z^{1/d}y(z^{1/d})^{-1}$ we see that $x \in G$, $\text{Ad}(x)C = C$, $\text{Ad}(x)(D_r) = \omega y D_r$ where $t_r = dr_r \in \mathbb{Z}$ and $\omega_d = e^{2\pi i/d}$. We may assume $x$ is semisimple. However $x^d$ need not be 1. So we write $x = \exp(2\pi iH)$ where $H \in \mathfrak{g}$ is semisimple and use Lemma 8.6 to select $R \in \mathfrak{R}(H)$ such that $H + R$ is weakly $\mathbb{Z}$-reduced. Let $b \geq 1$ be divisible by $d$ and such that $\exp(2\pi ibR) = 1$ and let $t = \exp(2\pi i(H + R))$. Then $t$ is semisimple, commutes with $x$, and $t^b = x^b$. Moreover, since $H + R$ is weakly $\mathbb{Z}$-reduced, $t$ and $t^b$ have the same centralizer in $g$. Hence $t$ centralizes $C$ and the $D_r$'s. We then have $\theta = t^{-1}x$ with the required properties.

COROLLARY. $B$ is $G(\mathbb{F})$-equivalent to an element of $\mathfrak{g}(\mathbb{F})$ if and only if the $G(\mathbb{F})$-equivalence class of $B$ is $\text{Gal}(\mathbb{F}/\mathbb{F})$-invariant.

Proof. If there is Galois invariance we can find $d \geq 1$ and $x \in G(\mathbb{F}_d)$ such that $B \in \mathfrak{g}(\mathbb{F}_d)$ and $x[B] = B' = D_r \omega D_r$ $z \cdots + z^{-1} C$. The argument from this point on is the same as in the proposition.

Let $b \geq 1$ be an integer and

$$B = D_r z^r + \cdots + D_m z^m + z^{-1} C,$$

a weakly $b$-reduced canonical element of $\mathfrak{g}(\mathbb{F}_b)$. As before let $\omega_b = e^{2\pi i/b}$ and let $\Theta(\theta : B)$ be the set of all $\theta \in G$ such that $\theta^b = 1$, $\text{Ad}(\theta)C = C$, $\text{Ad}(\theta)D_r = \omega_b D_r$, $1 \leq j \leq m$ and let $T(\theta : B)$ be the set of all $t \in G$ such that $\text{Ad}(t)C = C$, $\text{Ad}(t)D_r = D_r$, $1 \leq j \leq m$.

It is obvious that $T(\theta : B)$ operates on $\Theta(\theta : B)$ by conjugation. For any $\theta \in \Theta(\theta : B)$ we write $[\theta]$ for the $T(\theta : B)$ orbit generated by $\theta$. We then have the following theorem. Its proof is along the same lines as in §7.4 and is omitted.

THEOREM. Let $\Omega(\theta : B)$ be the set of all connections in $\mathfrak{g}(\mathbb{F})$ which are $G(\mathbb{F}_b)$-equivalent to $B$. For any $A \in \Omega(\theta : B)$ let $x \in G(\mathbb{F}_b)$ be such that $x[A] = B$. Then $\theta = x(\omega_b z^{1/b})x(z^{1/b})^{-1}$ lies in $\Theta(\theta : B)$ and $[\theta]$ is independent of the choice of $x$. Moreover, $[\theta]$ depends only on the $G(\mathbb{F})$-equivalence class of $A$, denoted by $[A]$; and the map $[A] \mapsto [\theta]$ gives a bijection $G(\mathbb{F}) \setminus \Omega(\theta : B) \sim T(\theta : B) \setminus \Theta(\theta : B)$. 
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