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AN ALGORITHM IN A COMPLEX FIELD AND
ITS APPLICATION TO THE CALCULATION OF UNITS

MALVINA Baica

In the present paper the author develops a new periodic algorithm
for certain algebraic number fields and calculates units in these fields
from its periodicity. This algorithm (abbr. ACF) is a modification of the
Jacobi-Perron Algorithm, where for the first time the expanding of the
complex (not only real) numbers was possible. The ACF discloses new
units of which the already known ones are special cases, and it has the
advantage that many results in the theory of unmits can be derived by
means of a unified periodic algorithm.

0. Introduction. Hilbert’s dream and advice (Zahlbericht) of tailor-
ing a universal algorithm by means of which the expansion of any real
algebraic number (or any vector in E"~', n = 2) becomes periodic, thus
enabling a complete system of fundamental units in the corresponding
field to be calculated, still is, and probably will remain, far away from
realization. Though C.G.J. Jacobi invented an algorithm for totally real
cubic fields, generalizing ingeniously the Euclidean algorithm, he could
not prove or disprove the periodicity of his new tool nor calculate units by
its means. Jacobi’s algorithm was later generalized by Perron [11] for any
total real algebraic field, but even he, the master of continued fractions,
did not succeed in proving or disproving the periodicity of his new
algorithm.

In his last scientific work Perron [12}, though not successfully, shows
his efforts to solve the periodicity question of his algorithm. A partial
answer to this question in the case of cubic irrationalities gave E. Dubois
and R. Paysant-Le-Roux [6].

The title algorithm (abbr. ACF) can be interpreted as a modification
of Jacobi-Perron Algorithm (abbr. JPA), where for the first time the
employment of the complex (not only real) numbers was possible. The
choice of D, — s to be complex numbers implies also a slight modification
of the T-function in the companion vector.

This new algorithm ACF solves the problem of periodicity for in-
finitely many classes of algebraic numbers (but not for all of them) of any
degree, and states explicitly some units in the corresponding fields. The
periodicity of real algebraic numbers of degree n = 3 was first proved by
Bernstein [3] for the JPA, and later for its modification [3, 1].
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The ACF discloses new units of which the already known ones by
Bernstein [3], Halter-Koch [7], Halter-Koch and Stender [8] are special
cases. The latter were obtained by the last two authors without an
algorithm. This new algorithm ACF has the advantage that many results
in the theory of units can be derived by means of a unified algorithm. The
new units were also discovered by Neubrand [9], again without using an
algorithm. Neubrand’s method is quite different from the other methods,
namely algebraic geometric or function theoretic oriented.

1. The ACF-definition, basic properties. We denote:
(1.1) S,+1=1{d, D, D,,...,D,}, n=2,
a set of any n + 1 algebraic numbers;

(1.2) X,=09(d,D,,D,,...,D,)
the field generated by adjoining S, , to Q;
G(x)=Qcx" " ¢=lc,eX,,i=1,...,n
(1.3) (x) EO 0 l
an irreducible polynomial in x over K, ;
K, =H,(w); G(w)=0
(1.4) the field generated by a root of G(x) in
adjunction with K ,.

Thus K, = Q(w, d, D|, D,,...,D,) is of degree n over K, and of
degree n-[K, : Q] over Q.

DEFINITION 1. A vector @ in K} ™' (n = 2) with components which
are functions of w is called a starting or fixed vector; the vectors
a®® € K5~ obtained by an algorithm from a®,

(1.5)  a® = (a®(w), a®(w),...,al” (w)), v=0,1,...
are called the current vectors; the vectors

b = (b, b5, b)) € !, derived from

(1.6) a'®) or given by any formula are called the

companion vectors of the a*. O

We shall introduce the notation

(1.7) al”, b§» =1, v=0,1,....
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DErINITION 2. The ACF of a starting vector a® is defined by the
recurrence formula

(1.8)  a®*V = (a® — ) (a{) — b,...,a, — b, 1)

a(® — b{") # 0; v=0,1,.... O
From (1.8) we obtain
a(g+l)
(1.9 &P =b"+-"—%; i=l..,n—10=01,...
an-—l

We define the matrix entries

AV =8 i,j=0,1,...,n — 1,8 the Kronecker delta;
1.10 nl
(1.10) AP = ¥ AL i=0,1,...,n—1;0=0,1,....
j=0

From (1.10) we obtain easily by induction

+1 +n—1
AP APTD o gD
+1 +n—1 -
(1.11) AP AT AT = (L)Y
+1 +n—1
AR, AT A
forv =0,1,....
We obtain formula
n—1 (v) g(v+))
T alvA4l
(1.12) a©® = 2;:‘; I, i=lL..n—1Lo=0,1,.;
Ej:()aj A()

(1.12) is correct for v = 0, giving on the right side,
(0+0+ - +a®4D +0+--- +0)/40 = a©.

Then substitute inductively on the right the values of a{* from (1.10),
(1.9).
We shall need the formula
n—1

(1.13) I[Ia2, =3 a4+,  ov=1,2,....
J=1 i=0

Proof by induction. (1.13) is correct for v = 1. Then proceed as in the
proof of (1.12).
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We shall need the basic formula

-

1 APTD AP gl
a®  APTD  AEFD . gle+nD
(1.14) ) a((;) A(z;+ D) A((;+2) ... A(v-;n-—l)
n—1 n—1 n—1 n—1
n—1 -1
_ (_l)u(n—l)( .zoa;v)A%v+j)) _
j=

Proof. Start with (1.11). Multiply both sides by 27-§ a{”4{’*/, add to
the first column the a{® multiple of the j + st column. The result is
obtained by induction.

2. A periodic ACF—notations. In this section we begin preparation
for the periodicity of the most general a® € ¥, . This a© will be specified
later when we approach the central theorem. The choice of a® will result
from specification of the numbers d, D,, D,,...,D, € S,,, and the
function G(x) from (1.3). We first choose

(2.1) Gp(x)=-d+ H (x—D,), n=2,

where Gp(x) is irreducible over K, This polynomial was treated by
Stender in his dissertation, if the D, are natural numbers.

Ge(w;) =0,i=1,...,n; Let w,, w,,...,w, be the roots
(2.2) of G(x) is an algebraic closure of H,(w,,...,w,).

weE {w,wy,....,w,}.

Thus w is chosen to be one fixed root of the n-roots of G. We introduce
the notation

f.=f=w—D, i=1,2,...,n;
k

(2.3) /‘i,k:H(W"D'); l=sisk=n;

: J

Jj=i

In K, we have of course
(2.4) fix=fiiw), 1<i<k=n
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and need not add f; , = f(w, D,,...,D,). We have, from (2.1)-(2.3)
(2.5) H (W_Dj) :fl,n:fl,n(w) =d.
j=1

The following operations will be useful

1 __I___fl,i—lfk+l,n; i=2 k<n—1,

W) fe  d

1 fk+1n 1 fl i—1
—_— = == kSn—l, — =
fr d

(2.6)

For the fixed vector a® we now choose

(2'7) a(O): (fl,n~l’fl,n——2""9fl,2’f2,2)‘

We shall in the sequel conduct the ACF of a© from (2.7), getting the
current vectors a'”, v = 1,2,.... The companion vectors of the current
vectors are derived from the current vectors by the formula, remembering

(2.4);

b =a(D); s=1,....n—1;
(28) {s K} ( 1)

PO K, v=0,1,....
The choice of D, € S, , for the derivation of b from a(*) is, as we shall

later see, completely arbitrary. Any D, € S, |, i = 1,...,n, would do.
The reader should pay priority-attention to the formula

(29) {bs(ijfl,n~s(~l_)ll) :[(W - D]) U (W - Dn_s)] w=D, = 0,

We shall illustrate the first step in the ACF of a©@, working out all the
necessary details of (1.8). In the sequel the current vectors’ result will
sometimes be enumerated directly without going into the details. We
obtain from (2.7), in view of (2.9)

(2.10) {bfo):fn,n~,-(01) =0, i=1,2,...,n—2;
b2, = f,,(D,) =£(D,) = D, — D,.
Thus
b® = (0,0,...,0, D, — D,).

0 0) — —
a§)~ bg)_fl,n~l —O—fl,n—l’
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and by (2.6)
- 1 / /,
a©® — pOo) = =Jnn —Jn
( 1 1 ) f[yn—l d d
aLOl\ - b»(10~)1 =fha— (D, —D,)=w—D, —(D, — Dz) =w~—D =f,

ad® —=p0=a"—-0=qa,=f, i=2,....n—2
and from (1.8);
(2.11) aV =d7f(fi-2 frnss--sfias 10 1),

aV = (dy s frdfysfre o d i S d7N).

3. The first fugue of the ACF of a©.

DEFINITION 3. A sequence of n — 1 current vectors (including the
fixed vector), viz.

(3.1) a(n=Heth v=0,1,...;;=0,1,...,n — 2,

is called the v + 1st fugue (of the current vector) of the ACF of a?; the
sequence of the corresponding companion vectors—the v + 1st fugue of
the companion vectors of the ACF of a©@, is

(3.2) pir=bets oy =0,1,...;7=0,1,...,n — 2. O
From (2.11) we obtain

(3.3) »" =(0,0,...,0,d"(D, — D,)),

a’ = bV =df,, o f, =0 (af" = b") " =F,

ag;lll - bz(zl—)l =d! n d_l(Dl —D,) = dAlfl’

a® = f,_(d"fysfye-sd o ko d7 i fyn d7 ),

34)  a®=(d sk d o humis A7 i St
A7\ fovs fyn)-

We can now prove the important

LEMMA 1. The i + 1st current vector of the first fugue has the form

a(’) = (dilfl,)z’l—lfn—1+l,n’ dﬁlfl,n—t—an*H—l,n" M
- -1
(35) d lflfn~—1+l‘n’ d flfrz~i+l,n—l’ flfr1—1+],n—2""’
flf;r*IJrl’ f;]‘i+1)

i=2,....n—2;n=4.
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Proof. (3.5) is correct for i = 2, as can be verified from (3.4). By the
method applied in calculating a”, a®, the reader will now have no
difficulty in proving Lemma 1 by induction. The special cases n = 2,3
will be observed separately because of their importance.

a® =w— D,; »® =D, - D,
a®=d'(w—D,); bV=d7(D —D,)
a®=w— D, = aO.

Here we have a purely periodic continued fraction representation.

(w—D)w-D,)—d=0;, w—D,=[D,—D,], d=1.

w—D,=|D,— D,,d" (D, — D,)|; d>1; d|D, —D,.

For n = 3, we obtain, d # 1.

a® = ((w—D\)(w = D,),w = D,); b® = (0, D, — D,);
a® = (d(w— D))(w—Dy),d(w—Dy)); b =(0,d"'(D, — Dy));
a® = (d"(w—D))(w—D,),w— D,); b® = (0, D, — D,);
a® = ((w = D,)(w — D3),w — Dy ); b® = (0, D, = Dy);
a® = (d(w—D)(w—D,),d " (w—D,)); b =(0,d"(D, — D,));
a(s):(d '(w—D,)(w—Dy),w — 3)? b® = (0, D, — Dy);

a® = ((w—D,)(w—D,),w—D,) =a?.

The ACF of a© is purely periodic, and the length of its primitive period is
m = 6.
For d = 1 we obtain

a® = ((w~-D,)(w—D,),w—D,); b®=(0,D,— D,);
a® = ((w—D\)(w—D;),w — Dy); b =(0,D, — D).
a®=a®%; (w—D))(w—D,)(w—D,) —d=0, generally.
As a numerical example in the case n = 2;
(w—4)(w—2)—2=0; choosew =3+ 3; D, =4;
D,=2; d=2. ¥,=0; %,=0(/3);
a®=w—-2=[4-2,1/2(4 —2)]
B+3-2=[2,1]; 3=[1,1,2],

a very simple way of constructing the periodic continued fraction of V3.
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4. The first fugue of the ACF of o, continued. From (2.7), (2.11)
and (3.5) we have completed the calculations of the first fugue of the ACF
of a©, viz.

<a(0), a(‘),...,a(’),...,a("_2)>, i=2,....n—2
altogether the fixed vector a@, followed by n — 2 current vectors. We
obtain for the n — 1st vector, substituting i = n — 2 in (3.5),

@.1)  a" D= (d 1 fons A o fsmts Fifsnseofifss 1)

From (4.1) we obtain, calculating (in detail because of its essential
pattern) the next current vector "~ . For this purpose we have

(4.2) b"» =(0,0,0,...,0, D, — D,)
and from (4.1), (4.2)

— n—2) — - . n— n— -1 _ .

wy =g e - b = g
' (=D p=D =y p (D, — D) =w—D, =

a,—, n—1 w , — (D, ;) =w 1 = h-

From (4.1)-(4.3) we obtain, by virtue of Definition 1,
(4.9) a0 = (A7 fywors Fifonoas oS £i1)
a"' = (d_lfl,n—l’ fin—2s--sfi2s fz)

(4.4) is important. If we compare the latter with (2.7) we obtain
(4.5) PONAEED

which means to say that a® = 4"~V in the case d = 1. We have thus
obtained the interesting

THEOREM 1. The ACF of the fixed vector a® from (2.7), with the
notations (2.3) and (2.5), is purely periodic in the case d = 1, and the length
of the primitive period equals m = n — 1.

The latter has the form

<a(0), a(l),- .',a(i)a- . .,a(n_2)>’ l = 2"' ‘9n - 2'

a® from (2.7), a® from (2.11), a" from (3.5) (i = 2,...,n — 2), substitut-
ing in these formulas d = 1. The corresponding companion vectors have the
form:

b? =(0,0,...,0, D, — D,),
(4.6) {bV =(0,0,...,0,D, — D,),,...,

b =(0,0,...,0,D,—D,_,.,), i=2,...,n—2. O

n
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The reader is reminded that while d = 1 in Theorem 1, the other n
elements D,,...,D, of the set S, ,, may still be any algebraic numbers. It
is surprising that in the case d = 1 the ACF of the fixed vector a© from
(2.7) indeed is purely periodic with the astonishingly short primitive
period m = n — 1. In the case d # 1, the ACF of the same a© is also
purely periodic, but the length of its primitive period equals m = n(n — 1).
This will be proved in the next sections. But already, we have learned
from the previous section, that in the case n = 2 the ACF of a© from
(2.7) has primitive period of length m = 2 = 2(2 — 1) when d # 1, and
m=1=2—1 when d=1; and in the case n =3, m =6 =3(3 — 2)
whend# l,and m =2 =3 — 1whend = 1.

5. Periodicity of the ACF of a‘”—completed. We shall use a new
manner of writing the vectors of the primitive period of the ACF of a®
from Theorem 1 (with d = 1) and introduce

(51) g(i):(gfi)a géi)’”-’gr(,ill)’ izoaly---an_z;n>24-

It will be useful, for later purposes, to write out in full the values of g¢"
from (2.7), (2.11), (3.5) where d = 1,

rg(o) = (gf0)7 gg))""’gr(aoll) = (fl,n—la fl,n—Z""?fl,2’ fz);
gV = (g, g",....82)
= (f],n«zfna Jin—3ts- "’fl,an’ fitos fn)’
(52) gW = (gfi), ggi)""’gflill)
= (fl,n—i—lfn—i-‘rl,n’ Jin-icafoivimo--es
fiohmivvms fihmivin fifamivin—t1s- -+
fon“i+l’ f;l‘*i—i-l)’

i=2,3,...,n—2.

With the notation (5.2) we shall now write out in full a few of the fugues
of the ACF of a© from (2.7) with d # 1.

(a© = (g0, g®,...,8,),

a = (d—lgfl)’ d—lggl)’. “,d-lg'(ll_)l)’
(5.3) 1a® = (d'g?®,d"'g?,...,d"'g®,),

=2 — (g-lg(n=2 J-ly(n=2) ,(n—2 -
(a” )= (d'g(""2, d i, gD g(n7?).

n—1

(5.3) is the first fugue.
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—

a0 Dr0 = (1O O O o )
a=DFD = (g gd g

(5.4 a0+ = (1@ g-1g® . d-lg® ),
a0 = (dlgP, ag, . d g, 8,),

“D+n=2) — ( g-lg(n—=2) g-lo(n—2) g-ly(n—2 =2 2
a“(” ) )_(d g](" ),d 85" ),d g§n ),gz(tn ),---,gf,'il))'

(5.4) is the second fugue.

2(n—1H+0) — -1,(0 -1,(0 0 0
a@=DH0 = (41gO g-1g® O O )

s 8Bn—

q@n— n+1>—( gm g(l) ,g,ﬁ‘-)l),
= (g<2> g<2) ---,g,(,z—)l),
(5.5) a(z(”*”“ (d g(3) d g(” ,d“g,(,3_)1)

2(n—1)+4) 4 4 — 4 4
a®n=h d! () ,d” g() .,d g;s)27gi§—)l)

g n=H+2)

2An—D+n—2) — ( g-15(n—2 —lg(n—2 —2 2
q@n—D+n >_(d gl"™@,...,d gD, gnmH L. ,gf,'ix))-

(5.5) is the third fugue.
The reader will now have no difficulty in proving

LEMMA 2. The factors d™' appearing before the g\ in the current
vectors of the ACF of a© from (2.7) with d # 1 appear subsequently one
after the other starting with the first component of the vector; their frequency
of occurrence in a vector is k, 0 < k < n — 1; if in a vector the frequency of
d~"is k, then in the next vector it is k — 1; if its frequency in one vector is
zero, then in the next vector, it isn — 1. ]

For the jth vector of the i + 1st fugue we shall use the notation
(5.6) at=D+) = (k) gD

where (k) denotes the frequency of the factor 47! in this vector g). Of
course, (5.6) does not say how to state explicitly any such vector g““(»~D+/),
For this purpose a functional relation between i, j and k is necessary and
most important. This is:

(5.7) i—j=k(n), k=0,1,....,n — 1;
) Fork <0,taken — k. j=0,1,...,n— 2.

The proof of (5.7) is entirely based on Lemma 2.
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If in a certain fugue we have the vector a*" "%/, then in the next
vector we have j + 1, and since & decreases by one in this next vector, it
becomes k — 1,sothati — (j + 1) =k — I(n) ori — j = k(n), as should
be. If we look for the next fugue with the same row-vector j, viz.
al™ Dt D+ then the frequency of k for the same j is one greater, namely
k + 1, so that we have (i + 1) —j =k + I(n) or again, i — j = k(n).
This proves (5.7) by induction, since it is correct for i = j = k = 0.

We are now able to write down any current vector in the ACF of a©.
For example, let n =9, m =9-8 =72, and we want to find a®P =
a’® D+, i =17,j=5;7—2=2=k. Hence

61) — -1.(5 -1..(5 5
a® = (d-'g®,d"'g?, g0,....88).

We now ask the decisive question: Can ACF of a© become purely
periodic, and what is the length m of the primitive period? (Every periodic
ACEF can be transformed into a purely periodic ACF.) In such a case we
must have

(5.8) j=k=0, asina®©.
(5.7), (5.8) result in chooseing min. i,
(5.9) i=0(n), i=n.

We have obtained:

THEOREM 2. The ACF of the fixed vector a® from (2.7) with the
notation (2.3), (2.5) and d # 1 is purely periodic and the length of its
primitive period is m = n(n — 1), consisting of n fugues. 0

The length of the primitive period of the ACF is indeed very large
but, as it will be shown, it does not prevent us from calculating units.

6. Irreducibility and roots of polynomials. Bernstein [3, pp. 72-79]
has proved the following result which we state here with some slight
alterations:

THEOREM 3. Let

P(x)=x"+

n—1
> ij"“/) —d,
j=1

(6.1) id, k.. k, €Ly dlk;,  (j=1,...n—1),
n—2
lk,—i|=2d|(2+ B); B=1+ X |k].
j=1

Then P(x) is irreducible and has at least one real root. O
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If d is square free and |d|> 1, then irreducibility of P(x) follows
from Fisenstein’s Criterion. But this would then exclude | d|= 1. Bern-
stein’s theorem is valid also for any algebraic integers d, k,...,k,_,,
d| k,_,. This we could well use, but it would take us too long to prove it.

We introduce a polynomial which will be central to our investigation

Oon units, viz.

T(x)=-d+ E] (x* — Df),

(6.2) d,D,€Z; d|D; i=1,2,....k;
s;=1; ifalls,=1, thenk=2;
0<D,<D,<:--<D,.

We prove

LEmMMA 3. T(x) is irreducible in infinitely many cases and has, in these
cases, at least one real root. O

We rearrange (6.2):

(6.3) T(y)=-d+ ,1:11 [(y + D))" — D7,

y:X_Dk.
From (6.3)
(
T(y)=-d+ (y”+ (slk)Dkysk“ e (S _ I)Dék“y)
k

[+ D = 7]

i=1

=y"+uy" 4,y —d,

5, kel
altg o= [, |oe T (o2 -0y,
k

i=1

(6.4) |

n=us5 +s5+ - +s5; i=1,...,n—1 in¢t,
where d| ¢, since all ¢, are polynomials in D,, D,,...,D, with rational
coefficients; further ¢, _, contains the highest power of D, viz. 5, — 1 +
sy +s,+---+s,_, =n— 1. Hence we can choose sufficiently large D,
so that |7,_,|=2|d|(B, +2), B, =1+ 3"_%|¢,|. Thus the polynomial
T(y), hence also T(x), satisfies the conditions of the polynomial P(x),
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and Theorem 3, so that T(x) is irreducible and has at least one real root in
infinitely many cases.
In case s, = n, T(x) becomes

T(x)=x"—D"—d,d|D,n=2; D=1,
n—1

T(y)=y"+ X (’;)D’y""')—d; d,DeZ,
j=1

and we have to choose
n n—1
(7)p 221d1[3+(

n n
1 2

It suffices to choose D =2"*'|d|; n=2. Concluding, we shall write
T(x) in the form of (2.1).

oo+ (3] {2y ) 0]

k S,

Gr(x)=-d+ I T (x—p/7'D))

i=1 j=1

(6.5) ) 277\/3

p; = exp

(We write {~1 to avoid

4

confusion with the index i.)

{Dl’ plDl""’psl,_lDl’ D25 p2D29--.yp§2~1D2:
(6.6) ,.-.’Dk’kak"“’F’ick—le}

={D,, D,,...,D,}, for useful notation.

Let

2771/3

(6.7) (5,,55,...,8) =s; p=exp s

G,(w)=0; wreal, Q(D_l, D_z,...,D_k,W) = Q(p,w).

(6.8) GT(x):-cH-ﬁ (x—=D,); -4+ [] (w—D,) =0.

Jj=1 Jj=1

7. Units. the main result.

DEFINITION 4. Let

K be an algebraic number field;

(7.1) a® = (a®,a?,...,a%,) €K ",n=2, and
a®,a0,...,a%, algebraic integers.

Then a©@ is called an integral vector.
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THEOREM 4. Let

(K, K, be algebraic number fields;
K, cK,; [H,:HK])=g=n=2;
(7.2) ; a® e K, an integral vector;

(™ ):ozo a sequence of integral vectors € H;

| A the matrix entries from (1.9).

If the ACF of a©, carried out with the companion vectors b® is purely
periodic with m = the length of the primitive period then the algebraic
number

m
(7.3) H a® | = A + a@AtY + - +q @ 4¢mTnD
i=1
is a unit in X, (relative to X,). 0

Proof. Since, because of periodicity, we have a{™ = a®, i=1,...,
n — 1, we obtain (7.3) from (1.13). The a{® are algebraic integers by
hypothesis, so are the A{"*), j = 0,1,...,n — 1, since the b(*) are integral
by hypothesis. Thus -5 a®?4§"*/ in (7.3) is an algebraic integer.

We further note that, by virtue of the conditions of the theorem, all
entries in (1.14) are algebraic integers, so that (2727 a{®4{"*)™" is an
integer. This proves the theorem.

We now return to the vector a® from (2.7), substituting there a© for
a©, 51, 52,. .. ,5,, for D,, D,,...,D, from (6.6), and now let d have the
value from (6.2), viz. d a rational integer. Theorem 2 then becomes: The
ACF of the fixed vector a® with d # 1 is purely periodic and the length
of its primitive period m = n(n — 1), consisting of n fugues. From (5.3)-
(5.7) we learn a few important facts about the ACF of a©:

(i) for D, we substitute 5,; altogether there are n such choices of
substitution;

(i1) the numbers D_l, 52,. .. ,5,1 are all algebraic integers, since 5] =
p;D;, (1= 0,1,...,5, — 1), and p; and D, are integers;

(i) d| D, (j = 1,...,n — 1), since D| D;

(iv) the product of the last components of n — 1 of the n fugues of the
primitive period of ACF has the form:

74 11 (7-D));
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(v) One fugue out of the n fugues does not have among its last
components the factor d~!. This fugue is that one whose first vector has
k =n — 2, so that

i—0=k—2(n); i=n-—2.
Thus the product of the n — 1st (i + 1) fugue equals (withi = n — 2)

(7.5) .Ii (w—D,).

(vi) All the entries of the compamon vectors of the n fugues are either
zero or D, — D, or d°(D, — D)), j = .,n, (j # n — 1). Hence they
are all integers (and so are the A("))

(vil) Because of (7.4), (7.5), we have

n(n—1)—1 " .
(7.6) I a2, =d ]I (w-D)"
j=0 j=2
But because of periodicity a”" P = a© |, hence from (7.6)
n(n—1)—1 n(n—1)
(7.7) I a2= 1 a2,
j=0 j=1

so that, by virtue of (7.6), (7.7) and Theorem 4, we have obtained the
second main result in

THEOREM 5. With the meanings of w and p, Ej, as explained before,

(7.8) e=d‘("_”(jli[2 (W—Ej))n

is a unit in Q(w, p). O

8. Units from Theorem 5. The unit e from (7.8) has a complicated
form unsuitable to practicalities. We shall find simpler forms for units in
Q(w, p), and also disclose units in Q(w). Since we took w = w, to be a
real root of G,(x), we could have taken any of the roots wy, w,,...,w,_,
of Gr(x) (some, even all of which may be real) and still have obtained the
unit 4"~ (["_, (%, — D))", t =0,1,...,n — 1. Also, since D, may as-

sume any of the values

(8.1) D, = p'D,, i=1,...,n; u=0, s5,...,5,—

H

1,

we can obtain altogether n units of the form (7.8) for w constant, w = w,,
and altogether n” units in Q(w,, p) among them some units in Q(w), w
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real, as we shall soon see. From (6.8) we obtain

T~ =~y _ d
(8.2) jl;lz(w Dj)_w_ﬁl.
Hence from (7.8), (8.2)
_ d
e= —,
(W—Dl)
_(w-D)"
(8.3) “=Ta

is a unit in Q(W, D_,).

Since in (8.3) we can use any of the Ej, (j=1,...,n) instead of D,, we
obtain

THEOREM 6. All the numbers

___D— n
(8.4) ej=(w—dj)—, j=1,...,n,

are units in Q(w, p). Among them

. w—D,)"
(8.5) e(’)z(—w—d*')—, i=1,...,k; kfrom(6.2)
are units in the real field Q(w). O
The product

o (o)) (o)’
u=0 d d*

is a unit as a product of units. Hence

COROLLARY 1. The numbers
(7 = D)’

d* ’
are units in the real field Q(w). O

(8.6) e = i=1,2,...,k; kfrom(6.2),s,=1

From (8.5) we obtain
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so that

(e®) el = (u) :
(W —Di)S,

is a unit, hence

COROLLARY 2. The numbers

S
87) ey=———  i=1,..k; kfrom(62),s>1
(W _Di) '
are units in the real field Q(w). g
Let
(8.8) {nzsiti, 5, 4,>1,
for somei < k.

Substituting n from (8.8) in (8.6), we obtain

7 ey

e(S.) - ds' 2 R

hence

COROLLARY 3. Let n = s,t;, 5, 1, > 1; 5, € {5, 85,...,8}. Then

I

(7~ D)’
d

are units in the real field Q(w). O

(8.9) ) =

Let {d|= 1. Then we have

COROLLARY 4. The numbers

(ej,l =w—D, u=1,...,nareunitsin Q(w,p).
eV =w-D,, i =1,...,k are units in the real field
(8.10) { Q(#), k from (6.2)

e’ =w"—D5  i=1,...,k;s,>1;k from(6.2)

| are units in the real field Q(W).
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9. Derivation of previously known units. We return to the poly-
nomial 7(x) of (6.2). In the case k = 1, T(x) takes the form, s, = n,
o.1) T(x) =x"— D" —d; d,DE€Z;D>0;n=2;d|D;
®. T(w) = 0; wreal; w" = D" + d; w of degree n over Q.

But even in this case the method leading to the periodic ACF of a®(w),
and the derivation of units from it is the same. We obtain from (9.1)

-d + H (w—D;) =0.
Jj=1

(9.2) iD,=p’"'D;  j=1,...,n; D, = D;

Zm/j

p=exp— —; dlD_j since d | D.

With the conditions of (9.2) those of Theorems 4 and 5 are satisfied, and
we have

THEOREM 7. Let conditions (9.1) and (9.2) hold. Then the n numbers

ri j_lD n
(9.3) ej:(—w—p—d—); j=1...,n
are units in Q(w, p). The real number

w—D)"
(9.4) e, = L——d———
is a unit in the real field Q(w).
If|d|=1

(9.5) e,,=w—D isaunitin Q(w). O

Let st = n, s > 1. We obtain from (9.1)
(9.6) (w*)' =(D*) + d.
Since d| D, we also have d | D’ and all that was said in Theorem 7 about
w, D.

(7 — D)’

(9.7) e = =
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is a unit in Q(w). From (9.4), (9.6) we obtain

1= _de)" [(W—dD)S]’ ) ( (Wv;:;)i )

a unit in Q(w). Hence

COROLLARY 5. The 7(n) — 1 numbers
S DS

(9.8) el = st=n,s>1,

are units in Q(w). O

If n = p*, p prime, v = 1,2,..., then instead of d, we have pd which
makes d| D valid.

Bernstein and Hasse [5] obtained the units (9.4), (9.8) with the
additional restrictions D = (n — 2)d for d >0 and D =2d(n — 1) for
d < 0; n = 2. These were the restrictions Bernstein [1, 2] needed for the
periodicity of the Jacobi-Perron Algorithm with w = VyD"=d,d, D >0,
d| D.

In his most remarkable Ph.D. thesis Stender [13] proved that in the
cases n = 3, 4, 6 the possible 1, 2, 3 units from (9.4), (9.8) form a system
of fundamental units in the respective fields. This was a breakthrough, but
did not prove in general that the units gained from (periodic) Jacobi-
Perron Algorithms are always fundamental.

The units are independent, whether they are fundamental or not, has
not been proved for the general case. This fact is also true for the units
obtained from ACF.

Later, Halter-Koch and Stender [8] proved that formulas (9.4), (9.8)
hold for a much wider class of units.

Another breakthrough in units of this kind came with an important
paper by Halter-Koch [7] who started with the polynomial

r+r,

6:(x)= 1 (=) T (x=b)(x=B)~a

j=r+1
rn=0, =0, n=r+2r, d,D,E€Z
D,>D,>--->D,; D, D—j complex conjugate,
d a divisor of pairs of D, and the D,,

D, and D, D, and D~j
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Halter-Koch proves that G (x) has exactly r, real roots. If w is one of
them then

d”(w=D,)" and d2[(w—D,)(w~-D)]"

J

are units in Q(w). Of course these units can also be obtained from our
ACF of a. Bernstein [4] used his so-called zero algorithm to gain these
Halter-Koch units.

The zero algorithm (abbr. ZA) is also a modification of JPA, and it is
different from ACF.

The author conjectures that many more known units can be calcu-
lated by ACF. This will be discussed in a further paper.
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