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An integration theory for vector functions and operator-valued measures is outlined, and it is shown that in the setting of locally convex topological vector spaces, the dominated and bounded convergence theorems are almost equivalent to the countable additivity of the integrating measure. The measures studied are those representing the continuous linear operators on a space of continuous functions. When certain restrictions are imposed on the space involved, actual equivalence of countable additivity and the above theorems obtains, as well as equivalence of certain compactness properties of the operator being represented. An example is given which shows that, in general spaces, convergence in measure no longer implies the almost everywhere convergence of a subsequence.

Introduction. One of the more useful and interesting aspects of integrals of scalar-valued functions with respect to scalar-valued measures is that such integrals exhibit certain weakened forms of continuity with respect to integrands, e.g., the dominated convergence theorem, the monotone convergence theorem and the bounded convergence theorem. Professor Angus Taylor once remarked to the second author that one of the detractions from integrals with respect to vector- and operator-valued measures was the unavailability of such convergence theorems.

There are two possible starting points for such theorems; first, where the integrands converge in measure; second, where the integrands converge pointwise almost everywhere. It was shown in [23] that for the vector-valued cases, these types of convergence are not related as they are in the usual scalar case. Examples are given there which show that neither type of convergence implies the other, and an example is given of a scalar-valued sequence which converges pointwise everywhere to 1 and in measure to zero. The examples given there possess pathologies due to the nature of the measure and the measurable sets. However, such pathologies can occur when the measure space is well behaved and the range space for the functions is ill structured. We give an example in this paper of a sequence of vector-valued functions on $[0, 1]$ (where the measurable sets are the Lebesgue measurable sets and the measure is Lebesgue measure) which converge in measure but no subsequence converges almost everywhere.
In [23] it was shown that for the case of convergence in measure, where the measure came from a representation theorem for a continuous linear operator on a space of continuous vector-valued functions with the uniform topology, both a bounded convergence theorem and a dominated convergence theorem hold. In practice, convergence in measure may not be as easily determined as pointwise convergence, thus the second situation seems to be worth careful scrutiny. It is to this case that we direct our attention.

We will show that for a representing measure, countable additivity or continuity of $\mu$ in a given topology implies both a bounded convergence theorem and a dominated convergence theorem in a similar topology. A converse theorem also holds with a change of topologies, and equivalence holds in the case of Banach spaces. As it happens, each of these is also equivalent to a type of weak convergence on the operator which is represented by the measure and thus we are able to classify those operators for which the convergence theorems hold. In general, representing measures are only finitely additive but do exhibit countable additivity in a certain weaker topology (see [10], [11], [25]).

The reason for restricting our attention to representing measures is two-fold. First it allows us to formulate the results in terms of the operators represented; second, there is the technical need to relate the additivity of the measure to the topology of the domain space of the integrands; this second need occurs at an application of the uniqueness of a regular representing measure. If one had begun with such a regular Borel measure which was of bounded semivariation it would indeed have been a representing measure. Thus the use of the term representing measure rather than regular Borel measure of bounded semivariation is a matter of taste.

1. **Notation and integration.** The representation theory with which we concern ourselves is that developed by R. K. Goodrich in [10] and [11]. We preserve certain facets of the Goodrich notation but do not repeat the development.

In order to state our results in a setting sufficiently general to include a large number of the known integration theorems, we give a brief development of a theory of integration in locally convex topological vector spaces. The resulting integral is not the most general possible, but it suffices for our purposes, namely it allows us to prove the results only once. It is not our intent to introduce yet another integral for investigation,
but rather to investigate the problem raised by Taylor for the case of representing measures.

We begin by defining an integral for functions with values in a locally convex topological vector space with respect to an operator-valued measure \( \mu \) using a generalization of the methods indicated in Hahn [13] and Vitali [24]. \( X \) and \( Y \) denote locally convex topological vector spaces, \( \{ p \} \) and \( \{ q \} \) separating families of seminorms on \( X \) and \( Y \), respectively. Let \( H \) be a set, \( D \) a \( \delta \)-ring of subsets of \( H \), \( \mu \) a function mapping \( D \) into \( L(X, Y) \), the space of linear operators from \( X \) into \( Y \) with the property that if \( E_1, E_2 \in D \), \( E_1 \cap E_2 = \emptyset \) and \( x \in X \), then \( x\mu(E_1 \cup E_2) = x\mu(E_1) + x\mu(E_2) \). \( L_c(X, Y) \) denotes the continuous operators in \( L(X, Y) \). An \( X \)-valued \( D \)-simple function \( f \) is a function of the form

\[
f(h) = \sum_{i=1}^{n} x_i \chi_{E_i}(h),
\]

where \( \chi_{E_i} \) is the characteristic function of the set \( E_i \), \( E_i \in D \), \( x_i \in X \), for each \( i \) and \( E_i \cap E_j = \emptyset \) \( (i \neq j) \). Let \( S \) be the \( \sigma \)-ring generated by \( D \). Recall that in a \( \delta \)-ring, if \( A \in D \), and \( E \in S \), then \( A \cap E \in D \) (see Dinculeanu [3, p. 6]). This allows us to define the integral of the \( D \)-simple function \( f \) on a set \( E \in S \) as

\[
\sum_{i=1}^{n} x_i \mu(E_i \cap E) = \int_E f \, d\mu \in Y.
\]

We assume that for any \( q \in \{ q \} \) there is a \( p \in \{ p \} \) such that the following quantity is a finite non-negative number if \( E \in S \):

\[
\sup_{f, D\text{-simple}} \{ q(\int_E f \, d\mu) | p(f(h)) \leq 1 \text{ for all } h \in E \} < \infty.
\]

We call this the \( qp \)-semivariation of \( \mu \) on \( E \) and write \( \hat{\mu}_{qp}(E) \) for this number. A set \( E \in S \) will be said to be of measure zero if for all \( K \in D \), \( K \subseteq E \), we have \( \mu(K) = 0 \) the zero operator.

If \( m \) is a \( Y \)-valued set function defined on \( S \), then for each \( q \in \{ q \} \), the \( q \)-semivariation of \( m \) on a set \( E \in S \) is defined to be

\[
\sup \left\{ q \left( \sum_{i=1}^{k} \alpha_i m(E_i \cap E) \right) | \{ E_i \} \subseteq S; \{ \alpha_i \} \subseteq C; \right. \\
E_i \cap E_j = \emptyset, i \neq j; |\alpha_i| \leq 1 \}
\]

\[
E_i \cap E_j = \emptyset, i \neq j; |\alpha_i| \leq 1 \}
\]
We denote this quantity by $\|m\|_q(E)$. For each $q$ and $E$ we have

$$\sup_{F \subseteq E} q(m(F)) \leq \|m\|_q(E) \leq 4 \sup_{F \subseteq E} q(m(F)).$$

For each $p \in \{p\}$, $X_p$ will denote the Banach space ($B$-space) given by the $p$-norm completion of the normed linear space $X/\ker(p)$. The same notation will hold for $Y$.

If $Z$ is a topological space, $B(Z)$ denotes the collection of Borel subsets of $Z$.

**Definition 1.** $M$ will denote the class of all functions from $H$ into $X$ such that $f$ is strongly measurable in each $X_p$. That is, for each $p \in \{p\}$, there exists a sequence of $D$-simple functions $\{f_{np}\}$ s.t. $p(f_{np}(h) - f(h)) \to 0$ as $n \to \infty$ for almost all $h \in H$. The set of measure zero implied by the “almost all” phrase may depend on $p$.

At this point we assume, until otherwise noted, that for all $x \in X$, $x\mu(\cdot)$ is a countably additive $Y$-valued measure, i.e. $\mu$ c.a. (countably additive) will always mean $x\mu(\cdot)$ is c.a. for each $x \in X$ and for some locally convex topology on $Y$. Furthermore we will assume $Y$ is quasicomplete (bounded closed sets in $Y$ are complete), although in many cases we do not require such a strong restriction.

**Lemma 1.2 (An Egoroff Theorem).** Let $\{f_{np}\}$ denote a sequence of $X$ valued $D$-simple functions for each $p \in \{p\}$ and suppose that for each $p$, $f_{np}(h) \to f(h)$ in $X_p$ for all $h \in H$. Define

$$m_q(E) = \sum_{n=1}^{\infty} \frac{\int_E f_{np} \, d\mu}{1 + \sup_{A \in S} q(\int f_{np} \, d\mu)} 2^n$$

for each $E \in S$, $q \in \{q\}$. Then $m_q$ is a countably additive $Y_q$-valued measure. For every $q \in \{q\}$, $p \in \{p\}$ and $E \in S$, there exist sets $N^p_q$ and $\{H^p_{q_k}\}_{k=1}^{\infty}$ such that $E/N^p_q = \bigcup_{k=1}^{\infty} H^p_{q_k}$, where $f_{np} \to f$ uniformly in $X_p$ on $H^p_{q_k}$ for each $k = (1, 2, 3, \ldots)$. Furthermore $H^p_{q_k} \subseteq H^p_{q_{k+1}}$, $H^p_{q_k} \in D$ (for each $k$) and

$$\left\|\int_{N^p_q} f_{np} \, d\mu\right\|_q = 0; \quad n = 1, 2, \ldots.$$

**Proof.** Since $m_q$ is a c.a. $Y_q$-valued measure, it has a control measure $\lambda_q$ (see [5, IV 10.5]). The proof now proceeds as in that found in Halmos [14, p. 88] using the measure $\lambda_q$. 
LEMA 1.3 (A Vitali-Hahn-Saks Theorem). Let \( \{m_n\}_{n=1}^\infty \) denote a sequence of set functions mapping \( S \) into \( Y \), and suppose for each \( E \in S \), \( \lim_{n \to \infty} m_n(E) = m(E) \) exists. If \( m_n \) is c.a. for each \( n \), then so is \( m \); the sequence \( \{m_n\} \) is uniformly countably additive and converges uniformly to \( m \). Furthermore, for each \( q \in \{q\} \), \( \{\|m_n\|_q\}_{n=1}^\infty \) is a uniformly continuous sequence.

Proof. Consider the \( B \)-spaces \( Y_q \), \( q \in \{q\} \). The result now follows from the Vitali-Hahn-Saks Theorem in \( B \)-spaces (see [5, IV 10.6]).

DEFINITION 1.4. Let \( \{f_n\} \) denote a sequence of \( D \)-simple functions and suppose \( f_n(h) \to f(h) \) for each \( h \in H \) (then \( f \in M \)). Suppose the integrals \( \{\int f_n \, d\mu\} \) are uniformly c.a. \( Y \)-valued measures (on \( S \)). Then we say \( f \in R_1^s \), the first integral class (the \( D \)-simple functions will be denoted as \( R_0^s \)), or \( f \) is integrable of class 1. (The \( R \) is for F. Riesz, who used a similar definition.)

THEOREM 1.5. For each \( f \in R_1^s \) there exists a unique countably additive \( Y \)-valued measure \( N_f \) such that if \( \{f_n\} \) is any sequence satisfying Definition 1.4 then \( \lim_{\mu \to \infty} \int_E f_n \, d\mu \) exists uniformly in \( E \in S \) and \( N_f(E) = \lim_{n \to \infty} \int_E f_n \, d\mu \).

Proof. Fix \( \{f_n\} \) as in Definition 1.4, \( q \in \{q\} \) and \( E \in S \). Let \( p \in \{p\} \) be such that \( \hat{\mu}_{qp} \) is finite on \( D \). Apply Lemma 1.2 and notice that for any \( D \)-simple function \( g \),

\[
q\left( \int_E g \, d\mu \right) \leq \sup_{h \in E} p(g(h)) \hat{\mu}_{qp}(E).
\]

Then with \( \{f_n\} \), \( q \) and \( p \) prescribed we have

\[
q\left( \int_E f_n - f_m \, d\mu \right) \leq q\left( \int_{H_{qk} \cap E} f_n - f_m \, d\mu \right) + q\left( \int_{E \setminus N_q^p \setminus H_{qk}^p} f_n - f_m \, d\mu \right) \leq \sup_{h \in H_{qk}^p} p(f_n(h) - f_m(h)) \hat{\mu}_{qp}(H_{qk}^p)
\]

\[
+ \left\| \int_{E \setminus N_q^p \setminus H_{qk}^p} f_n \, d\mu \right\|_q + \left\| \int_{E \setminus N_q^p \setminus H_{qk}^p} f_m \, d\mu \right\|_q.
\]

The last two terms, for large \( k \), are uniformly small in \( n \) and \( m \), respectively. By the preceding argument and the usual observations (see [15, p. 80]), we see the limit does not depend on \( \{f_n\} \). Application of
Lemma 1.3 shows the limit exists uniformly in \( E \in S \). Finally note that for this argument, \( Y \) need only be sequentially complete.

**Definition 1.6.** Let \( f \in \mathbb{R}^1_\ast \). If \( N_f \) is the corresponding measure, we define the indefinite integral of \( f \) to be \( N_f \) and write \( \int_E f \, d\mu = N_f(E) \) \((E \in S)\).

**Remarks 1.7** (i) If \( f_n \in \mathbb{R}^1_\ast \) and \( f_n(h) \to f(h) \) a.e., then \( f \in M \) and the conclusion of Lemma 1.2 holds for this sequence.

(ii) It is easily shown that for each \( f \in \mathbb{R}^1_\ast \), \( q \in \{q\} \) and corresponding \( p \in \{p\} \) that

\[
\lim_{\tilde{\mu}_{qp}(E) \to 0} \left\| \int_E f \, d\mu \right\|_q = 0.
\]

(iii) If \( f \in \mathbb{R}^1_\ast \) then

\[
q\left( \int_E f \, d\mu \right) \leq \sup_{h \in E} p(f(h)) \tilde{\mu}_{qp}(E).
\]

_Proof of (iii)._

\[
q\left( \int_E f \, d\mu \right) \leq q\left( \int_E f_n - f \, d\mu \right) + q\left( \int_E f_n \, d\mu \right),
\]

where \( \{f_n\} \) is a sequence \( \int f \, d\mu \) and \( E \subseteq S \). Fix \( p \in \{p\} \) so that \( \tilde{\mu}_{qp} \) is finite on \( E \) and let \( \{H_{qk}^p\} \), etc. be as in Lemma 1.2. We then have

\[
q\left( \int_E f_n \, d\mu \right) \leq q\left( \int_{H_{qk}^p} f_n \, d\mu \right) + q\left( \int_{E \setminus H_{qk}^p} f \, d\mu \right)
\]

\[
\leq \sup_{h \in H_{qk}^p} p(f_n(h)) \tilde{\mu}_{qp}(H_{qk}^p) + q\left( \int_{E \setminus H_{qk}^p} f_n \, d\mu \right).
\]

By uniform countable additivity (Definition 1.4) the last term in (\( \dagger \)) can be made small (uniformly in \( n \)) by choosing \( k \) large enough. By Lemma 1.2 the first term in (\( \dagger \)) can be made as close to

\[
\sup_{h \in H_{qk}^p} p(f(h)) \tilde{\mu}_{qp}(H_{qk}^p)
\]

as we like, which is less than or equal to the RHS of (\( \dagger \)). The first term on the RHS of (\( \ast \)) can be made as small as we like by choosing \( n \) large — this shows (\( \dagger \)) holds.
(iv) By Lemma 1.3 we see that \( f \in R^1_s \) if and only if there is a sequence \( \{ f_n \} \subseteq R^0_s \) s.t. \( f_n(h) \to f(h) \) a.e. and \( \lim_{n \to \infty} \int_E f_n \, d\mu \) exists for each \( E \in S \).

**Definition 1.8.** Suppose \( \Omega \) is the first uncountable ordinal and \( \alpha \) is an ordinal \( \alpha < \Omega \). Then either (i) \( \gamma \) has an immediate predecessor, \( \beta \), or (ii) \( \gamma \) is a limit ordinal. In either case define \( R^\gamma_\beta \) to be the collection of all functions which are pointwise a.e. limits of sequences in \( \bigcup_{\beta < \gamma} R^\beta_s \) such that the limits of the integrals exist (setwise on \( S \)), or, equivalently by Remark 1.7(iv), the integrals of such a sequence are uniformly c.a.

If is clear that the classes \( R^\alpha_\beta \) \( (\alpha < \Omega) \) are monotone under inclusion and are each contained in \( M \).

**Definition 1.9.** We call a function integrable if it is the pointwise limit (a.e.) of a sequence of functions contained in \( \bigcup_{\alpha < \Omega} R^\alpha_s \), the corresponding sequence of integrals converging setwise on \( S \). The integral of such a function is defined to be the limit of the sequence of integrals. By our construction, integrable functions are those which lie in one of the classes \( R^\alpha_s \) \( (\alpha < \Omega) \).

**Remarks 1.10.** It is well known that in general spaces \( X \), the pointwise limit \( f \) of a sequence \( f_n \) of functions which are themselves pointwise limits of simple functions may not be the pointwise limit of a sequence of simple functions. This of course is the reason for Definitions 1.8 and 1.9 (see Thomas [21]). Our construction in Definition 1.8 collapses when \( X \) is metrizable. That is, \( R^1_s = R^\alpha_s \) for each \( \alpha \). An examination of the previous development shows that if there is a \( p \in \{ p \} \) s.t. for each \( q \in \{ q \} \) \( \mu_{qp} \) is finite on \( D \), we may assume \( X \) is a subspace of \( X_p \). Again, our construction collapses (with appropriate restrictions). In fact, if such a \( p \) exists, we can relax the definition of \( M \) as well. If the range of \( \mu \) contains an operator in \( L_c(X, Y) \) with kernel \( \{ 0_X \} \) (the additive identity in \( X \)), then the existence of such a \( p \) shows that \( X \) is a \( B \)-space with norm \( p \). Of course we may add other hypotheses to our assumptions about the functions \( \mu_{qp} \) — continuity for example. Any of these assumptions will tend to “increase” the set of functions which we can show directly to be integrable. For example, if \( H \) is a compact Hausdorff space, with \( D = B(H) \) and \( f \in C(H) \) (the continuous \( X \)-valued functions on \( H \)), then if there exists a \( p \in \{ p \} \) s.t. for each \( q \in \{ q \} \) \( \mu_{qp} \) is finite on \( D \), or if bounded sets in \( X \) are metrizable, or if \( X \) has the strict Mackey convergence property (see Gilliam [8]), then \( f \in R^1_s \) (also see [22]).
DEFINITION 1.11. A sequence of functions \( \{f_n\} \) is said to converge to a function \( f \) in semivariation if, for each \( K \in D, q \in \{q\} \) and \( p \in \{p\} \), such that \( \mu_{qp} \) is finite on elements of \( D \), and for each \( \epsilon > 0 \), there is an \( N \geq 1 \) and a set \( D(\epsilon, n, K, q, p) \subseteq D \) such that \( n \geq N \Rightarrow \mu_{qp}(D(\epsilon, n, K, q, p)) < \epsilon \), where

\[
D(\epsilon, n, K, q, p) \supseteq K \cap \{h \mid p(f_n(h) - f(h)) \geq \epsilon\}.
\]

Definition 1.11 does not employ our earlier assumption that \( x_\mu(\cdot) \) is countably additive. If \( H \in D \) one can replace \( K \) by \( H \) and simplify the definition. Furthermore, if \( \{f_n\} \) and \( f \) are measurable, then the set \( \{h \mid p(f_n(h) - f(h)) \geq \epsilon\} \) is in \( D \) and one can dispense with the set \( D(\epsilon, n, K, q, p) \), simplifying the definition even more to resemble the usual notion of convergence in measure.

We now give an example which shows that the usual relationship between convergence in measure and pointwise convergence may not hold if \( X \) fails to be metrizable.

**EXAMPLE.** Let \( H = [0, 1] \), and \( S = \) the \( \sigma \)-algebra of Lebesgue measurable subsets of \( [0, 1] \). \( \mu \) is Lebesgue measure and \( X = \mathbb{R}' \), where \( I = [0, 1] \) and \( \mathbb{R} \) is the set of real numbers with its usual topology. Choose a sequence of real-valued functions converging in measure to some constant \( c \), but pointwise nowhere on \( H \). Define \( \{f_n\} \) as follows: \( f_n(t) = (f_n^i(t))_{i \in I}, \) where \( \{f_n^0\} \) is the sequence of real-valued functions above. For \( i \neq 0 \), let \( Q = \{(n_k) \mid \{n_k\} \subseteq N \ (= \text{natural numbers}) \) and \( f_n^0 \) converges a.e. on \( H \). \( Q \) and \( [0, 1] \) have the same cardinality, so choose some one-to-one correspondence between them, denoted by \( i \leftrightarrow Z \) where \( Z \in Q, i \in [0, 1] \). To define \( \{f_n^i\}_{n=1}^{\infty}, \) let \( Z = \{n_k\} \leftrightarrow i, f_n^i = f_n^0 \) when \( n \neq n_k \), and, when \( n = n_1 \), let \( f_{n_1}^i = f_1^0, n = n_2, f_{n_2}^i = f_2^0, \) etc. Then \( \{f_n^i\}_{n=1}^{\infty} \) converges in measure to \( c \) and nowhere on \( H \). Furthermore, \( \{f_n^i\} \) has the same property when \( \{n_k\} \in Q \) and \( \{n_k\} = Z \leftrightarrow i \). It follows that \( \{f_n\} \) converges in measure, but no subsequence converges a.e.

2. **Main results.**

**REMARKS 2.1.** We wish to remark that a portion of our results can be stated without reference to linear operators. However, we emphasize that the questions investigated here arise most naturally in the operator-theoretic context. The fact that representing measures are "weakly" c.a. is the whole point of our exercise here. This fact gives our integration theory its utility and allows the proofs to go through in the vector function-operator
measure case, which is essentially different from the ordinary vector measure case; in fact, our weak c.a. has no genuine analogue there.

Before stating the main theorems we recall some facts about representing measures and other topics. \( Y' \) is the continuous dual of \( Y, Y'' \) the continuous bi-dual. Let \( \sigma(Y'', Y') \) denote the \( Y' \) topology of \( Y'' \) and let \( \{q'\} \) be a family of seminorms generating this topology. Since representing measures can be taken as being defined on \( B(H) \) (see [10]), \( H \) a compact Hausdorff space, and are \( L_c''(X, Y) \)-valued, \( x\mu(\cdot) \) being countably additive in the \( (Y''Y') \) topology for each \( x \in X \), we may define our integral with convergence in \( \{q'\} \) rather than \( \{q''\} \), where \( \{q''\} \) denotes the family of continous seminorms generating the topology on \( Y'' \) sometimes called the \( \epsilon^{00} \) topology” [20, p. 71], which is the usual norm topology of \( Y'' \) when \( Y \) is a normed space. If \( \mu \) is such a representing measure, then for each \( q'' \in \{q''\} \) there is a \( p'' \in \{p''\} \) s.t. \( \hat{\mu}_{q''p''} \) is finite on \( D \). Of course when \( f \) is integrable with respect to a measure countably additive in the \( \epsilon^{00} \) topology, it is integrable in the \( \{q'\} \) topology to the same value. For definition of the terms \( C^+(H), T^+, R, \) etc. which occur in the statements and proofs of the following theorems, we refer to Goodrich [10] and [11].

In Theorems 2.2–2.4, \( H \) is a compact \( T_2 \) space and \( C(H, X) \) is the space of continuous \( X \)-valued functions defined on \( H \).

**Theorem 2.2.** Let \( T \) be a continuous linear operator mapping \( C(H, X) \) into \( Y \), and let \( \mu \) be its representing measure defined on \( B(H) \). If \( x\mu(\cdot) \) is c.a. for each \( x \in X \) in the \( \epsilon^{00} \) topology (integration is in the \( \epsilon^{00} \) topology) then:

1. For each \( x \in X \), if \( \{f_n\} \subseteq C^+(H) \) with \( f_n(h) \to f(h) \) a.e. and \( \|f_n\|_\infty \leq M < \infty \), then \( \{T^+(xf_n)\} \) is Cauchy in the \( \epsilon^{00} \) topology.

2. If \( \{f_n\} \subseteq \bigcup_{a \in \Omega} R^a, f_n(h) \to f(h) \) a.e., and for each \( q'' \in \{q''\} \) there exists an integrable function \( g_{q''} \) such that for all \( E \in B(H) \),

\[
q'' \left( \int_E f_n \, d\mu \right) \leq \sup_{F \subseteq E} q'' \left( \int_F g_{q''} \, d\mu \right),
\]

then \( f \) is integrable, and if \( \{f_n\} \subseteq \text{Domain}(T^+) \), then \( \{T^+(f_n)\} \) is Cauchy in the \( \epsilon^{00} \) topology.

**Proof.** For (1) it suffices to deal with the \( B \)-spaces \( Y_{q''} \). \( \| \cdot \| \) will denote the \( q'' \) norm in \( Y_{q''} \). \( T^+ \) and \( C^+(H) \) are defined in [10], where the associated algebra of sets \( R \) is defined as well. \( Y^* \) will denote the continuous dual of \( Y_{q''} \).
Fix \( x \in X \) and let \( f_n \geq 0, \{ f_n \} \subseteq C^+ (H) \) satisfying the hypothesis in (1). For each \( n \) choose a sequence of simple functions \( \{ g_{n,i} \}_{i=1}^{\infty} \) converging pointwise up to \( f_n \). (It is enough to show (1) holds in the case \( f_n \geq 0 \).)

\[
g_n = \sum_{i=1}^{k_n} a_i^{(n)} \chi_{E_i}(n).
\]

For simplicity we suppress the \( n \). For any \( E \in B(H) \),

\[
\int_E x g \, d\mu = \sum_{i=1}^k a_i \mu (E \cap E_i).
\]

Let \( y^* \in Y^* \). Then (assume \( y^* \) is real and \( ||y^*|| \leq 1 \))

\[
\left| y^* \sum_{i=1}^k a_i \mu (E \cap E_i) \right| = \left| \sum_{i=1}^k y^* a_i \mu (E \cap E_i) \right|
\]

\[
= |\sum_+ a_i y^* \mu (E \cap E_i) + \sum_- a_i y^* \mu (E \cap E_i)|
\]

(where \( \Sigma_+ \) indicates the sum of the positive terms, \( \Sigma_- \) the negative)

\[
\leq \Sigma_+ a_i y^* \mu (E \cap E_i) - \Sigma_- a_i y^* \mu (E \cap E_i)
\]

\[
\leq M|y^*(\Sigma_+ \mu (E \cap E_i) - \Sigma_- \mu (E \cap E_i))|
\]

(recall \( a_i \geq 0 \))

\[
\leq M||\Sigma_+ - \Sigma_-|| \leq M2 \sup_{F \subseteq E} ||\mu (F)||
\]

\[
\leq 2M||x\mu||(E)
\]

\((||x\mu|| \text{ denotes the } q''\text{-semivariation of } x\mu).\)

Therefore

\[
\sup_{F \subseteq E} \left\| \int_F x g_{n,i} \, d\mu \right\| \leq 2M||x\mu||(E)
\]

for all sets \( E \in B(H) \). Since \( x\mu(\cdot) \) is a c.a. \( Y_{q''}^* \)-valued measure on the \( \sigma \)-algebra \( B(H) \), it has a control measure \( \lambda_x \). This implies that the collection of countably additive measures \( \{ \int \cdot \, x g_{n,i} \, d\mu \}_{n,i=1}^{\infty} \) is uniformly c.a. By Theorem 1.5 we have \( \lim_{i \to \infty} \int_F x g_{n,i} \, d\mu = \int_F x f_n \, d\mu \) uniformly in \( F \in B(T) \). Furthermore, \( \{ \int \cdot \, x f_n \, d\mu \} \) is a family of uniformly c.a. measures, so, by Theorem 1.5, \( \int_E x f_n \, d\mu \to \int_E x f \, d\mu \) as \( n \to \infty \) for each \( E \in B(H) \). This concludes the proof of (1).
For (2), since \( \int g_q \cdot d\mu \) is a c.a. \( Y'' \)-valued measure, in the \( B \)-space \( Y'' \), it has continuous \( q'' \)-semivariation. It follows that the sequence \( \{ \int f_n \cdot d\mu \} \) is uniformly c.a. in \( Y'' \). By the proof of Theorem 1.5 it is Cauchy. Whenever both the Goodrich integral and our integral exist, they are equal on \( H \).

Theorem 2.2 has the following converse. Integration is in the \( \sigma(Y'', Y') \) sense.

**Theorem 2.3.** Suppose \( \mu \) represents the operator \( T \) as in Theorem 2.2 and suppose (1) or (2) of Theorem 2.2 holds. Then \( x\mu \) is c.a. in the \( \varepsilon^{00} \) topology for all \( x \in X \).

**Proof.** If (1) holds choose \( \{ E_i \}_{i=1}^\infty \subseteq R, E_i \downarrow \emptyset, x \in X \). The functions \( \chi_{E_i} \) are bounded (by 1) on \( H \) and therefore \( \{ T^+(x\chi_{E_i}) \} \) is Cauchy in \( Y'' \). But \( T^+(x\chi_{E_i}) = x\mu(E_i) \). Choose \( y' \in y' \). Then \( y'x\mu(E_i) \to 0 \) so \( \lim_{i \to \infty} x\mu(E_i) = 0 \). Now select \( \{ E_i \} \subseteq R, E_i \not= \emptyset \) but \( \cap E_i \) not necessarily in \( R \). Then again by (1), \( x\mu(E_i) \to y'' \in Y'' \). Therefore by [2, Corollary 18: vii \( \Rightarrow \) iii] \( x\mu(\cdot) \) is strongly bounded, so by the Kluvanek Extension Theorem [17, ix \( \Rightarrow \) i], \( x\mu(\cdot) \) has a unique extension to \( B(H) \) which is c.a. Of course this must agree with our old \( \mu \) since it was c.a. in the \( \sigma(Y'', Y') \) topology. If (2) holds, the proof is identical.

**Definition 2.4.** Suppose \( M \) is a topological vector space and \( N \) is locally convex with \( u: M \to N \) a linear mapping. \( u \) is said to be weakly compact if for some neighborhood \( u \) of zero in \( M \), \( u(U) \) is relatively compact in the \( \sigma(N, N') \) topology.

If \( T: C(H, X) \to Y \) is linear, we define the operators \( T_x \) (for \( x \in X \)) on \( C(H) \), with its sup norm topology, to \( Y \) by

\[
T_x(f) = T(x \cdot f).
\]

**Theorem 2.5.** Let \( \mu \) be the representing measure for \( T \). The following are equivalent:

(i) \( T_x \) is weakly compact for every \( x \).

(ii) \( x\mu(E) \in Y \) for all \( x \) and \( E \).

(iii) \( \mu x \) is c.a. in the \( \varepsilon^{00} \) topology.

**Remark 2.6.** The reader should note that the compactness property in (i) does not imply \( T \) is weakly compact on \( C(H, X) \). An example illustrating this is given in Dobrakov [4] for Banach spaces.
Proof. We show (i) \Rightarrow (ii) \Rightarrow (iii) \Rightarrow (i). (i) \Rightarrow (ii). By Lewis [18] there exists a unique measure \( m: B(H) \to Y \) such that \( m \) is regular and \( T_x(f) = \int_H f \, dm \) where the integral is ours. But by Goodrich [11], \( x \) is the unique (weakly) regular measure such that \( T_x(f) = \int f \, d\mu_x \) (we use \( d\mu_x \) to indicate integration with respect to \( \mu_x(\cdot) \)).

Thus \( m(K) = x\mu(K) \) for \( K \in R \) by (1) of Theorem 2.2. It follows by the Kluvanek Extension Theorem [17] (as in Theorem 2.3) that \( m = x\mu \) on \( B(H) \). Thus \( x\mu(E) \in Y \) for all \( x \in X \) and all \( E \in Y \).

(ii) \Rightarrow (iii). This follows immediately from the Grothendieck extension of Pettis' Theorem [12] and the fact that \( \mu \) is a representing measure.

(iii) \Rightarrow (i). Let \( T_x^{**} \) denote the second adjoint of \( T_x \). By (1) of Theorem 2.3 we have \( T_x^{**}(C^+(H)) \subset Y \). Since \( Y \) is quasicomplete, Theorem 9.3.1 of Edwards [7] implies \( T_x \) is weakly compact.

We now define an integral which will be useful in case \( x\mu(\cdot) \) is only finitely additive for \( x \in X \). We use the technique of Bartle [1]. For now suppose \( H \in D \).

**Definition 2.7.** Let \( \{f_n\} \) be a sequence of \( D \)-simple functions converging in semivariation to a function \( f \). Let the integrals of \( f_n \) be uniformly absolutely continuous, i.e.

\[
\lim_{\hat{\mu}_{\varphi}(E) \to 0} \left\| \int_E f_n \, d\mu \right\|_q = 0
\]

(with convergence uniform in \( n \)). We then say \( f \) is \( B \)-integrable with respect to the finitely additive measure \( \mu \).

**Lemma 2.8.** Let \( f \) be \( B \)-integrable and \( \{f_n\} \) as in Definition 2.4. Then \( \lim_{n \to \infty} f_n \, d\mu \) exists for each \( E \in D \) and, furthermore, convergence is uniform in \( E \). If \( \{g_n\} \) is any other sequence as in Definition 2.4, then \( \lim \int_E g_n \, d\mu = \lim \int_E f_n \, d\mu \).

The proof of Lemma 2.8 is similar to that of Bartle [1, Theorem 1].

**Definition 2.9.** If \( f \) is \( B \)-integrable, and \( \{f_n\} \) is as in Definition 7, we write

\[
\int_E f \, d\mu = \lim_{n \to \infty} \int_E f_n \, d\mu.
\]

**Remarks.** It is easily seen that if \( \{f_n\} \) is a sequence of \( B \)-integrable functions and \( \lim_{n \to \infty} \int_E f_n \, d\mu \) converges uniformly in \( E \), then \( \{\int f_n \, d\mu\} \) is a uniformly absolutely continuous (with respect to \( \mu \)) sequence of finitely
additive measures on $D$. Assume $x\mu(\cdot)$ is c.a. for each $x \in X$ and $H \in D$. Then the following proposition holds:

**Proposition.** If $\{f_n\}$ is a sequence of $D$-simple functions converging in semi-variation to a function $f$, where some subsequence $\{f_{n_k}\}$ converges to $f$ a.e., then $f$ is $B$ integrable implies $f$ is integrable and the two integrals have the same value in $Y$.

In case $X$ is metrizable, or whenever convergence in semivariation implies pointwise convergence of a subsequence as above, then Theorem 2.2 and 2.3 can be combined by interpreting all integrals which occur as Bartle integrals. The only change required being the modification of statement (2) of Theorem 2.2, dropping the phrase "$f$ is integrable". Conditions (i)–(iii) of Theorem 2.5 would then join in this equivalence as well.

While it is possible to construct integrals which are of a more general type than either of those given in this paper, these usually involve integration of objects other than functions, e.g. see [6] and [23]. Such integrals are useful for many purposes, however they usually sacrifice something in terms of giving information about the objects integrated [19]. Nevertheless, the reader should note that for these more general types of integrals Theorems 2.2 and 2.3 remain valid since our hypotheses restrict the objects to be integrated to functions, and integration in the sense of Definition 1.9 would generally imply integration in the more general cases.

In [6] more general types of representation theorems (in normed spaces) are considered. We note that for these, Theorem 2.2 is easily seen to be true; while in the case of Theorem 2.3 we require some form of countable additivity to be present, e.g. weak* countable additivity on some field of sets whose characteristic functions lie in $F^+$ (see Theorem 2.2 of [6] for this notation). We can then extend to the smallest $\sigma$-field containing this field as in Theorem 2.3. Ideally one wants that for each $A \in D$, the characteristic function $\chi_A$ should lie in $F^+$ though this is certainly not always true. For the normed case of Goodrich [10] see Uherka [25] and §4 of [6].
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