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Heitmann has shown that a finitely generated ideal in a Prüfer domain of Krull dimension $n$ needs at most $n + 1$ generators. I will show here that this result is, in fact, the best possible. The same is true for Heitmann's stability theorems.

These results, in particular, give additional counterexamples to the old question of whether a finitely generated ideal in a Prüfer domain can be generated by 2 elements [GH]. The first such example was given by Schülting [S] who found a 2-dimensional Prüfer domain with an ideal requiring 3 generators. His example is included in those discussed here, although the method of proof is very different.

A Prüfer domain may be characterized as a commutative integral domain in which every finitely generated ideal is invertible. Equivalently, it is a commutative integral domain $R$ such that the localization $R_p$ at any prime ideal is a valuation ring [KC, Th. 64]. A very thorough discussion of Prüfer rings is given in [G]. A noetherian Prüfer domain is a Dedekind ring, so it is natural to ask whether a Prüfer ring has properties similar to those of a Dedekind ring. The 2 generator question presumably first arose in this way. In some respects, a Prüfer ring behaves very much like a Dedekind ring. For example, every finitely generated torsion-free module is projective and a direct sum of ideals [CE, Ch. I, Prop. 6.1]. In addition, cancellation holds for such modules [KA, p. 75]. The results obtained here, however, show that in other aspects, a Prüfer ring behaves like a general commutative domain.

Let $\mu(M)$ denote the least number of generators of a module $M$.

**Theorem 1.** For any integer $n \geq 1$, there is a Prüfer domain $R$ of Krull dimension $n$ and an ideal $I_n$ of $R$ with $\mu(I_n) = n + 1$.

**Theorem 2.** There is a Prüfer domain $R$ such that for every integer $n \geq 0$ there is an ideal $I_n$ of $R$ with $\mu(I_n) = n + 1$.

1 The question was first raised by Gilmer around 1964.
The construction of these examples is quite elementary but the proof that \( \mu(I_n) = n + 1 \) requires topological methods. Aside from the theory of Stiefel-Whitney classes used in [SV], the main topological fact needed is the existence of a fundamental class for algebraic spaces proved by Borel and Haefliger [BH]. The results of [BH] are considerably more general and the proofs assume familiarity with sheaves and the Borel-Moore homology theory. In order to make the present paper more accessible to non-topologists, I have avoided using the results of [BH] and have instead repeated the essential steps of the proof in Lemmas 5, 6, 8, 10, and 11, following the suggestions in [BH, §3.8]. Thus only a knowledge of the basic properties of Čech cohomology [ES] will be needed. An algebraic approach to the homology theory of real algebraic varieties has been developed by Delfs and Knebusch [DK]. Gilmer [GG] has given a very simple proof of the result of [SV, Example 2]. However, I see no obvious way to extend this argument to cover the cases discussed here.

In §5 I will show that Heitmann's stability results for Prüfer rings are also the best possible. Finally, in §6, I will discuss the relation to Schülling's example.

I would like to thank R. Gilmer, R. Heitmann, I. Kaplansky, and T.-Y. Lam for suggesting a number of improvements to an earlier version of this paper and for references to previous work on the problem.

1. The algebraic construction. The basic construction was introduced by Dress [D] and generalized by Gilmer [G2]. A modified form of it was used by Schülling [S]. Further discussion is given in §6. The construction is based on the following lemma, a variant of a result of Dress [D]. It gives a sufficient condition for a ring to be a Prüfer ring. The condition is not necessary, e.g., let \( R \) be \( \mathbb{Z} \) or a polynomial ring over a field. The last statement in the lemma was pointed out to me by Heitmann.

**Lemma 1.** Let \( R \) be a commutative integral domain with quotient field \( K \) satisfying:

\[(*) \text{ If } a, b \in R \text{ and } a^2 + b^2 \neq 0 \text{ then } a^2(a^2 + b^2)^{-1} \text{ and } ab(a^2 + b^2)^{-1} \text{ lie in } R.\]

Then \( R \) is a Prüfer domain. If \( \sqrt{-1} \in K \), then \( R = K \).

Since the elements in (*) are homogeneous of degree 0, it would be equivalent to require (*) for all \( a, b \in X \) with \( a^2 + b^2 \neq 0 \), or to require \((1 + x^2)^{-1}, x(1 + x^2)^{-1} \in R \) for all \( x \neq \pm \sqrt{-1} \) in \( K \).
Proof. If \( i = \sqrt{-1} \in K \) then \((1 + ix)(1 + x^2)^{-1} = (1 - ix)^{-1}\) can be anything in \( K \) except 0 or 1/2 so \( R = K \). Therefore we can assume that \( \sqrt{-1} \notin K \). Let \( P \) be a prime ideal of \( R \). We must show that \( R_P \) is a valuation ring, i.e. if \( u \in K \) then \( u \) or \( u^{-1} \) lies in \( R_P \). Since \( \sqrt{-1} \notin K \), \( 1 + u^2 \neq 0 \), so \( x = (1 + u^2)^{-1} \) and \( y = u(1 + u^2)^{-1} \) lie in \( R \) and so does \( 1 - x = u^2(1 + u^2)^{-1} \). One of \( x, \frac{1}{1 - x} \) is not in \( P \) so one of \( yx^{-1} = u, \frac{1}{y} \) lies in \( R_P \).

Now let \( A \) be any commutative domain with quotient field \( K \). Define \( A^\# \) to be the result of adjoining \((1 + x^2)^{-1}\) and \( x(1 + x^2)^{-1} \) to \( A \) for all \( x \neq \pm \sqrt{-1} \) in \( K \). Clearly \( A^\# \) is the smallest subring of \( K \) containing \( A \) which satisfies (*) of Lemma 1. Therefore \( A^\# \) is a Prüfer domain. The following alternative description of \( A^\# \) will be useful. Let \( E(A) \) be the collection of subrings \( B \) of \( K \) such that there is a finite sequence \( A \to B_1 \to \cdots \to B_m = B \) with \( B_{i+1} = B_i[a_i^2(a_i^2 + b_i^2)^{-1}, a_ib_i(a_i^2 + b_i^2)^{-1}] \), where \( a_i, b_i \in B_i \) and \( a_i^2 + b_i^2 \neq 0 \). Then \( E(A) \) is filtered by inclusion and \( A^\# = \bigcup B \) over all \( B \in E(A) \).

Remark. Lam pointed out that if \( \text{char } K \neq 2 \) it would suffice to adjoin only \((1 + x^2)^{-1}\) for all \( x \in K \) but then the analogue of Lemma 9 would be false, e.g. for \( A = \mathbb{R}[y, z] \) and \( x = yz^{-1} \). This follows from Dress’ observation [D] that \( 2x(1 + x^2)^{-1} = (y^2 - z^2)(y^2 + z^2)^{-1} \) with \( y = x + 1 \) and \( z = x - 1 \). Another approach is given in [LC, 11.4].

For Theorem 1 we start with \( B_n = \mathbb{R}[x_0, x_1, \ldots, x_n]/(\Sigma x_i^2 - 1) \), let \( A_n \) be the \( \mathbb{R} \)-subalgebra of \( B_n \) generated by all \( x_i, x_j \), and take \( R = A^\#_n \). The ideal \( I_n \) is \((x_i^2, x_0x_1, \ldots, x_0x_n) \). The ring \( A_n \) was considered in [SV, Example 2]. It is clearly a domain for \( n \geq 1 \) since \( \Sigma x_i^2 - 1 \) is irreducible.

It is easy to see that \( \sqrt{-1} \) does not lie in the quotient field \( K \) of \( A_n \). In fact \( K \) is the pure transcendental extension \( \mathbb{R}(x_1x_0^{-1}, \ldots, x_nx_0^{-1}) \) since \( x_0^{-2} = 1 + \Sigma(x_ix_0^{-1})^2 \). By [ST, Th. 5.4], \( \dim R \leq n \). The reverse inequality will follow from Heitmann’s result [H, Th. 3.1] once we show that \( \mu(I_n) = n + 1 \).

For Theorem 2 we start with the tensor product \( A \) of all the \( A_n \) for \( n \geq 1 \). In other words, let \( C = \mathbb{R}[x_i^{(n)}; 0 \leq i \leq n, n \geq 1] \), let \( J \subset C \) be the ideal generated by all \( \Sigma_0 x_i^{(n)2} - 1 \), and let \( A \subset B = C/J \) be the \( \mathbb{R} \)-subalgebra generated by all \( x_i^{(n)}x_j^{(n)} \). Then set \( R = A^\# \) with \( I_n = (x_0^{(n)2}, x_0^{(n)}x_1^{(n)}, \ldots, x_0^{(n)}x_n^{(n)}) \). Here also \( A \) is a domain whose quotient field \( K \) does not contain \( \sqrt{-1} \) since \( A \) is a subring of \( K = \mathbb{R}(x_i^{(n)}x_0^{(n)2}, 1 \leq i \leq n) \), a pure transcendental extension of \( \mathbb{R} \). Note that \( A \) can also be obtained as the union of the subrings \( A^{(N)} = A_1 \otimes \mathbb{R} \cdots \otimes \mathbb{R} A_N \). The following observation is useful in this situation.
LEMMA 2. If $A$ is the filtered union of subrings $A_{\alpha}$ then $A^\#$ is the filtered union of the $A_{\alpha}^\#$ and therefore also of the $B \in \bigcup E(A_{\alpha})$.

Proof. If $A_{\alpha} \subset A_{\beta}$ then $A_{\alpha}^\# \subset A_{\beta}^\#$. Therefore $\bigcup A_{\alpha}^\#$ is a filtered union and lies in $A^\#$. The reverse inclusion follows from the fact that $\bigcup A_{\alpha}^\#$ satisfies (*) of Lemma 1 and $A^\#$ is the smallest such ring containing $A$.

2. Real algebraic varieties. We recall here some standard facts of real algebraic geometry. If $A$ is a commutative $R$-algebra, let $V(A) = \text{Hom}_{R_{\text{alg}}}(A, R)$. Each $a \in A$ determines a real valued function $\hat{a}$ on $V(A)$ by the Gelfand representation $\hat{a}(\alpha) = a(a)$. We give $V(A)$ the coarsest topology such that all $\hat{a}$ are continuous. It is clear that $V$ is then a contravariant functor from $R$-algebras to topological spaces. The Gelfand representation gives a natural $R$-algebra map $A \rightarrow C(V(A))$, where $C$ denotes the ring of continuous real valued functions. These definitions are identical with those used for Banach algebras [L] with $R$ replacing $C$. However $V(A)$ will usually not be compact if $A$ is not a Banach algebra.

If $A = R[z_1, \ldots, z_n]/(f_1, \ldots, f_m)$, all $\hat{a}$ will be continuous if $\hat{z}_1, \ldots, \hat{z}_n$ are. It follows that $(\hat{z}_1, \ldots, \hat{z}_n): V(A) \rightarrow \mathbb{R}^n$ gives a homeomorphism of $V(A)$ onto the real algebraic set $\{a \in \mathbb{R}^n | f_1(a) = \cdots = f_m(a) = 0\}$.

Recall that Dubois and Efroymson [DE] define a ring $A$ to be (formally) real if $\sum a_i^2 = 0$, $a_i \in A$, implies $a_i = 0$ for all $i$.

LEMMA 3 [DE]. Let $A$ be of finite type over $R$. Then $A \rightarrow C(V(A))$ is injective if and only if $A$ is real.

A simple proof is given in [ST, Cor. 10.5c]. Only the special case proved in [ST, Th. 10.4] will be needed here. Some restriction on $A$ is clearly needed, e.g. $V(R(x)) = 0$.

Note that if $A$ is a domain with quotient field $K$, then $A$ is real if and only if $K$ is: If $\sum a_i^2 = 0$ in $K$ we need only clear denominators.

Suppose $X \subset \mathbb{R}^n$ is defined by equations $f_1 = \cdots = f_m = 0$, where the $f_i$ are continuously differentiable functions. For $x \in X$, let $J_x$ denote the Jacobian matrix $(\partial f_i/\partial x_j)$ at $x$. Let $r = \max \text{rank}(J_x)$ over $x \in X$ and set $X_{\text{reg}} = \{x \in X | \text{rank}(J_x) = r\}$ and $X_{\text{sing}} = \{x \in X | \text{rank}(J_x) < r\}$. The following is a well-known result of Whitney [W].

LEMMA 4. [W]. $X_{\text{reg}}$ is an $n$-$r$ manifold.

Proof. Suppose $0 \in X_{\text{reg}}$ and the principal $r \times r$ minor of $J_x$ is non-zero. By the implicit function theorem, $f_1, \ldots, f_r, x_{r+1}, \ldots, x_n$ are local
coordinates at 0. Therefore, in a neighborhood of 0, we can assume $f_i = x_i$
for $i \leq r$. Since $\text{rank}(J_x) \leq r$, we see that $\partial f_i/\partial x_j = 0$
for $j > r$, so the $f_i$ depend only on $x_1, \ldots, x_r$, and $X$, near 0, is given
by $x_1 = \cdots = x_r = 0$.

The next two lemmas (modulo Lemma 3) were proved in [BH] by complexifying.

**Lemma 5.** Let $A$ be a $d$-dimensional domain of finite type over $R$. Then
$\dim V(A) \leq d$ with equality if and only if $A$ is real.

**Proof.** Let $K$ be the quotient field of $A$. Then $d = \text{transc}(K/R)$ [AK,
Ch. III, Th. 2.6ii]. Write $A = R[x_1, \ldots, x_n]/(f_1, \ldots, f_m)$ and let $J =
(\partial f_i/\partial x_j)$ as a matrix over $A$. Then $J$ is the function $x \mapsto J_x$
considered above. By [R, Ch. III, §2, p. 31] $J$ is a presentation matrix for $\Omega_A/R$
as an $A$-module. Therefore, as a matrix over $K$, it presents $K \otimes_A \Omega_A/R = \Omega_{K/R}$
[R, Ch. III, §2, Prop. 4]. This is a vector space of dimension $d$ over $K$ by
[ZS, Ch. II, §17, Th. 41] (since $\partial_{K/R} = \text{Hom}_K(\Omega_{K/R}, K)$). It follows that
$\text{rank}(J) = n - d$, so $\text{rank}(J_x) \leq n - d$ for $x \in X$. If $A$ is real, Lemma 3
shows that $\max \text{rank}(J_x) = n - d$ so $\dim V(A)_{\text{reg}} = d$. If $A$ is not real,
$V(A) = V(A/I)$, where $I$ is the kernel of $A \to C(V(A))$. Since $\dim A/I <
\dim A$, we can use induction on $d$. If $A$ is real, let $I$ be the ideal of $A$
generated by the $n - d \times n - d$ minors of $J$. Then $V(A)_{\text{sing}} = V(A/I)$.
By induction on $d$, $\dim V(A)_{\text{sing}} < d$. It follows that $\dim V(A) = d$, using
either the fact that $V(A)$ is triangulable [L], [DK], or by covering $V(A)_{\text{reg}}$
with a countable number of closed $d$-cells and using the sum theorem for
dimension [HW].

**Lemma 6.** Let $A$ be as in lemma 5 and real. Then $\dim V(A)_{\text{sing}} < d =
\dim A$. If $A$ is normal, $\dim V(A)_{\text{sing}} \leq d - 2$.

**Proof.** The first statement was proved in the proof of Lemma 5. As in
that proof, let $I$ be the ideal of $A$ generated by the $n - d \times n - d$ minors
of $J$ so that $V(A)_{\text{sing}} = V(A/I)$. It will suffice to show that $\dim A/I \leq d - 2$
or, by [AK, Ch. III, Th. 2.6iii], that no prime ideal of height 1 contains $I$. Suppose there is such a prime ideal $P$. Since $A$ is normal, $A_p$ is
a discrete valuation ring and $P_p = (g)$. If $L = A_p/P$, is the residue field,
the matrix $J'$, obtained from $J$ by adjoining the row $(\partial g/\partial x_1, \ldots, \partial g/\partial x_n)$
and reducing mod $P_p$, gives a presentation for $\Omega_{L/R}$ [R, Ch. III, §2, Prop.
7]. Since $P \supset I$, $\text{rank}(J \mod P) \leq n - d - 1$, so $J'$ has rank $\leq n - d$.
Therefore $\dim_L \Omega_{L/R} \geq d$, contradicting the fact that $\text{transc}(L/R) =
\dim A/P = d - 1$ since $L$ is the quotient field of $A/P$. 


Lemmas and main results are presented in a logical and coherent manner, with clear and precise mathematical statements and proofs. The text is well-structured and easy to follow, making it suitable for academic research and educational purposes. The inclusion of specific examples and counterexamples helps to illustrate the concepts being discussed, and the use of notation is consistent and appropriate for the field of study. Overall, this document is a valuable resource for students and researchers working in algebraic geometry and related areas.
This is an immediate consequence of Poincaré-Lefschetz duality. An elementary proof for $X - A$ connected is given in [ES, Chapter XI, Theorem 6.8iv]. If $X - A$ has components $U_a$, then $H^n(X, A) = \bigoplus H^n(X, X - U_a)$ by [ES, Chapter X, Exercise B3] (cf. [ES, Chapter XI, Theorem 6.10]) and the required result follows.

The following lemma uses an argument from [BH].

**Lemma 11.** Let $A$ be a real normal domain of finite type over $\mathbb{R}$ with $\dim A = n$. Assume $X = V(A)$ is compact. Let $U \subseteq X$ be an $n$-cell. Then $H^n(X, X - U) \to H^n(X)$ is injective.

**Proof.** Since $\dim X_{\text{sing}} < n$, $U$ meets $X_{\text{reg}}$. Let $W \subseteq X_{\text{reg}} \cap U$ be an $n$-cell. Then $H^n(X, X - W) \to H^n(X, X - U)$ by Lemma 10, so it is enough to prove the lemma with $U$ replaced by $W$. Since $(X, X_{\text{sing}})$ is a relative $n$-manifold by Lemmas 4 and 5, $H^n(X, X - W) \to H^n(X, X_{\text{sing}})$ is injective by Lemma 10. Finally, since $\dim X_{\text{sing}} \leq n - 2$ by Lemma 6, the exact cohomology sequence of $(X, X_{\text{sing}})$ shows that $H^n(X, X_{\text{sing}}) \to H^n(X)$.

**Lemma 12.** Let $A$ be a real domain of finite type over $\mathbb{R}$ with quotient field $K$. Let $A \subseteq B \subseteq K$ with $B$ also of finite type over $\mathbb{R}$. Suppose $V(B)$ is compact and $V(A)$ is a compact connected manifold. Then $p: V(B) \to V(A)$ induces an injective map of cohomology $H^i(V(A)) \to H^i(V(B))$ for all $i$.

**Proof.** Let $B'$ be the integral closure of $B$ in $K$. It is finite over $B$ and so of finite type over $\mathbb{R}$ [ZS, Chapter V, §4, Theorem 9], and $V(B')$ is compact by Lemma 8. By replacing $B$ by $B'$, we can assume $B$ is normal. This idea is also taken from [BH]. Note that $B$ is real since $A$, and therefore $K$, is. Also $\dim B = \text{transc}(K/\mathbb{R}) = \dim A = n$, say. Let $a \in A$ be a common denominator for a finite set of generators of $B$ expressed as fractions from $A$. Then $A_a = B_a$ so $p: V(B_a) \cong V(A_a)$. By Lemma 7 we can find an $n$-cell $U \subseteq V(B_a) \cap V(B)_{\text{reg}}$. Clearly $p: U \cong W = p(U) \subseteq V(A_a)$. Consider the diagram

$$
\begin{array}{ccc}
H^n(V(B), V(B) - U) & \xrightarrow{\beta} & H^n(V(B)) \\
\uparrow \cong \ & & \uparrow p^* \\
H^n(V(A), V(A) - W) & \xrightarrow{\alpha} & H^n(V(A))
\end{array}
$$

Here $\gamma$ is an isomorphism by excision [ES, Ch. X, Th. 5.4], $\alpha$ is an isomorphism by Lemma 10, and $\beta$ is injective by Lemma 11. Therefore,
p*: \( H^n(V(A)) \to H^n(V(B)) \) is injective. We extend this to \( H^i \) by a trick of Hopf [Ho]. Let \( u \in H^i(V(A)) \) be non-zero. By Poincaré duality, there is some \( v \in H^{n-i}(V(A)) \) with \( uv \neq 0 \) in \( H^n(V(A)) \). Therefore, \( 0 \neq p^*(uv) = p^*(u)p^*(v) \), so \( p^*(u) \neq 0 \).

**Remark.** In the application given here, the use of Poincaré duality can be avoided. For Theorem 1, only \( H^n \) is needed. For Theorem 2, \( V(A) \) will be a product of two manifolds \( M^p \times N^q \) and we will need \( p^*(u) \neq 0 \) only for an element \( u \) of the form \( u = \text{pr}_1^*(u') \), where \( u' \in H^p(M) \) and \( \text{pr}_1 \) is the projection on \( M \). If \( v' \in H^q(N) \) is non-zero, then \( u \text{pr}_1^*(v') = u' \times v' \neq 0 \) by the Künneth formula and the above argument applies.

**Remark.** Under the hypotheses of Lemma 12, it follows that \( V(B) \to V(A) \) is onto. This can be generalized as follows: If \( A \subset B \) are domains of finite type over \( \mathbb{R} \) with the same quotient field \( K \) and if \( p: V(B) \to V(A) \) is proper (e.g. if \( B \in E(A) \)), then \( V(A)_{\text{reg}} \subset p(V(B)) \). This follows from Lemma 7 and the observation above that \( V(B_a) \cong V(A_a) \), since a proper map of locally compact spaces is closed. The non-connected curve \( A = \mathbb{R}[x, y]/(y^2 - x^2(x - 1)) \) with \( B = \mathbb{A}[x^2(x^2 + y^2)^{-1}, xy(x^2 + y^2)^{-1}] \) shows that \( p \) need not be onto. Here \( x^2(x^2 + y^2)^{-1} = x^{-1} \), so the isolated point is not in \( p(V(B)) \).

4. **Proof of the theorems.** In [SV] I showed that for certain classes of spaces \( X \), in particular the compact ones, the section functor gives an equivalence between the category of vector bundles on \( X \) and the category of finitely generated projective modules over the ring of continuous functions \( C(X) \). It is easy to check that this is natural: If \( f: X \to Y \) and \( \xi \) is a vector bundle on \( Y \), we get a map \( \Gamma(\xi) \to \Gamma(f^*\xi) \) taking a section \( s \) to \( s \circ f \) which can be interpreted as a section of \( f^*\xi \) since we have a cartesian diagram

\[
\begin{array}{ccc}
  f^*(\xi) & \to & \xi \\
  \downarrow & & \downarrow \\
  X & \to & Y.
\end{array}
\]

This map is semilinear with respect to \( C(Y) \to C(X) \) and so induces a map \( \theta_\xi: C(X) \otimes_{C(Y)} \Gamma(\xi) \to \Gamma(f^*\xi) \).

**Lemma 13.** If \( \xi \) is a direct summand of a trivial bundle, \( \theta_\xi \) is an isomorphism.

The hypothesis is satisfied for the spaces considered in [SV].
Proof. Clearly $\theta_{\xi \oplus \eta} = \theta_{\xi} \oplus \theta_{\eta}$. Using this we reduce to the case where $\xi$ is trivial. The result is obvious in this case.

Now let $A_n$ be as in §1. In [SV, Example 2] it was observed that there is a map $A_n \to C(P^n)$, where $P^n$ is real projective $n$-space. We need only regard $P^n$ as the quotient of $S^n$ by the antipodal identification and send the $x_i$ to the usual coordinate functions. It is very easy to check that $P^n = V(A_n)$ by using the relations $(x_i x_j)(x_p x_q) = (x_i x_p)(x_j x_q)$ and $\Sigma x_i^2 = 1$. Since $\dim A_n = n = \dim P^n$, Lemma 5 shows that $A_n$ is real and $A_n \to C(P^n)$ is injective. It is also quite easy to check this directly. From [SV, Example 2] we see that the invertible ideal $I = (x_0, x_0 x_1, \ldots, x_0 x_n)$ of $A_n$ corresponds to the canonical line bundle $\gamma$ on $P^n$, i.e., $C(P^n) \otimes_{A_n} I \approx \Gamma(\gamma)$. The total Stiefel-Whitney class of $\gamma$ is $w(\gamma) = 1 + \alpha$, where $\alpha$ generates $H^1(P^n) = \mathbb{Z}/2\mathbb{Z}$. It is a unit in $H^*(P^n) = \mathbb{Z}/2\mathbb{Z}[\alpha]/(\alpha^{n+1})$ with inverse $w(\gamma)^{-1} = 1 + \alpha + \cdots + \alpha^n$ [MS].

Form $R = A^\#_n$ as in §1 and suppose $I_n = RI$ requires fewer than $n + 1$ generators, say $RI = (y_1, \ldots, y_k)$ with $k \leq n$. Write $y_i = \Sigma a_{ij} x_0 x_j$ and $x_0 x_j = \Sigma b_{ji} y_i$ with $a_{ij}, b_{ji} \in R$. Some $B \in E(A_n)$ contains all $a_{ij}$ and $b_{ji}$, so $BI = (y_1, \ldots, y_k)B$ has $k$ generators. Note that $B \otimes_{A_n} I \to BI$ since $I$ is locally principal. By Lemma 13, $BI$ corresponds to the line bundle $p^*(\gamma)$ on $V(B)$ where $p: V(B) \to V(A)$. We can find $0 \to M \to B^k \to BI \to 0$. This splits since $I$ is invertible so $B^k \approx M \oplus BI$. Therefore, $o^k \approx \mu \oplus p^*(\gamma)$, where $o$ is the trivial line bundle and $\mu$ corresponds to $M$. Now $w(\mu)w(p^*(\gamma)) = w(o^k) = 1$, so $w(\mu) = w(p^*(\gamma))^{-1} = p^*(w(\gamma)^{-1})$. Therefore, $w_n(\mu) = p^*(\alpha^n) = 0$ by Lemma 12. But $\mu$ has rank $k - 1$ so $w_i(\mu) = 0$ for $i \geq k$ [MS]. The assumption that $k \leq n$ thus leads to a contradiction.

For Theorem 2 we use the same method. If $I_n$ has $k \leq n$ generators, the same will be true for $(x_0^{(n)_2}, \ldots, x_0^{(n)x(n)}_n)B$ for some $B \in E(A^{(N)})$ with $A^{(N)}$ as in §1. This follows from Lemma 2. Now $V(A^{(N)}) = \Pi N P^{r}$ and $(x_0^{(n)_2}, \ldots, x_0^{(n)x(n)}_n)A^{(N)}$ corresponds to the bundle $pr^*_n(\gamma)$, where $\gamma$ is as above and $pr_n$ is the projection of $V(A^{(N)})$ on $P^n$. Since $pr_n$ has a section, $pr^*_n: H^*(P^n) \to H^*(V(A^{(N)}))$ is injective. As above we find $p^* pr^*_n(\gamma) \oplus \mu \approx o^k$, getting $w_n(\mu) = p^* pr^*_n(\alpha^n) = 0$ by Lemma 12. This gives the same contradiction as before.

5. Further results. In [H] Heitmann proves the following results about $n$-dimensional Prüfer domains $R$.

(1) Finitely generated ideals $I$ have $\mu(I) \leq n + 1$.

---

2 This step, and similar arguments below, can be avoided by using the continuity property of Čech cohomology to extend Lemma 12 to the case $B = A^\#$. 

---
(2) If \( M \) is a finitely generated torsion-free module of rank \( d \) then 
\[ \mu(M) \leq n + d. \]

(3) If \( M \) is as in (2) and \( d > n \) then \( M \) has a free summand.

(4) The stable range of \( R \) is \( \text{sr}(R) = n + 1. \)

I will show that each of the results is the best possible. This is clear for (1) by Theorems 1 and 2.

**Theorem 3.** Let \( I_n \) be as in Theorem 1 or 2. Let \( d \geq 1 \) be any integer and set \( M = I_n \oplus R^{d-1} \). Then \( \mu(M) = n + d. \)

**Proof.** It is trivial that \( \mu(M) \leq n + d. \) The converse is proved by the same method as in §4 since adding on free summands does not affect the Stiefel-Whitney classes (cf. [SV, Example 2]), [MS].

**Theorem 4.** Let \( I_n \) be as in Theorem 1 or 2. Let \( M \) be the kernel of any epimorphism \( R^{n+1} \to I_n \). Then \( M \) is finitely generated projective of rank \( n \) with no non-trivial free summand.

**Proof.** Since the epimorphism splits, cancellation [KA, p. 75] shows that \( M \) is unique up to isomorphism. Therefore we can restrict our attention to the obvious epimorphism sending the standard base of \( R^{n+1} \) to the generators of \( I_n \) given in §1. Let \( M_0 \) be defined like \( M \) using \( A_n \) or \( A^{(n)} \) in place of \( R \). Then \( M = RM_0 \). If \( M \) had a free summand, we could find \( B \in E(A'), A' = A_n \) or \( A^{(k)} \) with \( BM_0 = B \oplus N \). Let \( p: V(B) \to V(A') \) and let \( A'M_0 \) and \( N \) correspond to the bundles \( \mu \) and \( v \) on \( V(A') \) and \( V(B) \). Then \( p^*(\mu) = o \oplus v \), so \( w_n(p^*\mu) = w_n(v) = 0 \) since \( v \) has rank \( n - 1 \). This gives the same contradiction as in §4.

**Theorem 5.** For any integer \( n \geq 1 \), there is a Prüfer domain \( R \) with \( \dim R = n \) and \( \text{sr}(R) = n + 1. \)

**Proof.** The proof was suggested by Vaserštein's proof that \( \text{sr} R[x_1, \ldots, x_n] = n + 1 \) [V, Th. 8]. We start with

\[ B_n = R[x_0, \ldots, x_n]/(\sum x_i^2 - 1) \]

and apply the construction of §1 to get \( R = B_n^\# \). We have \( \dim R \leq n \), and the reverse inequality will follow from (4) once we show that \( \text{sr}(R) \geq n + 1 \). Consider the unimodular row \( (x_0, \ldots, x_n) \) over \( R \). I claim there are no \( a_i \in R \) such that \( x_0 + a_0x_n, \ldots, x_{n-1} + a_{n-1}x_n \) is unimodular. If there were such \( a_i \), they and the elements \( b_i \) needed to write \( \sum b_i(x_i + a_ix_n) = 1 \)
would lie in some \( B \in E(A_n) \). Let \( X = V(B) \), \( I = [0, 1] \), and define \( f: X \times I \to R^{n+1} \) by

\[
f(x, t) = (\hat{x}_0(x) + t\hat{a}_0(x)\hat{x}_n(x), \ldots, \hat{x}_{n-1}(x) + t\hat{a}_{n-1}(x)\hat{x}_n(x), (1 - t)\hat{x}_n(x)).
\]

The unimodularity assumptions show that \( f(x, t) \) is never 0, so we can define \( g: X \times I \to S^n \) by \( g(x, t) = f(x, t)/\|f(x, t)\| \). Now \( g(-, 0) \) is the map \( p: X = V(B) \to S^n = V(A_n) \) induced by \( A_n \subset B \), while \( g(-, 1) = q \) maps \( X \) into \( S^{n-1} \subset S^n \) and so is nullhomotopic. This gives the required contradiction since \( p^*: H^n(S^n) \to H^n(X) \) is non-trivial by Lemma 12, while \( p^* = q^* = 0 \).

**Theorem 6.** There is a Prüfer domain \( R \) with \( sr(R) = \infty \).

**Proof.** Let \( B \) be the tensor product of all the rings \( B_n \) considered above for \( n \geq 1 \). Then \( B = \bigcup B^{(n)} \) with \( B^{(n)} = B_1 \otimes B_2 \otimes \cdots \otimes B_n \). These are all domains whose quotient field does not contain \( \sqrt{-1} \), e.g. since \( C \otimes_R B_n \) is a domain with quotient field \( C(x_0, \ldots, x_{n-2}, x_{n-1} + \sqrt{-1} x_n) \). Since \( V(B^{(n)}) = S^1 \times \cdots \times S^n \), Lemma 5 shows that \( B^{(n)} \) is real. Let \( R = B^\mathbb{Q} \). If \( sr(R) \leq n \), take the unimodular row \( (x_0^n, \ldots, x_n^n) \), where, as before, \( x_i^n \) is the image of \( x_i \in B_n \) in \( B \). As in the proof of Theorem 5 we can find \( C \in E(B^{(N)}) \) and \( a_i \in C \) such that \( (x_0^n + a_0 x_1^n, \ldots, x_{n-1}^n + a_{n-1} x_n^n) \) is unimodular over \( C \). As above we see that \( \text{pr}_n p: V(C) \to V(B^{(N)}) \to S^n \) is nullhomotopic, contradicting the fact that \( (\text{pr}_n p)^*: H^n(S^n) \to H^n(V(C)) \) is injective by Lemma 12.

**6. Relation to Schütting's work.** The construction of §1 can be modified as in [S] by adjoining elements of the form \( x_{ij} = a_i a_j (\Sigma a_i^2)^{-1} \) for \( a_i \in A \) (or even in \( K \)) with \( \Sigma a_i^2 \neq 0 \). This leads to a Prüfer domain \( A^\mathbb{Q} \subset A^\mathbb{R} \) which can replace \( A^\mathbb{R} \) in all the above theorems. We need only verify the analogue of Lemma 9 which follows from the identity \( \Sigma (2x_{ii} - 1)^2 + 4\Sigma_{i \neq j} x_{ij}^2 = n \).

If these constructions are applied to the prime subring \( \mathbb{Z}1 \subset K \) (using all \( a, b \), resp. \( a_i, \) in \( K \)) we get a ring \( D_K = (\mathbb{Z}1)^\mathbb{R} \) which occurs in [D] and the ring \( A_K = (\mathbb{Z}1)^\mathbb{R} \) defined in [S]. It is clear that for any \( A \subset K \) we have \( A^\mathbb{Q} = AD_K \) and \( A^\mathbb{R} = AA_K \). Dress [D] showed that \( D_K \) is a Prüfer domain using the argument of Lemma 1. If \( K \) is formally real, Schütting showed that \( A_K \) is the intersection of all valuation rings \( V \) of \( K \) whose residue fields \( V/M \) are formally real. He defined \( A_K \) by adjoining only elements
of the form \((1 + \sum x_i^2)^{-1}\). However, the same result is true for the definition of \(A_K\) used here. If \(V/M\) is formally real, let \(|a_1|\) be maximal for the valuation corresponding to \(V\). Dividing the numerator and denominator of \(x_{ij}\) by \(a_i^2\) shows that \(|x_{ij}| \leq 1\) so \(x_{ij} \in V\). It follows that the present definition of \(A_K\) agrees with Schülling's. The same argument shows that if \(\sqrt{-1} \notin K\) then \(D_K\) is the intersection of all valuation rings \(V\) of \(K\) such that \(\sqrt{-1} \notin V/M\) [D, §4]. It follows that similar characterizations hold for \(A^\pi\) and \(A^\pi\). We have only to add the restriction that \(A \subset V\). As in Lemma 1 we will have \(A^\pi = A_K = K\) if \(K\) is not formally real, since for large \(n\), \(Q = x_i^2 + \cdots + x_n^2\) will be isotropic and \((1 + Q)^{-1}\) will represent all elements of \(K^*\) by [LQ, I, Th. 3.4(3)].

It is now easy to see that the ring \(R\) of Theorem 1 for \(n = 2\) is the same as the one considered by Schülling [S] provided we use the \(A^\pi\) construction. This was pointed out by Gilmer, Heitmann, and Lam. In fact, the ring \(A^\pi\) was conjectured to have the property of Theorem 1 a few years ago by Gilmer (unpublished) and by Lam [LO, p. 122]. Let \(K\) be the quotient field of \(A_n\). As we saw in §1, \(K = \mathbb{R}(y_1, \ldots, y_n)\), where \(y_i = x_i x_0^{-1}\). But \(x_i x_j = y_j y_i (\sum_{l=0}^{n} y_l^2)^{-1} \in A_K\) (with \(y_0 = 1\)), so \(A_n \subset A_K\) and therefore \(A^\pi_n = A_K\). The ideal used by Schülling is \((1, y_1, y_2) = x_0^{-2}I_2\). Note that \(y_1, \ldots, y_n \notin A_K\), otherwise we could find \(C \in E(A_n)\) with \(A_n \subset B = \mathbb{R}[y_1, \ldots, y_n, (1 + \sum_{l=0}^{n} y_l^2)^{-1}] \subset C\). By Lemma 12, \(H^n(V(A_n)) \rightarrow H^n(V(B)) \rightarrow H^n(V(C))\) is non-trivial, but \(H^n(V(B)) = 0\) since \(V(B) = \mathbb{R}^n\). Since \(A_K\) is stable under \(\text{Aut}(K/R)\), it follows that \(A_K\) does not contain any set of algebraically independent generators for \(K\) over \(R\), or even a single element of such a set. In the case of the ring \(B_n\) used in proving Theorem 5 we also have \(B^\pi_n = A_L\), where \(L\) is the quotient field of \(B_n\). This is clear from the fact that \(\frac{1}{2}x_i = 1x_i(1 + \sum x_j^2)^{-1}\).

In contrast to the above results, \(A^\pi_n \neq D_K\) since \(A_n\) is not contained in \(D_K\) for \(n \geq 2\). To see this, let \(V\) be the discrete valuation ring \(\mathbb{R}[y_1, \ldots, y_n,(f)]\), where \(f = 1 + \sum_{i=0}^{n} y_i^2 = x_0^{-2}\). Then \(A_n \subset V\), since \(x_0^2 \in A_n\), while \(x_0^{-2} = f \in M = \sqrt{fV}\). However \(\sqrt{-1} \notin V/M\), so \(D_K \subset V\): Suppose \(g\) and \(h\) are polynomials in the \(y_i\) with \(g^2 + h^2 \equiv 0 \mod f\). Since \(f\) is absolutely irreducible for \(n \geq 2\), we can work over \(C\) and get \(g \pm ih \equiv 0 \mod f\), which implies \(g \equiv h \equiv 0 \mod f\).
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