
Pacific Journal of
Mathematics

ON LOCALIZATIONS AND SIMPLE C∗-ALGEBRAS

ALEX KUMJIAN

Vol. 112, No. 1 January 1984



PACIFIC JOURNAL OF MATHEMATICS
Vol. 112, No. 1, 1984
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A method for associating C*-algebras to inverse semigroups of
partial homeomorphisms (termed localizations) is developed. Localiza-
tions which locally have the same structure yield C*-algebras in the same
strong Morita equivalence class (via the linking algebra characterization).

Free localizations are closely related to Renault's principal discrete
groupoids, where the partial homeomorphisms are identified with open
(7-sets. The space on which a free localization is defined becomes the
spectrum of a "Cartan" masa in the associated C*-algebra (but this masa
is not unique modulo conjugation by automorphisms).

It is shown that if A is a simple unital AF algebra with comparability
of projections (i.e. K0(A) can be embedded as an ordered subgroup of
the reals) then A embeds unitally in the transformation-group algebra
associated to the action of a discrete subgroup of the unit circle.
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1. Introduction. The convenient fiction indulged in by most practi-
tioners in the field is that C*-algebras are somehow to be conceived of as
continuous functions on a "non-commutative" topological space. When
the C*-algebra is commutative then it is canonically isomorphic to the
continuous functions (vanihsing at oo) on its spectrum. Here the spectrum
is locally compact and Hausdorff (as well as second countable if the
algebra is separable). For an arbitrary C*-algebra A9 the primitive ideal
space, Prim(^4), is thought to be the most tenable generalization of the
spectrum. For one thing the lattice of open sets on Prim(^4) corresponds
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exactly to the lattice of closed ideals in A. For type I algebras, ?ήm(A)
parameterizes the unitary equivalence classes of irreducible representa-
tions. As a topological space, however, it is known to exhibit certain
pathologies; further it reveals nothing of the structure of A when A is
simple (and not the algebra of compact operators).

In recent years, there have arisen a number of fascinating examples of
simple C*-algebras including Bratelli's AF algebras, Cuntz' algebras gen-
erated by isometries, and those associated with topological dynamics. In
[22], Elliott derives a complete invariant for AF algebras (simple and
non-simple), the so-called dimension range, a hereditary upward directed
generating subset of the positive cone of an ordered abelian group, the
Elliott group. The Elliott group turns out to be a complete invariant for
the strong Morita equivalence class of an AF algebra (it is also the Ko

group), since hereditary subalgebras of an AF algebra are AF algebras as
well [24]. Rieffel shows in Example 6.7 of [41] that a hereditary subalgebra
is strong Morita equivalent to the closed two-sided ideal it generates (the
bimodule implementing the equivalence is simply the left ideal associated
to the hereditary subalgebra). This also means that a simple C*-algebra is
strong Morita equivalent to each hereditary subalgebra. (A consequence of
this is that two simple C*-algebras are strong Morita equivalent iff there is
a hereditary subalgebra in one of them that is isomorphic to a hereditary
subalgebra of the other.)

The notion of strong Morita equivalence is characterized by the
existence of a linking algebra in which the two algebras are exhibited as
complementary full corners [10]. The authors also show that two algebras
are strong Morita equivalent iff they are stably isomorphic (when the
algebras have strictly positive elements).

This notion has also proven to be fruitful in the study of certain
transformation group algebras [43]. Further, application to the study of
the irrational rotation algebra led Rieffel to the discovery of a countable
number of inequivalent projections whose image under the unique normal-
ized trace is [0, \] Π {n + ma: « , m E Z } , where a is the irrational [44].
Pimsner and Voiculescu have shown, very recently, that this algebra
embeds in an AF algebra whose Elliott group is {n + ma: n, m E Z}
(with the order inherited from the reals).

Perhaps the most clear-sighted effort at deriving C*-algebras from
"non-commutative" topological spaces is to be found in Jean Renault's
thesis on locally compact groupoids [39]. He credits the work of Stratila
and Voiculescu in diagonalizing AF algebras with providing the impetus
of his study. The feature of interest is the so-called Cartan subalgebra, a
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maximal abelian subalgebra with total normalizer (span is dense). This
and other considerations led to his study of representations of locally
compact groupoids and their associated C*-algebras with special emphasis
on principal r-discrete groupoids. Renault evolves a unified approach to
the study of AF algebras, transformation group algebras and the Cuntz
algebras, Θn. Renault's observation that a principal r-discrete groupoid G
has a basis consisting of open (/-sets and that the G-sets are naturally
equipped with the structure of an inverse semigroup is key for what
follows. Countable inverse semigroups of partial homeomorphisms which
come from a basis of a principal r-discrete groupoid are called free
localizations in our terminology (§7).

Localizations will be defined as countable inverse semigroups of
partial homeomorphisms, the idempotents of which may be identified
with a basis for the underlying space. Localizations induce a partial
ordering on the open subsets. Of chief concern will be those localizations,
called simplifications, for which the order is trivial. A localization may
profitably be viewed as a non-commutative analog of a countable basis;
its affiliated inverse semigroup is to be viewed as the analog of a topology.
There is no essential difference between localizations with the same
affiliation. A normed *-algebra, CC(Ω), is associated to a localization Ω, so
that localizations with the same affiliation yield canonically isomorphic
normed *-algebras. If Ω is a simplification, the notion of Ω-manifold
provides a method for inducing simplifications to other spaces so that the
enveloping C*-algebras of the associated normed *-algebra are canoni-
cally strong Morita equivalent (the linking algebra characterization is key
here).

More explicitly, the collection of partial homeomorphisms (both
domain and range are open) on a space X carries the structure of an
inverse semigroup (ISG), denoted S0(X). The involution (σ -> σ*) assigns
the partial inverse, while composition is defined where it makes sense; the
idempotents are simply restrictions (to open subsets) of the identity map
and are implicitly identified with their domains. A localization Ω C So( X)
is a countable ISG such that id(Ω) forms a basis for X.

Not surprisingly, much of topological interest inheres in the algebraic
structure of So( X). A set, Σ C So( X) is said to be left coherent if for every
ω, σ E Σ, ω*σ E id(50(X)). Suppose Σ is left coherent and V = U Σ d{o\
U = U Σ r(σ) then there is a unique local homeomorphism ψ: U -* V such
that if σ E Σ and x E d(σ) then ψ(σ(x)) = x. If, in addition, Σ* is left
coherent then Σ is said to be coherent; in this case ψ E S0(X) (§3/2). The
idea is that ψ* is to be viewed as the coherent union of the elements of Σ
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(since ψ* \d(o) = σ for each σ E Σ). The affiliation of Ω, denoted Ωα,
consists of coherent unions of coherent subsets of Ω. Since the composi-
tion of two coherent subsets is coherent, we have that Ωα is an ISG.

Let 7 be a topological space and X V Y denote the disjoint union of
X and Y. A countable collection Σ c S 0 ( I V Γ ) with U Σ d(σ) = Y and
r(σ) c X for each σ E Σ is called an Ω-atlas on Y if ΣΣ* c Ωα; in
this case Y is termed an Ω-manifold. The linking localization, T(Σ) C
S0(XV 7), is the localization generated by Ω U Σ (i.e., the smallest ISG
containing Ω U Σ). The induced localization, Ω(Σ) = (σ E Ϊ(Σ): d(σ),
r(σ) C 7} is generated by Σ*Σ U Σ*ΩΣ. The Ω-atlas is said to be full if
U Σ r(σ) ~ X (in the sense of §3/4). To avoid unnecessary complications
the notion of Ω-manifold is developed in §4 only for Ω, a simplification.
The interested reader will perceive that the canonical imprimitivity bimod-
ule (§6) exists in the general case so long as the Ω-atlas is full (the linking
algebra is C*(Ϊ(Σ))). Whence C*(Ω) and C*(Ω(Σ)) are strong Morita
equivalent.

If Ω C SQ(X) is a localization consisting of idempotents and ψ:
Y -> X is a local homeomorphism then there is a countable left coherent
family Σ C So( X V 7) of local sections of ψ. This family constitutes a full
Ω-atlas on Y and the induced localization Ω(Σ) is called a localization of
imprimitivity related to ψ, the space Y is called an imprimitive.

Now, if Ω is an arbitrary localization on X and ψ: X -> Y is a local
homeomorphism so that Ωα contains a localization of imprimitivity related
to ψ (we also say ψ is admitted by Ω), then Z is called a primitive. Then Z
naturally carries the structure of an Ω-manifold; the induced localization
is written Ωψ. If Z is compact, there is a projection p E C*(Ω) so that
C*(Ωψ) =pC*(ti)p (§8/2). If there are "sufficiently" many compact
primitives then C*(Ω) has an approximate identity consisting of an
increasing sequence of projections (§8/3). RieffeΓs projections [44] pro-
vide the motivation for this construction.

Let Ga = Z + Zα; then Ga acts on R by translation and the associ-
ated transformation group algebra, C*(Gα,R), is strong Morita equivalent
to the irrational rotation algebra. Because Ga is dense, the localization Ω
generated by a basis and translation by elements of Ga is a simplification
(§3/4). Further the quotient map ψ: R -> R/Z defines a primitive. In fact,
C*(Ω^) is just the irrational rotation algebra.

The situation considered in §9 is slightly more general. Let G be a
countable dense subgroup of R, and let Ω be "the" associated simplifica-
tion. Suppose A is a unital AF algebra with K0(A) = G (order inherited
from R). We will show (§9/9) that there is a projection/? E C*(Ω) so that
A embeds unitally in/?C*(Ω)/?.
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Further, to every open U CR there corresponds a hereditary subalge-
bra, written C*(Ωί/). Then C*(Ωί/) has an approximate identity consisting
of an increasing sequence of projections. Further, if Fis another open set
with the same Lebesgue measure as U then C*(ΩK) = C*(Ωί/) (§9/6).

A localization Ω on X is said to be free if given ω E Ω and x ε d(ω)
so that ω(x) — x then ω is locally an idempotent (§7). If Ω is free then
there is a unique principal r-discrete groupoid i?(Ω) with unit space X so
that Ωft is naturally identified with the open 7?(Ω)-sets [39] (conversely,
principal r-discrete groupoids give rise to free localizations). A conditional
expectation is defined on C*(Ω) with range C0(X) (§7.4); there is some
difficulty connected with determining when it is faithful (related to the
question of amenability for groupoids). If Ω simplifies and C*(Ω) has a
finite trace then C*(Ω) is simple.

The appendices include a description of two simplifications, each
generated by a single local homeomorphism, the associated C*-algebras of
which are simple while the simplifications are not free. The first is
generated by the one-sided shift related to the topological Markov chains
considered by Cuntz and Krieger [13] and the second is generated by the
two-fold covering of the circle and is related to an example of N. V.
Pedersen [35].

Another question of interest is to what extent is the strong Morita
equivalence class of C*(Ω) exhausted by the algebras associated to full
Ω-manifolds. Further, when are there sufficiently many compact Ω-mani-
folds so that any Ω-manifold is weak equivalent to the disjoint sum of a
countable sequence of them (§6/3)?

In what follows, all topological spaces are implicitly assumed to be
second countable, locally compact and Hausdorff (and consequently
paracompact and σ-compact); they are referred to simply as spaces. Let X
be a space; then C(X) (C0(X)9 CC(X)) denotes the algebra of complex
valued continuous functions on X (vanishing at oo, with compact support).
Further, all representations are assumed to be non-degenerate.

Some of the results of this study seem to point toward the following
definition of a Cartan masa in a C*-algebra. First, define the left normal-
izer of a subalgebra B of a C*-algebra A to be:

N(B) = {a ^A\a*Ba CB}.

Then if B ^ Co( X) is maximal abelian we say that it is Cartan whenever:
(i) Each/ ε C0(X) with/(x) > 0 for each x E Xis strictly positive

in A.
(iϊ)N(B) ΠN(B)* is total.

(in) If / c A is an ideal such that I Π B = {0} then / = {0}.
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It is worth noting that the results of §9 imply that Cartan subalgebras
need not be isomorphic. Some of the motivation for considering localiza-
tions comes from the observation that if a E N(B) Π N(B)* then a*a,
aa* E B. Further, there is a partial homeomorphism σ E SQ(X) so that if
/ E C0(X)then

a*fa = (a*a)(f σ) (§5/2).

So in some sense a localization may be associated to the Cartan pair
(A, B)\ a cohomological obstacle, however, remains to be unravelled.

2. Inverse semigroups.
1. We give the standard definition of an inverse semigroup with the

exception that we require it to always have a trivial element θ [5, 38].

DEFINITION. An inverse semigroup (ISG) is a triple (S, 0, *) where S
is a semigroup (a set with an associative binary law of composition) and
θ E S is a trivial element, that is, sθ — θs — θ for each s E S. The
involution s -* s* is a bijection on S so that:

(i) s** = s, each s E S,
(ii) (si)* = ί*s*, eachs, ί E S,

(iii) ss^s = s, each s E 5.

/αc& . 0 is the unique trivial element, so θ* — θ. Clearly s*ss* = s*.

DEFINITION. An idempotent is an element e E s with e*e = e. Write
id(5) = {e ES: e*e = e}. Note that 0 E id(S) and if e E id(5) then
e — e* = e2.

DEFINITION, d: S -> id(S), r: S -»id(S) by d{s) = s*s, r(s) = ss*.
Note that s = sd(s) = r(s)s, d(s*) = r(s), r(s*) = rf(s). Also s E id(5)
iff r(s) = s iff ί/(s) = s. For s E S, d(s) is a right unit and r(s) is a left
unit while s* is a (partial) inverse with respect to these units.

2. EXAMPLE. Let In be a set of cardinality n (finite or countably
infinite). Let Sn — In X In U {θ}; define composition:

and involution
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Then Sn is an ISG, id(Sn) = {(/, i): i G /„} U {0}, and d(i, j) = (7, 7),

r( i , y ) = (/, /).

3. If 5, Γ are ISG's put S X Γ = (S\{0}) X (Γ\{0}) U {0}, that is,
in the cartesian product of S and T the elements (5, 0), (0, /) (each ^ G ί ,
/ G Γ) are identified with the trivial element 0 G S X Γ. Composition is
defined by

otherwise;

involution by

Then the idempotents id(S X T) = {(e, / ) : e G id(S), / G id(Γ), e,fφ
0} U{0}. Note that SnXSm^Snm.

4. If S, Γ are ISG's let S + T = S V T with the trivial elements
identified. For s91 G S + T with s G 5, t G Γ, define ^ = 0 and to = 0.
Otherwise composition and involution are inherited from S and T. Note
that e G id(S + T) iff e G id(S) or e G id(Γ). If v = (w,,... ,«^) is a
A:-tuple of positive integers with

k

put

Sv is called a minimal finite localization. Note that there are exactly
non-trivial idempotents in Sv. A bijection between i d ^ ) and
induces an injection Sv -> 5M. Minimal finite localizations are closely
related to the unit systems of Krieger [30].

3. Localizations and simplifications.
1. In what follows we shall concern ourselves with concrete ISG's of

partial homeomorphisms for which the idempotents are reahzed as restric-
tions of the identity (qua homeomoφhism) to open subsets.

DEFINITION. If X and Y are spaces, then a partial homeomorphism
from X to 7 is a homeomoφhism σ defined on an open subset U of X
with range an open subset V of 7. Write σ: £/-> V and let S0(X9 7)
denote the collection of all such partial homeomoφhisms. Write σ -» σ*
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for the bijection (S0(X9 Y) -> SQ(Y9 X)) which sends a partial homeomor-

phism to its partial inverse. Write S0(X) = S0(X9 X).

DEFINITION. A law of composition is defined on S0(X), as follows: If

oλ: Ux -> Vl9 σ2: U2 -> V2 are partial homeomorphism on X, and if

U\ Π V2 — 0 then put oλo2 — θ where θ is the unique partial homeomor-

phism on Xwith empty domain. If Ux Π V2 φ 0 put U3 = o2

λ(Uλ Π V2)

and V3 — oλ(Uλ Π V2) and put σ3: ί/3 -» F3 by σ3(x) — oλ(σ2(x))\ write

σ3 = σxσ2. Note that if σ E SQ(X) then σ: £/ -> V is a homeomorphism

while σ*: V-> U is its inverse; and with the above composition σ*σ:

U -> U9 σσ*: K-> F are identity maps (restricted to their domains of

definition).

Facts. With the above composition and involution (σ -> σ*)

an ISG. Clearly idίS^X)) may be identified with the open subsets of X;

this identification will be assumed implicitly in what follows. Using

notation from §2 if σ E S0(X) then σ: d(σ) -* r(σ) is a homeomorphism.

2. DEFINITION. A countable sub-ISG Ω c ^ ( Z ) is said to be a

localization on X if id(Ω) forms a basis for X (When notationally

convenient we shall write Ω = X9 or, more briefly, Ω localizes X)

EXAMPLES, (i) The minimal finite localizations defined in §2 are in

fact localizations. If v — («,, . . . 9nk) is as above, then /M is a finite discrete

space. Sv localizes /M because id(Sv) forms a basis; each σ E £„ transposes

a single point in /M .

(ii) If X is a space and G is a countable group of homeomorphisms

acting freely on X, then G Q SQ(S) (and g" 1 = g*); if Λ is any countable

basis for X then the ISG Ω generated by G and Λ localizes.

DEFINITION. Let ψ: X -> 7 be an open surjection; then ψ is said to be

a local homeomorphism if for every x E X there is an open set U9 x E U9

so that ψl̂ y is a homeomoφhism onto its range. Evidently X has a

countable covering of open sets Λ so that ψ |λ is a homeomoφhism onto

its range for each λ E Λ.

DEFINITION. If ψ is as above, then σ E S0(Γ, X) is called a local

section for ψ, if for every y E d(σ), ψ(σ(;>)) = 7 (So(7, X) is identified

with the set (σ E 5 0 ( 7 V X): J(α) C 7 and r(σ) C X}). A collection

Σ = {σ,-: /} C SQ(Y9 X) of local sections is said to be complete if X —

Uιr(ai). Since X has a covering of open sets, Λ, for which the restrictions
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of ψ yield homeomoφhisms it is evident that Σ = { ( ψ | λ ) * : λ E Λ } forms

a complete family of local sections for ψ.

DEFINITION. With ψ as above and Σ = {σt: /} a complete family of

local sections then the localization Ω generated by a basis and the set

{σ^*: i9 j) is called a localization of imprimitivity related to ψ.

3. Observe that if σ1? σ2 are local sections for ψ then σ*σ2 E

since if their ranges intersect then their partial inverses must agree on the

intersection (since they both agree with ψ).

DEFINITION. A countable collection Σ — {of j E /} c S0(X) is said

to be left coherent if σ*σ7 E id(S0(X)) each z, j E /. The next proposition

clarifies the relationship between the notions of left coherence and local

sections.

PROPOSITION. Suppose Σ = {of j E /} c S0(X) is left coherent with

U — U r(θj) and V — U d(θj). Then there is a unique local homeomor-

phism ψ: U -* V for which Σ forms a complete family of local sections.

Proof. For x E r(σy) put ψ(x) — o*{x)\ we must check that ψ is well

defined. Suppose x E rίo^r^Oj) (i¥=j) and σ*(x) φ σ*(x). Evidently

σ*(x) E d(o*θj); then o*θj(o*(x)) — σ*(x), but by left coherence σ*σy

must be an idempotent so σ*(x) = σ*(x) and ψ is well defined. The rest

follows by definition. D

DEFINITION. A countable collection Σ = {of j £ / } c *SΌ(ΛΓ) is said

to be coherent if both Σ and Σ* are left coherent. The next proposition is

crucial for what follows:

PROPOSITION. Suppose Σ — [of j E / } c S0(X) is coherent with U —

U y ^(σ^) and V — Uj r(σy ). Then there is a unique σ E S0(X) with d(o) =

U and r(σ) — V so that Oj = σd(θj) = r(σ7)σ, each j E /.

Proof. For x E d(θj) put σ(x) = σy(x). Then σ is well defined because

Σ* is left coherent (as in the above proposition). The inverse of σ, o*9 is

well defined because Σ is left-coherent. So σ is a bijection which is

continuous at every point; σ* is continuous as well, hence σ E S0(X) has

the prescribed properties. D

Suppose Ω localizes X.
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DEFINITION. An element σ E So( X) is said to be affiliated to Ω if for
every x E d(σ), there is ω E Ω so that x E d(ω) C d(σ) and ω = σd{ω).
Put Ωα = {σ E S0(X): σ is affiliated to Ω}; Ωα is called the affiliation of
Ω. Note that σ E Ωα iff there is a coherent family Σ = {ωy. j E J) C Ω to
which σ is associated by the last proposition. Evidently σ E Ωα iff σ* E Ωα.
The fact that Ωα is an ISG follows from the observation that if λ E
id(S0(X)) then σλσ* E id(S0(X)) for any σ E S0(X).

DEFINITION. TWO localizations Ω, Λ on X are called equivalent; write
Ω ~ A if Ωα = Λα.

4. Suppose Ω localizes X. Then we will show that Ω orders the open
subsets of X\ if Ω c ϊάS^S^X)) then the ordering is the usual inclusion
ordering.

DEFINITION. For £/, Fopen in X write U > Fif there are ωi E Ω with
J(ioz) C U each / and VC U fr(ω f ). Transitivity must be established:
Suppose t / > K > PF, then there are {ω,-}, {σy} C Ω, c/(ωz) C U each /,
rf(σ7.) C F each 7, and F C U^ίω,.) while ίFC Uyr(σy ). Take {σy ωf.};
since d(a^j) C (/(«,•) C ί/ each /, 7 and JFC U.̂ .rίσyco,-) (r(σy) C
U.rίσ^ ω,.)), the result follows.

DEFINITION. Write ί/- Fif t / > Fand F > C/.

PROPOSITION. U~V iff there are ω, E Ω wiϊA U= U^^ω^), F =

Proo/. Suppose there are σJ9 ykEΏ with d(σj) C U, d(yk) C V while
F C Ujr(σj) and [/C UΛr(γΛ). There are λ / ) μ m Eid(Ω) with U =
Uίλι and V= Umμm. Put {«,.} = {μmσ,} U {γ̂  λ,} (after reindexing);
these ωt satisfy the prescribed conditions. The converse is obvious. D

COROLLARY. IfΏ localizes X, the following are equivalent:
(i) For each open VΦ 0 , U ~ X.

(ϋ) For each open U Φ 0, there are ω7 E Ω with d( coy) C U each i and

(in) For each pair of open sets £/, F there are ωi E Ω so that U —
Uid(ωi)andV= U,. #•(«,.).

This follows immediately from the definitions and the proposition.



LOCALIZATIONS AND SIMPLE C*-ALGEBRAS 151

DEFINITION. Such a localization is called a simplification, or briefly,
say Ω simplifies X.

EXAMPLE. Suppose Ω is a localization associated with a free group
action as in example (ii) of 2. Claim: Ω simplifies iff the action is minimal
(i.e., each orbit is dense). If the action is minimal, and U is a non-empty
open set then every orbit meets U. So for each x E X there is a g E G so
that g(x) E U. Hence X — Ugg~1(ί7). If the action is not minimal, there
is an orbit for which the complement has non-void interior U. U is
invariant under the action of G so U ^ X.

PROPOSITION. The partial orders induced by equivalent localizations are
identical.

Proof. Suppose Ω, Π localize X and Ωα = Πα. Let ί/, Fbe non-empty
open sets. Suppose there are ωf E Ω with d{ωi) C U each / and V C
U. r(ωz). Since Ω C Πα, there is for each / a coherent collection {σiJ} C Π
and d(ω,) = Ujdiσjj) and r(ω,) = U yr(σ / y). Consequently [/> Fwith
respect to Π. By symmetry the induced partial orders are the same. D

COROLLARY. //Ω and Π are localizations on X with Ω ~ Π. Then Ω is a
simplification iff Π is.

5. Let Ω localize X. Then for U C X open, put Ω^ = {ω E Ω:
d(ω\ r(ω) C {/}. Note that Ω^ localizes U.

DEFINITION. Ω^ is called the reduction of Ω to U.

DEFINITION. If Λ is a countable open covering of X, then a localiza-
tion Ω on X is said to be subordinate to Λ if id(Ω) refines Λ (i.e., for
ω E id(Ω) there is λ E Λ so that λω = ω).

PROPOSITION. // Λ is a countable open covering of X and Ω is a
localization, then there is a sublocalization Π C Ω so that Π is subordinate
to Λ and Π ~ Ω.

Proof. Let Π = {ω E Ω: there is λ, μ E Λ, λd(ω) = d(ω) and μr(ω)
= r(ω)}. Evidently Π is an ISG and id(Π) forms a basis. It remains to
show Ω C Πα. Fix ω E Ω; choose μm, vn E id(Π) so that d(ω) = U m jum,
r(ω) = Un vn then {vnωμm: n9 m) C Π. So ω E Ua. D
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COROLLARY. Suppose Ω localizes X and U C X is open. If there is (ω/.
i E /} CΏso that i/(co,) C U each i and X = U. r(ωέ) then Π = {ω^ωf:
ω E Ωυ, i, 7 E /} is a localization] further Π — Ω.

PROPOSITION. Let Ω, £/, <zftd {ω,: z E /} 6e as above. Then Ω simplifies
simplifies U.

Proof. If Ω simplifies then Ω^ simplifies because the induced trivial
ordering is inherited. Suppose Ω^ simplifies U\ if Fis open (¥= 0) there is
ω,. and λ E idίΩ^) so that r(ωi(λ) C F and λd(ωiQ) — λ. There are
σ7 E Ω^ so that λd(σj) = ̂ (σ^) and £/ = U7.r(σy ) (because Ω^ simplifies).
Let {γ7} be a reindexing of the set {co^ίo*: /r, y}. Then rf(γ^) C Feach k
while JΓ= Ukr(yk). ° D

DEFINITION. Suppose Ω simplifies X, Π simplifies Y. Then they are
said to belong to the same texture if there is σ E SQ(X9 Y) so that
Ω5(σ) ~ σ*(Π? ( σ ))σ. We return to this notion in §4.

6. We consider a class of localizations on compact zero-dimensional
spaces, which may, in some sense, be viewed as inductive limits of finite
localizations and are termed AF localizations. This construction is sug-
gested in Remark 2.16 of [13].

Choose a function n: Z + -> Z + so that n(0) — 1 and n(i) > 1 for all i.
Choose multiplicity indices m(i9 j9 k) E Z + for i > 0, 0 <y < n(i)9 0<k
< n(i + 1) so that given /,y there is k with m(i9 j9 k) > 0 and given /, &
there is7 with m(i9 j , k) > 0.

Let X(m) denote the collection of ordered pairs (p,q) with p, q:
Z + -* Z + satisfying:

(ii) 0 < 9(/) < «(/), / > 0,
(iii)m(/,9(/),9(/+ l ) ) > 0 , / > 0 ,
(iv) 0 <p(ϊ + 1) < m(ι, $(/), ί(« + 1)), / ̂  0.

For / E Z + let £(/) denote the collection of pairs (s9t) with j , /:
(0,1,. ..,/}-> Z + for which there is (/>,?) E Z(m) such that:

j(ι) =p(0»

t(i) = q(i) f o r O < i < / .

Set ^ ( j , 0 - {(^, ί ) E X(m): p(i) = 5(1), ?(/) = ί(i), 0 < / < /}. Ob-
serve that if (s91) E E(l) and (u9 v) E £(/ + 1), then K(s, t) Π K(u9 v)
= 0 or tf(κ, 1?). The collection ΛΓ(£) = {̂ (.y, ί): (J, 0 e £(/), / > 0}
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forms a basis for a topology on X(m) so that each K(s, t) is compact-open
(observe that for each / > 0, the collection

is a finite disjoint covering of X(m)).
Suppose (s, t), (w, υ) E E(l) and t{l) = v(l). Then for every (/?, q)

E ^(s, /)> there is a unique (x, 7) E #(w, t>) so that:

*(0=/K0, jKO = «(O all / > /.
Let σ[(w, t>), (s, t)] denote this assignment and observe that

σ[(κ,t>),CM)]

Evidently

and

σ[(iι,ϋ), ( j , ί ) ] * =

and if

then

σ[(n, ϋ), (s, t)]σ[(s, t), (e, /)] = σ[(u, v), (e, / ) ] .

Let

Ω ( m ) = { σ [ ( « , u ) , ( s , t)] : { u , v ) , {s, t) G E ( l ) , v ( l ) = ί ( / ) , / > 0 } .

Then Ω(m) is called an AF localization (on A^m)). For each / > 0 let vt:
{0,... ,n(i) — 1} -> Z+ be defined inductively by »Ό(0) = 1 and

vi+\(k) - Σm{i,jtk)
j

For / > 0 , 0 < k <«(/):

Whence,

Sr | s {σ[(«, υ), (s, ή]: («, t>), (5, ί)

(i.e., they are isomorphic as ISG's).
If v = ( Λ , , . . . , Π Λ ) is a multi-index with w, > 0, then 5̂  localizes

/Πj V V/ŵ  so that each summand /„ is left invariant (§2/4). The
affiliation S? consists of all partial bijections on In V VIn leaving the
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summand In invariant. Then, identifying SVι with its image in SQ(X(m))9 it

is clear that S^ C S£+i, and that

Ω'(m) = U 5«
/

is equivalent to Ω(ra). (Also see Stratila-Voiculescu diagonalization of an

AF algebra [46], p. 19.)

7. DEFINITION. If Ω localizes X then define the ample group of Ω,

Γ(Ω), to be the group of homeomorphisms in Ωα, more explicitly Γ(Ω) =

(γ E Ωα: d(y) = r(γ) = X}. Then Ω is termed dynamical if for every

ω E Ω, there is γ E Γ(Ω) such that ω = yd(ω).

EXAMPLES.

(i) If Sv is a finite localization (v — (nl9... 9nk)) then T(SV) = S(nx)

X XS(nk) where S(nj) is the symmetric group on ni letters.

(ii) If Ω is an AF localization, as above, then Γ(Ω) is the inductive

limit of the ample groups for the finite localizations Sv. Then Ω is

dynamical, since each S is.

(iii) Let G be a countable dense subgroup of the additive reals. Let Ω

be a localization on R generated by a basis and the translations by

elements of G. Since G is dense, Ω simplifies. Evidently G C Γ(Ω). If

γ e Γ(Ω), there is λ E id(Ω) and g E G so that γλ = gλ. Since R is

connected, γ = g; hence Γ(Ω) = G. Also, Ω is dynamical.

4. Induced simplifications.
1. Keeping in mind that the notion of strong Morita equivalence

(SME) is a powerful classifying tool when applied to simple C*-algebras

(since every hereditary subalgebra must belong to the same SME class),

and that the goal is to evolve a unifying approach to a large class of

simple C*-algebras via the device of simplifications, it would be desirable

to transplant the notion to this situation. Recall that two simple C*-alge-

bras are SME iff there is a hereditary algebra in one isomorphic to a

hereditary subalgebra of the other; this suggests that the relationship of

belonging to the same texture, among simplifications, be explored (it is

certainly a transitive relationship).

2. There are three sorts of texture preserving operations that can be

performed in which simplifications are induced to other spaces in a

canonical way and which when combined exhaust the texture class.

Suppose Ω simplifies X.
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(i) Reductions: If U C X is open (φ 0 ) then the reduction Ω^
simplifies U and trivially belongs to the same texture as Ω.

(ii) Ampliations: Sn X Ω simplifies /„ X X. In this case write Ω" = Sn

X Ω; ΩΛ is called the w-fold ampliation of Ω. Ω00 is simply called the
ampliation of Ω. Then Ω" clearly belongs to the same texture as Ω.

(iii) Primitives: Suppose ψ: X -> Y is a local homeomorphism; then ψ
is said to be admitted by Ω if for every xl9 x 2 G l with ψ(xx) = ψ(x2)
there is ω E Ω, JCT E d(ω), ω(xλ) = x2

 a n ( i f°Γ e a ς h * £ ^(w), ψ(co(x)) =
ψ(x). (Otherwise put: If Π is a localization of imprimitivity related to ψ
then Π c Ωα.) Put Σ = {σ E £0(Y, JΓ): σσ* G id(Ω), ψ(σ(jθ) = >> each
y E d(σ)}, then Σ is countable and so forms a complete family of local
sections for ψ. Let Ωψ be the localization on Y generated by {σ*ωσ2:
ω E Ω , σ l 9 σ 2 E Σ } . Then Ωψ simplifies and is called the primitive induced
by ψ. Ωψ is in the same texture class as Ω.

3. If Ω simplifies X, and Y is a space, then we would like to know
when Y admits a simplification of the same texture class.

DEFINITION. Σ = {σ(: i] c SQ(Y9 X) is called an Ω-atlas for Y if
Y — U. d(σz) and ΣΣ* C Ωα. We say that two Ω-atlases are equivalent if
their union is an Ω-atlas as well. Then Y with an equivalence class of
Ω-atlases is called an Ω-manifold. If Σ = {σ,-: /} is an Ω-atlas for Y we
define the simplification induced via Σ (and write Ω(Σ)) to be

Ω(Σ) = ISG{σ>σy.: ω E Ω, /, j) C 5 0 (7).

Alternately let Ϊ(Σ) QS0(XV Y) be the localization generated by Ω and
Σ. Then T(Σ) simplifies and is called the Unking simplification. Observe
that Ω - Ύ(Σ)X and Ω(Σ) - T(Σ) y . Certainly Ω and Ω(Σ) belong to the
same texture class (and if Λ is equivalent to Σ as Ω-atlas then Ω(Λ) ~
0(2)).

PROPOSITION. 7/Π simplifies Y and belongs to the same texture class as
Ω, then there is an ti-atlas Σ on Y so that Σ* is a U-atlas on X. Moreover
Π - Ω(Σ) while Ω - Π(Σ*).

Proof. By definition, Π and Ω each have reductions with identical
affiliations. D

PROPOSITION. J/Σ is an ϊl-atlas on Y9 then Ω(Σ) is expressible as the
primitive of a reduction of an ampliation.
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Proof. Put Σ = {σy: /} C S0(Y9 X) and let Ω00 be the ampliation of Ω
on 1^ X X; let U = U.{/} X r(σ,.); then C/is open in 1^ X X We define
a local homeomorphism ψ: U^Y by ψ((/, x)) = σ*(x); then ψ is
admitted by (Ω00)^ exactly because Σ is an Ω-atlas. Further Ω(Σ) ~

4. There are two other methods for constructing Ω-manifolds which
will prove to be useful in the sequel. The first is a synthesis of disjoint
Ω-manifolds and the second is a reciprocal of the primitive construction.

Fact. Suppose {Yt} is a countable (finite or infinite) collection of
spaces with Ω-atlases (ΣJ. Then U. Σ, c So( V i γ.9 X) forms an Ω-atlas
on V,^..

DEFINITION. The resulting Ω-manifold is written V ι Yι and is referred
to as the disjoint sum (or disjoint union) of the collection of Ω-manifolds,

ra
Fact. Suppose ψ: Y -* Xis a local homeomorphism; let Σ C S0(X9 Y)

be the collection of local sections of ψ such that σ E Σ iff d(σ) E id(Ω).
Then Σ* is an Ω-atlas on 7(Σ*Σ c id(Ωα)).

DEFINITION. The induced simplification is written Ω^ and is termed
the simplification of imprimitivity, or simply the imprimitive (note that
this notion generalizes the notion of ampliation).

REMARK. Evidently, Ωψ admits ψ and (Ωψ)ψ - Ω.

5. EXAMPLES, (i) Let X be the Cantor set with the relative topology,
then X = {x = (xn): xn = 0 or 1, n > 0}. Let E = {(e0, el9... 9en): ef = 0
or 1, n > 0}, the collection of finite strings in (0,1}, if e = (e09 eλ,.. .,en)
E E, write l{e) = n, and set K(e) = {x <Ξ X: xj = ey for 0 <y < l(e)}.
Then {^(e): e 6 £ } is a countable basis for Z consisting of compact
open sets. For e, f E E with l(e) - /(/) define σ(e, / ) : ΛΓ(/) -> ϋΓ(e) by
(σ(e, /)(x))Λ = xn9 π > / ( / ) . Then σ(e, /) E 50(Jf), d(σ(e, /)) =
σ(f,f) = K(f)9 r(σ(e,f)) = σ(e9e) = K(e), and σ(e, /)* = σ(/, e).
Then Ω = {σ(e, / ) : e9fEE9 l(e) = /(/)} simplifies X Also, Ω is dy-
namical; in fact Ω is equivalent to the simplification generated by the
action of ΘZ 2. If Y is an Ω-manifold then it has a basis of compact open
sets. Consequently, Y may be reconstituted as the countable disjoint union
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of reductions to compact open subsets of X (this is also true for arbitrary
AF localizations).

(ii) If G is a countable dense subgroup of R then choose a simplifica-
tion on R generated by translation by elements of G and a basis. If g E G,
g > 0, define a local homeomorphism ψg: R -> T by ψg(x) = x (mod g).
Then ψg defines a primitive Ωg on T because ψg(x) = ψg(j) iff y = x + «g
for some « G Z . Write Xg for the Ω-manifold structure assigned to T by
ψg. Observe that Γ(Ωg) = G/Zg and that every ω E Ωg is the restriction
of some γ E Γ(Ωg) (the ample group). Observe that Ω may be recovered
as a simplification of imprimitivity: more explicity, Ω ~ (Ωg)

ψ*.
(iii) We consider induced flows as defined in [34]. Suppose X is

compact and T: X -> X is a homeomoφhism so that the associated action
of the integers is free (i.e., for each x, Tnx = Tmx iff m — n) and
minimal. Suppose u: X -» {1,2,.. .,w} is continuous; set Xk — u~\k).
Then put XM = V %XI. X AT, and define a homeomorphism ΓM: AT" -» X"
as follows:

H ) ifx = (i,y)£lkXXk and /<*,

ifx = (k,y)eikXXk9

where here Ik — {1,...,&}. The authors call the pair (Xu, Tu) a primitive
of the flow (X, T). If Ω is a simplification on X associated to T then the
local homeomorphism ψ: Xu -> ̂ b y ψ(/, j ) = j> yields the imprimitive Ωψ

on Xu. It's not difficult to see that Tu induces a map Z -> Γ(ΩΨ) and that
Ωψ is dynamical (since if Π is a simplification on I " associated to the
action of Tu then Π - Ωψ). A derivative of (X, T) is also defined; if
A c AT is compact open define TΛ\ A ̂  A by TAx — Tnx where w =
min{/c > 0: Tkx E 4̂}. The authors show that TA is a homeomoφhism
and call the pair (Λ, 7 )̂ a derivative flow of (AΓ, Γ). Now, if Ξ is a
simplification on A associated to the action of TA9 then Ξ ~ Ω ,̂ the
reduction. Additionally, let β: X ^> A be defined by β(x) = Tnx where
n = min{k > 0: Tkx E ̂ 4). Then )8 is a local homeomorphism admitted
by Ω. Let Ω̂  be the primitive on A; then Ω̂  ~ Ω̂  — Ξ.

5. Associated C*-algebras.
1. Let Ω localize X. In this section a normed *-algebra is associated to

Ω, denoted CC(Ω), so that if Π - Ω then Q(Ω) and Q(Π) are canonically
isomorphic. The subalgebra CC(X) is maximal abelian (in fact CC{X) =
Q(id(Ω))), and if Ω simplifies, then Q(Ω) is algebraically simple. The
bounded non-degenerate *-representations yield the enveloping C*-alge-
bra, denoted C*(Ω). A one-to-one correspondence between the represen-
tations of C*(Ω) and the *-representations of Ω is established.
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2. NOTATION. For ί/open in X, put C£U) = {/G CC(JT): supp(/)
C t/}. F o r / E C(JT), σ G S 0 ( I ) define/- σ e C(rf(σ)) by (/• σ)(x) =

/(σ(jc)); i f / e Cc(r(σ)),/ σ G Cc(rf(σ)). For Ω a localization on X, put
£(Ω) = {(ω, / ) : ω G Ω, / e Cc(rf(ω))}. Then £(Ω) is a semigroup if
composition is defined:

, g ) = (coσ, ( / σ ) g ) .

(Observe that (/ σ)g = (/(g σ*)) σ G Cc(rf(ωσ)).) Composition is as-
sociative since

(«i> /i)(ω2> / 2 ) (ω 3 , /3) = (co1ω2ω3? (f} ω 2ω 3)(/ 2 ω3)/3).

For ((o, /) G is(Ω), put (ω, / ) * = (ω*, /• ω*). Then it is easily checked
that (<o,/)** = (co,/), and if (σ, g) G £(Ω) then ((ω,/)(σ, g))* =
(σ, g)*(ω, / ) * ; 2?(Ω) is not usually an ISG since (^,0) is in general the
only idempotent.

For σ G Ω, put E(o) — {(ω, /) G 2?(Ω): ω = σ} and observe that
E(σ) may be viewed as a vector space (— Cc(d{σ)))\ now put D(Ω) =
Φω G Ω£(co). We obtain a *-algebra when the operations on £(Ω) are
extended linearly to i)(Ω), viz.:

where (ω,, /•)> (σy , g7) G £(Ω) and 1 < / < n, 1 <y < /w. (NB:
Q( 0) = {0}, the trivial vector space.)

This *-algebra is too large for our purposes. If, for instance, λz, μy G
id(Ω) and Σ(λi9 / ) , Σ(μy , gy ) G Z)(Ω) and Σ f / = Σygy, then it would be
desirable to regard these two elements of D(Ώ) as the same. Further, if
ω, σ G Ω and there is an open set U C d(ω)d(σ) with co |^ = σ |^, then for
/ G Q(ί/) it would be desirable to regard (ω, /) and (σ, /) as the same.
We define the ideal of coherence, /(Ω), towards this end.

DEFINITION. {(CO7, ft) e £(Ω): /} is said to be coherent if there are
open sets Ut C X, with supp(/ ) C ί̂  C rf(ωf) and {ω^} is coherent in
SQ(X). Put /(Ω) - sp{Σ(cof, /.): {(«/, /)) coherent and Σ/f - 0).

We will define a norm | |0 on the quotient Z)(Ω)//(Ω) so that if
{(ωn fι)} i s coherent then | Σ(ωz, /) |0 = | Σft {^ and | |0 is the largest norm
with this property.

PROPOSITION. /(Ω) is a *-ideal in Z>(Ω).
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Proof. If {(ω,., /•)} is coherent then {(ω*, f ω*)} is coherent as well,
and Σύ = 0 iff Σ(/. ωf) - 0. Further, if (σ, g) E £(Ω) and {(ωi9 /.)} is
coherent then {(σωi9(g ωf )/ )} *s coherent and

Σ(g «,)/, = Σ(g(/. ω*))ω, = (gΣ(/ ω ))ω, = 0,

whence /(Ω) is a two-sided *-ideal in Z)(Ω). D

DEFINITION. A coherent partition for a E Z)(Ω) is a finite collection
{(ωιy , / 7 ) : z, 7} so that for fixed i9 {(ωij9 /7):y} is coherent and

Put

|α | 0 =
: {(ωu> /o)} a coherent partition forai.

y 00

If Λ ε /(Ω) then |Λ| 0 = 0. For a E Z)(Ω), |^ | 0 =\a* |0 since {(«*, / 7

ω*)} is a coherent partition for a* whenever {(ωiJ9 fu ω/y )} is a coherent
partition for α.

PROPOSITION. For α, 6 ε Z)(Ω), | ab |0 < | α |0 | b |0
| a + 610 <| a |0

Proof. Let {(ω,.y, / y)} 9 {(̂ /c/5 Ski)} ^e coherent partitions for a and Z>
respectively. Then for each i9 k the collection {(ω/y σΛ/, (/y okl)gkl)\ j \ 1}
is coherent (being the composition of two coherent collections). We have

Σ{fijm°ki)8ki for each/, k.

Let {(γ5/, Λ5ί)} be a reindexing of {(ω^ σ^, (/ 7 okl)gkl)} (s is a reindex-
ing for /, k and / is a reindexing fory, /). Then {(γ5/, hst)} is a coherent
partition for ab. Further,

s t
* Σ

t J k I

Since {(co0, / y)}, {(okh gkl)} were arbitrary coherent partitions for a and
Z? the first inequality is established. Since {(ωij9 fu)} U {(σkh gkl)} is a
coherent partition for a + b it follows that

i J oo k I
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Again, since the coherent partitions were arbitrary the second inequality is
established. D

COROLLARY. / O (Ω) = {a E D(Ώ): \a\0 = 0} is a two-sided ideal in
D(Q).

Fact. Suppose a = 2Z(AZ, / ) E D(Ω) with λ, E id(Ω). Then |<z|0 =
IΣ/ I^. Further, if ft = Σ/μ,-, g, ) E 2>(Ω) with μ, E id(Ω) so that Σg, =
Σ/ , ±ca\a-b\Q = 0.

DEFINITION. Let CC(Ω) denote the quotient Z)(Ω)/J0(Ω).

PROPOSITION. The quotient CC(Ω) w a normed *-algebra with maximal
abelian subalgebra CC(X) (= Cc(id(Ω))). Further, there is {f} C CC(X) so
that {/} /0/ms an increasing approximate identity for CC(Ω).

Proof. I f / E Q(A), there are λ,,...,λΛ ε id(Ω) so that supp(/) c
^.λ,. and gf. E Q(λz) wi th/- Σft. Whence, CC(X) c CC(Ω).

Suppose α G ΰ(Ω); thus α = Σ(ωi9 ht). Let

ΛΓ= ( U suppί*,)) U ( U suppίΛ, ωf)).

Then there is / E CC(X) so that /(x) = 1 for every x E K. Choose
λ, E id(Ω), gj E Cc(λy) so t h a t / - Σgj.

Then we have α(Σ(λy , gj)) — a E /0(Ω), since for each /, (cop ht) —
Σίcoyλy, Aj gy) E /0(Ω). Viewing α,/as elements of CC(Ω), we see that

af — fa — a.

Then, since Jf is a σ-compact, Cc( X) has a countable increasing approxi-
mate identity, {/}, which is also an approximate identity for CC(Ω).

The image of a E D(Ω) commutes with Cc( A') iff for every (λ, g)
with λ E id(Ω), (λ, g)α - a(λ9 g) E /0(Ω). Choose / E CC(Z) so that
fa — af — a. For every λ,,... ,λn E id(Ω) with supp(/) C Uz λz there are
ft EQ(λ z . ) sothat/=Σg z

2 .
Hence Σgyαg,-— α ε/ 0 (Ω) for each choice of {(λf , gz )}. Whence

α E C,(Z) (i.e., α E Cc(id(Ω)) + /0(Ω)). D

3. PROPOSITION. //Ω, Π are equivalent localizations then the associated
normed *-algebra are canonically isomorphic.

Proof. Suppose Ω~ Π on X; if (ω,/)E£'(Ω) then there exist
oλ,...,on E Π so that supp(/) C U ^ σ , ) C d(ω) and σz = ωrf(σz) (i.e.,
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{cυ, σ 1 ?... ,σπ} is coherent). By 2.13 of [44] there are gt E Cc(d(σz)) so that

/ = ΣJgr Observe that if (γy, Λ,) E E(U) with supp(/) c Uy</(γ,) C

rf(ω), {ω, γ l 9 . . . , γ j coherent, and / = Σ /ft, then Σi(yJ9 fhj) ~ Σ(σf., /gf)

e /(Π); this mapping from £(Ω) -* CC(Π) extends linearly to Z)(Ω) with

kernel /(Ω). It is tedious, but routine, to show that this is an isometric

*-isomorphism: CC(Ω) -> CC(Π), preserving the masa,

DEFINITION. A ^representation of CC(Ω) is a bounded *-homomor-

phism 77: CC(Ω ) - * # ( £ ) where φ is a separable Hubert space so that

τr(Cc(Ω))ίρ is dense in φ . For α E CC(Ω) put | α | = supjτr(α) | where π

ranges over all *-representations of Q(Ω). In fact | α | < | # |0.

DEFINITION. Let C*(Ω) be the completion of CC(Ω) with respect to

this norm. Since CC{X) C CC(Ω) is already equipped with the C*-norm, its

closure in C*(Ω) is C0(X). Again, if Π - Ω, C*(Ω) = C*(Π). Before

proceeding further, we will show that the ^representations of CC(Ω) arise

from representations of Ω by partial isometries on a Hubert space satisfy-

ing a mild continuity hypothesis.

4. Suppose Ω localizes X.

DEFINITION. If π: Ω -* B($) is an ISG morphism (i.e., ττ(ωιω2) =

7r(ω1)7r(ω2), ττ(ω*) = ττ(ω)*, ττ(^) = 0) then it is said to be a ^represen-

tation of Ω if π | i d ( Ω ) extends uniquely to a projection valued measure

(PVM) on the Borels in X (call the extension π) so that π(X) — 1^.

Observe that ττ(Ω) C Ist(φ), the collection of partial isometries on ίρ; if

λ E id(Ω) then π(λ) is a projection.

NOTATION. For a bounded Borel function write ττ(/) =

It will be shown that π extends uniquely to an ISG morphism πa:

Ωα -> B(i&) so that its restriction to an equivalent localization yields a

*-representation. First, the natural correlate of the notion of coherence is

defined for elements of

DEFINITION. Let w, v E Ist(§). Then w, υ are said to cohere if (w*w,

v*v9 υ*u, w*t;), (MW*, UU*, UW*, wt;*} are two sets of commuting projec-

tions.

LEMMA. // u,υ E Ist(φ) cohere there is a unique w E Ist(φ) ^o that

w*w = sup(w*w, υ*ϋ) and u = wu*u, υ = wυ*t?.
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Proof. We have v*u — (υ*u)* — u*v and uv* = vu*; further,

u*uv*v = u*(uv*)v = u*(vu*)v = w*t> = v*u.

If I, η E φ so that w*«£ = I, ϋ*t)τj = η, put w(£ + η) = w£ + v-η. Then w
is well defined and a partial isometry with the prescribed properties since

(uξ + vη9 uξ + vη)= (u*uξ,ξ) + (υ*uξ,η) + (u*vη,ξ)+ (v*υη,η)

= (£>£>+ (v*vu*uξ,η)+ (u*U0*vη9ξ)+ (η,η)

= ( { , { > + ( € , η ) + < U , 0 + < 1 ^ > = <l + η , l + η ) .

Set w = 0 on the orthogonal complement ofw*wίρ + t>*ι;$. D

DEFINITION. A sequence «„ w2,..., G Ist(φ) is said to be coherent if
{ufuy. /, y}, {wf w*: /, j) are two families of commuting projections.

PROPOSITION. // uu w2,... G Ist(§) is coherent, then there is a unique

u E Ist(§), write u — /\ui so that u*u = sup{t/fii^} a«6? wz = uufut (and

consequently ut = utu*u).

Proof. Set/?, = w*w/9 ^ = «zw* each /,/? = sup{/?,-}, ? = sup{#,-}; first
define w on a dense subspace of pίQ as follows: Let ζX9...9ζn E H so that
^•ξ; = £z; then define w(Σ^) = Σw7^. That this is well defined will follow
if it can be shown to be isometric. As in the lemma consider

j

So IΣUiii\=\ΣξiI and we are done (since u = 0 on the orthogonal comple-

ment). D

COROLLARY. If π: Ω - ^ 5 ( φ ) w ^ *-representation, then it extends

uniquely to an ISG morphism πa: Ωα -> 5 ( § ) (which restricts to a "'repre-

sentation for any equivalent localization).

Proof. Note that πa is already defined on id(Ωα) because π extends

uniquely to a projection valued measure. If σ E Ωα then there is

{ωl9 co2,...} E Ω, a coherent family with, d(σ) — U( d(ωι) and σd(ωi) =

ω,-. Since ττ(id(Ω)) forms a commuting family of projections, (π(coz)} C

Ist(φ) is coherent (since 77(ω/)*77(coM) = ^(ωfω^) and 7r(coz)77 (ω /)* =

π(ωtω*)). Putττα(σ) = t π(ω(). Soτrα(σ*) = t π ( ω f ) =Tflr(ω |.)* = ττα(σ)*.
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Evidently the construction does not depend on the particular choice of
coherent family {ωz}. D

5. Before establishing the correspondence between ^representations
of localizations and *-representations of their associated normed *-alge-
bras, a local covariance property for ̂ representations of localizations is
noted. Here again, Ω localizes X.

LEMMA, Ifm\ Ω -> B($) is a *-representation and(ω, f) E E(Ώ) (i.e.,
f E CJid(ω)))9 then

# ( / • ω*) = τr(ω)π(/)τr(co*).

Proof. It is assumed that/> 0 and | / | = 1. Choose ε > 0 small (< 1),
and n = max{ra: me < 1}. For 1 < i < n put λz = {x E X: f(x) < ie}
(λ E id(Ωα)), χt the characteristic function for λz. Clearly T7(λz) = π(χi)
since 7Γ is a PVM. Then χz co* is the characteristic function of ωλ co*.
Then, evidently ir(x^) = 7r(ω)7f(χ/)τr(ω*). Since |/— εΣχJ^ < ε and
|/ ω* — εΣχz ω* |< ε, the result follows by linearity and continuity. D

THEOREM. With π as above

defines a *-representation of CC(Ω).

Proof. There are several things to check: non-degeneracy follows from
the non-degeneracy of π (recall π(X) = 1^). Involution is preserved; for
(ω, /) E £(Ω), (ω, / ) * = (co*, / - co*) and

= 7r(ω*ω)τf (/ )ττ(co)* = (*r(ω)#

so involution is preserved by linearity. For (ω, / ) , (σ, g) E

#(ω, /)τf (σ, g) = 7r(ω)77(/)τr(σ)77(g)

= 7r(co)#(/)π(gσ*)τr(σ) = 77(ω)#(/(gσ*))τr(σ)

= 7r(co)τr(σ)7r(σ*)7f (/(gσ*))ττ(σ) = π(ωσ)

#(ω, / ) # ( σ , g) = τr(coσ)#((/σ)g) = ττ(ωσ,
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whence % is an algebra homomorphism (by distributivity). If {(ωi9 /•)}
is coherent, there are open sets λt with supp(/ ) C λf C */(«,-) and
(ω^λj is coherent. Put u = /[π(ωiλi); then π(Σ(ωi9 /•)) = w * ( 2 / ) ; so
I #(2(«,-,/))! = [ #(2)5)1^12/, | w . In particular, /(Ω) C ker(ττ). If
{(ωi> /)} i s arbitrary (but finite), let {(σ/7, g/y)} be a coherent partition
for 2(«,.,>;.

since/(Ω) c ker(π); so

Taking the minimum over all coherent partitions establishes bounded-
ness. D

For completeness we include:

PROPOSITION. Every bounded *-representation of CC(Ω) arises in this
way.

Proof. If p is a *-representation of CC(Ω) on φ, then a "'-representa-
tion 77 of Ω on φ is to be exhibited so that p = π. For / G Cc( X) (then
certainly/E CC(Ω)), take (λf , gf.) G £(Ω) with λf G id(Ω) and Σ/g,. = / ,
s o P(/) — 2ρ(λz, /gf); this defines a non-degenerate *-representation of
Q(-Y) which implies the existence of a PVM 77 on X so that ττ(X) = 1.
Consequently π is well defined on id(Ω). For ω E Ω, d(ω) is paracom-
pact; let / E Cc(d(ω)) be a partition of unity on d(ω) subordinate to
some locally finite covering. Then put

n

π(ω) =lim 2 P(«>/•)
n 1 = 1

(where limit is taken in weak operator topology in B(ίg)). Then π(ω) is a
partial isometry.

and 77 is the desired ^representation of Ω. D

6. PROPOSITION. //Ω simplifies then CC(Ω) ώ algebraically simple.
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Proof. Suppose / C CC(Ω) is a non-zero ideal. If σ, ω E Ω are incoher-
ent (say d(σ)d(ω) Φ 0), then there is x E d(σ)d(ω) so that σ(x) φ ω(x);
whence there is λ £ id(Ω) with x E λ such that r(σλ)r(ωλ) = θ. Hence,
if ω, σ are incoherent, there is λ E id(Ω), λd(ω) — λ, such that ω(λ)σλ =
θ. Now suppose lΐ=λ(ωi9 f) E / (φ 0). So for each k, there is λ E id(Ω),
λd(ωk) = λ, so that either ωzλ is coherent with ω^λ or r(ω/λ)r(ω^λ) = θ.
Now, choose λ, k so that there is x E λ with Σ/ ( JC) ^ 0 (where the sum is
taken over the indices / for which ωtλ is coherent with ookλ). Choose
/ E Cc(λ) with/(jc) Φ 0. Then

(«*(λ), / ωί)(Σ(ω/f /))(λ, / ) = (ωΛf g) e /, g * 0.

Then h =\g\2 E Cc(X)+ ΠL Now, put [/ = {x: h(x) > 0}. Let KcXbe
compact; there are ωl9... 9ωn E Ω such that ^(ω^) C U and jfiΓ C U. r(ω^)
and/ E Cc(r(ωz))+ so that Σ/.(JC) = 1 for each* E K. Set

g . ( x ) j 2 ( x ) , x E </(«,.) a n d / . ί ω ^ x ) ) > 0,
[0 otherwise.

Then Σf / = Σ^co, gi)h(<**> ft«Γ) e / so / = Q(Ω). D

7. Suppose G, a countable group, acts freely on a space X; choose a
countable basis and let Ω be the associated localization.

PROPOSITION. C*(G, X) = C*(Ω).

Proof. It suffices to show that covariant representations of the pair
(G, Co( JQ) correspond to *-representations of Ω in such a way that the
enveloping algebras are identical. Suppose φ is a Hubert space, u:
G -» B($) a unitary representation and p a PVM on Xevaluated in B($)
so that (w, p) is covariant, i.e.,

p(gF) = w(g)p(^)W(g)* for g E G, F C XBorel.

If co E Ω then there is λ E id(Ω) so that ω = g\λ. Set π(ω) = w(g)ρ(λ)
and observe that this yields the desired ^-representation. Given π: Ω ->
B(ίQ) a *-representation, then let p be the unique extension of m \ id(Ω) to
a PVM. For g € G, there are ωz E Ω so that co7 = g 1 ^ } and U d(co,) = X

8. Let v — (nx,...,nk) be a multi-index consisting of positive (Φ 0)
integers, and Ŝ  the associated finite localization on In V VIn . It is
more or less a routine matter to see that
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Refer now to the AF localizations discussed in §3/6; we will show that
the associated C*-algebras are unital AF algebras. More explicitly, let
(m(/, j \ k)} be a choice of multiplicity indices; let Ω(m) be the AF
localization onX{m) constructed in §3/6. For λ E id(Ω), let χ(λ) denote
its characteristic function. Since λ is compact and open, χ(λ) E C(X(m)).
Further, the collection (χ(λ): λ E id(Ω)} separates points; hence, by
Stone-Weierstrass the algebra generated is dense in C(X(m)).

In particular, the collection {(ω, χ(d(ω))): ω E Ω(m)} is total in
C*(Ω(m)). Given / > 0, the algebra generated by

{(σ((κ, v)9 (s9 /)), χ(K(s91))): (u9 v)9 (s91) E £ ( / ) , υ{l) = t(l)}

is isomoφhic to M . Whence, there is an increasing sequence of finite-di-
mensional algebras in C*(Ω(m)); the union is dense because
{(to, χ(d(ω))): ω E Ω(m)} is total. Therefore, C*(Ώ(m)) is a unital AF
algebra.

Recall that for each / > 0, m(i9 j \ k) is an n(i) X n(i + 1) matrix
with entries in Z + so that no row or column is completely zero. Then m
defines a sequence of order morphisms

(where Z" ( / ) is viewed as an ordered abelian group) so that (qk) —
with 0 <y < n(i) and 0 < k < n(i + 1) is defined by

j

Then K0(Q(m)) = lim ZΠ(I"> is the Elliott group of C*(Ω(m)).
—»

6. Induced representations and Mor i ta equivalence.
1. Throughout this section Ω will be a simplification on X. Let Y be

an Ω-manifold with atlas Σ = {σ,}. Then Ω(Σ) simplifies Y; and the
*-representations of Ω(Σ) are closely related to those of Ω. It will be seen
that C*(Ω(Σ)) is strong Morita equivalent (SME) to C*(Ω); in fact the
choice of imprimitivity bimodule is prescribed by the equivalence class of
the Ω-atlas. Suppose π: Ω -> B($) is a ^representation:

DEFINITION. If p: Ω(Σ) -> B(®) is a *-representation, then it is said
to be induced from π if there are partial isometries Tt: ® -> $ so that
T[Γf = Tr^σ^σ/) and ρ(σ*ωσj) = T*πa(ω)Tj each 1,7 and ω E Ωα.

PROPOSITION. Induced representations are unique modulo unitary equiv-

alence.
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Proof. Suppose p' = Ω(Σ) -» B(W) is another representation induced
from 7T; then there are partial isometries T{: ®' -> φ with T{(TJ)* =
7rα(σ,σ/) and p\σ?ωσj) = (T;)*πa(ω)Tj all i, y and ω G Ωα. Set Λ,. =
2777 G Ist(®' θ ®); then Rt is a coherent sequence of partial isometries:

* , * * = T*T>{Tj)*Tj = 7>«(σ,σ/)7J = p(σ;V/*, )

and {p(σ/|cσ/σ/tσ/)} is a commuting family of projections on ®, while

i?fi?y = (TD^TfTJ = (I7)^«(σ,σ/) 7}' = p'(σ*σyσ;σy)

and {p'iσfσjσfσj)} is a commuting family of projections on ®'. Set
i? = T Rt. Then i?: ®r -> K is a unitary.

We show if ω' G Ω(Σ) then ρ(ίor)i? = Rp'(ω'). It is sufficient to
demonstrate this for the generating subset {σfωσ^ίoEΩ,/, ;}. Thus:

pίσ ωσjΛ = T?<n{ω)TjR = T*π(<*)TjRj = T*7r{")ψ*TJ

and

= τ*τ;(τ;)*τr{ω)τj = τ*<n{ω)τ;. D

2. The existence of induced representation is proven via the char-
acterization of an Ω-manifold as the primitive of a reduction of an
ampliation.

PROPOSITION. Induced representation exist.

Proof. There are three cases to consider:
(i) Reductions: If U Q X is open then τr(ί/), a projection, is the

value of the PVM on U. Then the restriction of π to the reduced
simplification defines a ^representation of Ω^ on π(U)§.

(ii) Ampliations: Let Ω00 = Ω X S^ be the ampliation of Ω (Ω00

simplifies X X 7^). Put ® = /2(7oo> $)'> define partial isometries S,: ^ -> §
by 5 ί(ί) = {/ each ί G 7^. Set p: Ω00 -> Λ(ft) by p(ωX(i,y)) =
S?π(ω)Sj; then p is the desired induced representation.

(iϋ) Primitives: Suppose ψ: Γ̂ -> y is a local homeomorphism ad-
mitted by Ω. An element ω G Ω intertwines ψ if for every JC G d(ω),
ψ(ω(x)) = ψ(x). Put § 0 =sp{(7r(ω) - ττ(d(ω)))|: ξ G § , co intertwines
ψ}, ^ = Φo 5 a n d let P be the unique projection with range ®. Let
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2 = {σj C S0(Y9 X) be a complete family of local sections for ψ. Then
let St: ® -> £ by $ = ^/-(σ^P. Then the collection {St} induces the
desired *-representation p: Ωψ -> 2Ϊ(®). D

: Reversing the induction process yields the original ^representa-
tion (modulo unitary equivalence).

3. The linking algebra characterization of SME developed in [10] may
now be invoked. That is, two C*-algebras A and B are SME iff there is a
third C*-algebra C (the linking algebra) and two projections/?, q E M(C)
(multiplier algebra) with/? + q — 1 so that A =pCp, B = qCq, and neither
algebra is contained in a proper ideal (i.e., A and B appear as complemen-
tary full corners in the linking algebra). The imprimitivity bimodule is
J =pCq; so if a E pCq then a*a E B and αα* E A.

THEOREM. //Ω simplifies X and Y is a Ώ,-manifold with atlas Σ = {σz},

then C*(Ω) and C*(Ω(Σ)) are exhibited as complementary full corners in

C*(Ϊ(Σ)).

Proof. The linking simplification T(Σ) was defined to be the simplifi-
cation on XV Y generated by Ω and Σ. The reduction of T(Σ) to X,
Ϊ ( Σ ) X , is equivalent to Ω, while the reduction to 7, T(Σ) y ~ Ω(Σ). If TΓ.
Ω -» B($) is a ^representation so that #: C*(Ω) -> B($) is faithful, then
the induced ^representation p: Ω(Σ) -> B(&) yields a faithful representa-
tion p: C*(Ω(Σ)) -> 5 ( ^ ) . Take the induced ^representation φ: T(Σ) ->
5 ( φ Θ S) so that if ω E Ω, ω' E Ω(Σ) then φ(ω) |φ = τr(co), φ(ω') ̂  =
p(cor). Thus C*(T(Σ)) is the desired linking algebra. The reduced algebras
C*(Ω), C*(Ω(Σ)) are exhibited as complementary full corners, since the
characteristic functions on X and Y are projections in the multiplier
algebra.

NOTATION. Write /(Σ) = {a E C*(Ϊ(Σ)): α*α E C*(Ω(Σ)), aa* E
C*(Ω)}; then /(Σ) is the canonical imprimitivity bimodule associated to
theΩ-manifold(Γ, Σ).

COROLLARY. // Yx and Y2 are ^-manifolds with ti-atlases Σ 1 ? Σ 2 , then

Yx V Y2 is an ti-manifold with Ώ-atlas Σ, U Σ 2 . Also, C*(Ω(Σj)) and

C*(Ω(Σ)) embed canonically as complementary full corners in C*(Ω(Σj U

Σ 2 )) . (Since Yx is an Ώ,(Σ2ymanifold and vice versa.)
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NOTATION. Write

J(Σl9 Σ2) = {a G C*(Ω(Σ, U Σ 2 )) : α*α e C*(Ω(Σ2))

andαfl* G C*(Q(ΣX))}.

Then /(Σ l 9 Σ 2) is the canonical imprimitivity bimodule associated to the
ordered pair of Ω-manifolds ((Yl9 Σ^, (Y2, Σ2)>. Viewed as imprimitivity
bimodules / ( Σ 1 , Σ 2 ) s / ( Σ 1 ) * ® / ( Σ 2 ) (where the tensor product is
C*(Ω)-balanced).

DEFINITION. TWO Ω-manifolds (Yj, Σj), (72> Σ 2) are said to be weak
equivalent (write (Yl9 Σ,) - (Y29 Σ2)) if there is α G /(Σj, Σ 2) with a*a
strictly positive in C*(Ω(Σ2)) and aa* strictly positive in C*(Ω(Σ,)).

Note that this condition implies C*(Ω(Σ1)) s C*(Ω(Σ2)) because the
unitary in the polar decomposition of a implements this isomorphism by
conjugation. If Yl9 Y2 are compact then a G /(Σ l 5 Σ 2) may be chosen to
be unitary. If an Ω-manifold, (Y, Σ), is weak equivalent to the disjoint
sum of compact Ω-manifolds then C*(Ω(Σ)) has an approximate identity
consisting of an increasing sequence of projections. The notion of weak
equivalence provides some indication of why Cartan masas (as defined in
the Introduction) need not be isomorphic.

7. Free localizations.
1. A localization will be said to be free if any element with a fixed

point is locally an idempotent. (Renault calls a partial homeomorphism
relatively free if its fixed points form a compact open set, he also requires
that the domain and range be compact-open cf. 1.2.11 of [39].) We will
show that each free localization is associated to a unique principal
r-discrete groupoid with Haar system (as defined by Renault [39]), the
open G-sets of which are identified with the affiliation of the localization.

NOTATION. We use "R" for principal groupoid because of its natural
kinship with equivalence relations (1.2c) and also because " G " is reserved
for groups.

DEFINITION. If Ω localizes X then it is said to be free if for every
ω G Ω and x G d(ω) with ω(x) = x, there is λ G id(Ω), x E λ , such that
λω — ωλ = λ.

Fact. A localization, Ω on X, is free iff for every ω G Ω there are
λ l9 λ2,... E id(Ω) with d(ω) = U zλ z such that either λιωλι = λι or
λ COλ, = θ.
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Proof, Suppose the latter condition is satisfied, and ω(x) = x for
some co E Ω and x E d(ω). Then x E λf for some / and λ coλ, φ 0, so
λ̂ co = ωλir = λ/β Conversely, suppose Ω is free. Then let Λ = {λ E id(Ω):
λ C d(co) and λcoλ = λ or 0}. Suppose there is an x E d(ω) so that Λ; £ λ
for each λ E Λ. Either co(x) = x or co(x) ^ x. In the first case, there is
λ' E id(Ω), x E λ' so that coλ' = λ'; then λ'coλ' = λ'; this contradicts our
assumptions. In the second case, ω(x) φ x, we can find λ l9 λ2 E id(Ω),
^Λ 2 — 9 so that x E λ l5 ω(x) E λ2; consequently, there is λ3 E id(Ω)
with x E λ3, λ3λx = λ3, co(λ3)λ2 = ω(λ3); hence λ3coλ3 = 0 (write co(λ3)
for coλ3co*). D

2. If Z is a set and 7? C X X Z is an equivalence relation then R is to
be viewed as a principal groupoid for our purposes. The set of composable
pairs, R2 C R X i?, is easily seen to be

* 2 = {(*, J ' X J ' , &. χ,y,z£ x, (χ> y), (y, z) e i?}.

The groupoid inverse map is the flip map ((x9 y) -> (y9 x)) restricted to
R. The range and domain maps (r and d) are simply the projections onto
the first and second factors.

DEFINITION. If Ω localizes X freely then let Λ(Ω) be the orbital
equivalence relation on X, i.e., (x, y) E i?(Ω) iff there is co E Ω, y E </(co)
with * = co( j>). That this defines an equivalence relation is not difficult to
see: (*, x) E /?(Ω) because id(Ω) forms a basis; ( c, y) E 7?(Ω) implies
(>>, x) E i?(Ω), since if x = ω(y)9 then 7 = co*(x); if (x, j ) , (y, z) E
i?(Ω). Then (x, z) E i?(Ω) since there are co, σ E Ω with x - ω(y), y =
σ(z) so x — coσ(z).

THEOREM. There is a unique principal r-discrete groupoid with Haar

system R associated to a free localization Ω on X, so that R° = X, and the

ISG of open R-sets {qua partial homeomorphisms on R°) is Ωα. Further each

principal r-discrete groupoid with Haar system arises in this way.

Proof For co E Ω, let [/(co) = {(ω(x), x): x E d(ω)} C Λ(Ω). The
collection {ί/(ω): co E Ω} defines a topology on i?(Ω) by virtue of being a
basis. Equipped with this topology i?(Ω) is a second countable locally
compact Hausdorff space since X is. In order that i?(Ω) be a topological
groupoid, composition and inversion must be continuous. (Then R = i?(Ω)
is the required groupoid.)
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Composition. Suppose (x, y), (y, z) E i?(Ω) and U is an open neigh-
borhood of (x, z). Then it is necessary to show that there is an open
subset VCR2, with ((x, y), (y, z)) E V, that maps into U via the
composition map. Let co, σ E Ω so that y = σ(z) and x = ω(y). Then
JC = ω(σ(z)). There is β E Ω so that (x, z) E ί/(j8) C ί/; since Ω is free
and β*ωσ leaves z fixed, there is λ E id(Ω), z E λ, λd(β) = λd(ωσ) — λ
so that βλ = coσλ. Then [/(σλ) is an open neighborhood of (y9 z) and
U(ωr(σλ)) is an open neighborhood of (x, y). Setting

V= R2 Π (ί/(ωr(σλ)) X £/(σλ))

yields the desired open set. So composition is continuous.

Inversion. To show that the inversion map on /?(Ω) ((JC, y) -> (y9 x))
is a homeomorphism, it clearly suffices to show that it is continuous
pointwise (since it is a bijection and its own inverse). If (x, y) E i?(Ω)
then there is ω E Ω with y E: d(ω) so that y = co(x) and consequently
ί/(ω) is an open neighborhood of (x, j>) and t/(co*) is an open neighbor-
hood of (y9 x). Observe that for each (v, w) E U(ω), (w9 v) = (v, w)~λ

= (ω*(v)9 ίo(w)), so inversion is continuous.

By Proposition 1.2.8 of [37] it remains to show that r: R -» X is a. local
homeomorphism, but this is evident from the construction and the basis
chosen. (If ω E Ω, then r\U(ω): U(ω) ^r(ω).) Open Λ-sets in i?(Ω) are
identified with elements in S0(X) in a straightforward manner: an open
i?-set T is homeomoφhic to its images under the range and domain
mappings; so let στ E S0(X) be the unique partial homeomorphism for
which T = {(στx, x): x E d(στ)}. Choose ωf E Ω so that T = \Ji t/ίω,-).
The collection {ωz} is coherent and for each i, oτd(ωi) = ω7. Since
έ/(σΓ) = Ujέ/ίω,), σΓ E Ωα. Further, if σ E Ωα then Γ(σ) = {(σ(x), x):
x E rf(σ)} is an open /?-set. It remains to show that if R is a principal
r-discrete groupoid admitting a Haar system then R — i?(Ω) for some
localization on the unit space X (= R°). This is established already, in
essence, by Proposition 1.2.8 in [39], where it is shown (among other
things) that R must have a basis, %, of open Λ-sets. It is assumed here
that all spaces are second countable so % may be chosen to be countable.
Identifying % with elements in So( X), Ω is defined to be the smallest ISG
containing it. Then Ω localizes X and R — i?(Ω) (if (x, y) E R, there is
U E % with (x, y) E U9 and consequently y E d{ov\ σv(y) - x). D

It seems to be true that C*(Ω) is isomorphic to C*(i?(Ω), σ) (as
defined by Renault) at least if the continuous cocycle σ is trivial. In any
case, it is clear that CC(Ω) = CC(R(Ω)) if the Haar system is the counting
measure.



172 ALEXANDER KUMJIAN

3. For this class of groupoids, Renault constructs a reduced C*-alge-

bra, Cr*d(i?,σ), (in addition to the usual C*-algebra associated to a

groupoid) wherein the norm is derived from representations induced from

measures on the unit space. Some of his results should be noted:

PROPOSITION. 2.4.6 [39]. There is an order preserving bijection between

the lattice of ideals in the reduced C*-algebra and the lattice of invariant

open sets in the unit space. (So in particular Cr*d(i?(Ω), σ) is simple iff Ω

simplifies.)

He defines a conditional expectation P.

PROPOSITION. 2.4.8 [39]. The conditional expectation P: C*ά(R, σ) -*

C0(R°) is the unique such with range C0(R°); furthermore it is faithful.

The conditional expectation is defined first on CC(R, σ) as restriction

to R° and then extended. Uniqueness is proven by a partition-of-unity

argument.

4. Suppose Ω is a free localization on X.

THEOREM. There is a conditional expectation P: C*(Ω) -> C0(X) and

an ideal I C C*(Ω) so that I+ = {a> 0: P(a) = 0} and

(i) C0(X) is maximal abelian,

(ii) {a E C*(Ω): a*P{b)a = P(a*ba) each b E C*(Ω)} is total.

Proof. Consider the following directed set:

Δ = {(K, { λ J ) : # C * c o m p a c t , λ 1 , . . . , λ , 1 E i d ( Ω ) a n d # C ( J λ z }.

For δ = (K9 {λ l9...,λ^}) and γ = (L, {μu... , μ j ) £ Δ put 8 < γ if

K QL and for eachy, 1 <y < m, with μj Γ) K =£ 0 there is /, 1 < / < «,

so that λ7μy = μy. For each δ E Δ, δ = (K, {λ,-}), choose/ 5 E C c (λ f )
+ so

that Σ f ( / 8)2(jc) = 1 for each x E K, and i Σ ί / * ) 2 ^ = 1. Define Pβ(α) =

Σ ffaff for α E C*(Ω). Then Pδ is completely positive and:

Claim. \Pδ\= 1. Let φ be a faithful C*(Ω) module (i.e., a representa-

tion but this notation is suppressed for clarity of presentation). Let

§ B = $ θ . θ φ ( w times), put p(a){ξl9... ,£„) = (aξl9.. .,aξn) for a E

C*(Ω). Let Vδ: ίρ -> ©" be defined by Kδ(|) - (/*&...,//{). Then
8 2 so I Kδ*Fδ|= 1; then Pδ(a) = V*p{a)Vδ and \P8\= 1.
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Claim. For each a E CC(Ω) there is δ E Δ so that if γ > δ then
Py(a) = Pδ(α) G CC(X). First, observe that if δ = ( # , {λf }) and/ G CC(JT)
with supp/CAT then Pδ(f)=f- Next consider (ω, /) E i?(Ω); since
ίΓ = supp /is compact and Ω is free there are λ{ E id(Ω) so that K Q U λz

and λ ωλ, = λ, or θ, let δ = {K, {λf}}. Put n(δ) = {/: λ^λ , = λ,-}.
Suppose γ = (L, {μ_,.}) > δ. Then μy.ω/iy = μy or β, set π(γ) = {7: μyωμy

= μ7}; observe that if λ7μy ^ β then i E π(δ) iffy E n(y). We have

= Σ (λ;ωλ(,/Uδ)2) = 2 (λ,,/Uδ)2)ecc(x),
ιe«(β) /en(β)

and since (ω, /) = Σ,(ωλ,., /(/ δ) 2),

= Σ

(if i & n(δ) then μjωλ^j = ̂  for eachy)

= Pγ(i>β((ω, /))) = Pβ((«, /)) since Pδ((ω, /)) E CC(

For a — Σjioij, ft), choose δ, E Δ for each / so that if γ , ^ δ , then
^ γ (( ω / ' /)) = **«((«*> /<))• Choose δ E Δ so that δ > δ, for each /. Then if
γ > δ , P γ ( f l ) = 1 p ί ( f l ) G Q I ) . Define P: CC(Ώ) ̂  CC(X) by P(o) =

C/α/m. I f / e CC(X) then P(f) = / a n d if α E CC(Ω), P(α/) = P(fa)
= fP(a). For / E QA"), take δ = (K, {λ,}) so that suppfCK. Then
evidently />>(/) = / . For a E CC(Ω) let γ E Δ be such that Py(a) = P(a).
Then

Λ(/ f l) = Σ///<// =/2/yV/ =/P γ(β) =/P(β)
y

(and if γ' > γ, Py(fa) = fP(a)) so P(/α) = fP(a); the fact that P(af) =
β) is proven similarly.
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Claim. P extends uniquely to a conditional expectation on C*(Ω). For
a E C*(Ω) set

P(a) = timPlt(a).

Then P(a) E C0(X). Choose an E CC(Ω) so that αn -» α. Since | P | =
1, P{an) converges to some / E C0(X). For ε > 0, there is n so that
l^(««) ~f\< ε and |α - an\< ε; take 8n E Δ so that /»β(an) = />(<*„) for
<5>δπ. Hence for δ>δn,

\Pδ(a) -f\<\Pt(a) ~ Ps(an)\ + \P(an) -f\<2ε.

Thus P(a) =/ .

Claim. C0(X) is maximal abelian. Let a E C*(Ω) commute with
CQ(X); since X is σ-compact there is an increasing sequence of compact
subsets {Kn} which exhausts X. Choose 8n E Δ, δn = (Kn, [λ]}):

This is because {Σ,(/δΌ2} forms an approximate identity for CC(Ω) and
consequently for C*(Ω). Hence P(Λ) = a E C0(X). Finally if a e £(Ω)
(a = (ω, /)) then a*P(b)a = P(a*ba) for all /?. This is checked easily for
6 E £(Ω) extends linearly to CC(Ω) and obtains generally by continuity.
Evidently £r(Ω) is total in C*(Ω). One may now infer that there is an ideal
/ c C*(Ω) so that {a > 0: P(a) = 0} = / + , since if α > 0 and P(a) = 0
then P(b*ab) = 0 for any ft E C*(Ω). Π

COROLLARY. // Ω simplifies then C*(Ω)// is simple.

Proof. Suppose C*(Ω)// is not simple. Then there is a proper ideal
/ C C*(Ω) so / C / but / φ J. Let a > 0 with Λ E / but a ^ /, δ E Δ;
then Pδ(tf) E / and since Pδ(a) ^ P(α), P(a) E /; ^(β) ^ 0 since a > 0
and a & I. Since CC(Ω) is algebraically simple (§5/6) and dense in C*(Ω)
it follows that / = C*(Ω). So C*(Ω)// is simple. D

COROLLARY. 7/Ω simplifies and C*(Ω) Λα̂  a faithful finite trace τ then
C*(Ω) ώ simple.

Proof. In view of the above corollary it suffices to show that 7 = 0.
Suppose a E 7 + , α ^ 0; then τ(α) > 0. But since τ is finite it must be
norm continuous. For each b E CC(Ω), δ >: δ0, τ(Z?) = τ(Pδ(b)); so by
continuity τ(a) = τ(P(ύf))? but this is a contradiction since P(<2) = 0. So
7 = 0 and C*(Ω) is simple. D
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5. Most of the examples considered heretofore are of free localiza-
tions. Each AF localization is certainly free since finite localizations are
free. In this case the conditional expectation P was constructed by
Stratila-Voiculescu in [46], p. 17, and shown to be faithful (1.2.7, p. 24).

If G is discrete and acts freely on a space X, then amenability for G
will guarantee that P is faithful. Related discussions may be found in [20,
31,38].

([39] 2.3.6) Renault's notion of measure-wise amenability guarantees
in the case of principal r-discrete groupoids that the conditional expecta-
tion is faithful. It is interesting to observe that if P is faithful, C*(Ω)
embeds in the multiplier algebra of a continuous trace algebra SME to
CQ(X). (This is because in line with Rieffels treatment of conditional
expectations in [41] a faithful representation of C*(Ω) is induced from
C0(X)viai>.)

8. Compact primitives.
1. RieffeΓs discovery [44] of a countable family of inequivalent

projections in an irrational rotation algebra suggests the following result, a
condition of sufficiency for the existence of a projection. Suitably mod-
ified, the condition yields an increasing sequence of projections which
forms an approximate identity. Throughout this section Ω will denote a
simplification on X.

DEFINITION. A space Y is called a compact primitive of Ω if Y is
compact and a primitive of a reduction (i.e., there is an open set U Q X
and a local homeomorphism ψ: U -> Y admitted by Ω^). Evidently a
compact primitive is an Ω-manifold.

2. THEOREM. Let Y be a compact primitive ofΏ.so there is an open set
U Q X and a local homeomorphism ψ: U -» Y admitted bytiυ; let Σ = {σj
C SQ( 7, X) be a complete set of local sections for ψ. Then there is a partial
isometry u E J(Σ) so that u*u = 1 ( e C*(Ω(Σ))). (§6/3).

Proof. For each / choose/ E Cc(dσz)) so that for each j> e Y there is /
for which f{y) =£ 0. Since Y is compact there is m > 0 so that 7 =
Uz

m

=1{jr fi(y)Φ0}. In addition, for each y E Y set n(y) = {(/, j):
y E o?oj} (Note: σ*σy E id(Ω(Σ)) and put/(>0 = ^n^UjftXy). Then
we require f{y) > 0 for ally. (This requirement is satisfied if, for instance,
each ft ^ 0.) Now set gi(y) =/O)/(/( .y)) 1 / 2 . Then & E Cc(</(σ,)) and
u = Σ(σz , g,) E /(Σ) (since u E C*(T(Σ)); cf. §4/3). Then

7 = 1
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and

u*u = 2(σ/σ,., (g,σ*σ,.)g,.) = h e C(Y)

since {σ,-} is left coherent, σ/σ, E id(Ω(Σ)). Then

Hy)= Σ (*/*,.*,&)= 77^ 2 (a/a,,//,) = 1. D

COROLLARY. SW /? = uu* E C(Ω), /? ώ α projection and pC*(Ώ)p =

wC*(Ω(Σ))w* = C*(Ω(Σ)). ΛZw?, // t? E /(Σ) w flΛoΛer such (υ*υ = 1)

Proof. Let w = t w* E C*(Ω). Then w>v* = vu*uv* — q and >v*w =

uυ*υu* —p. D

DEFINITION. If X is compact then two compact primitives (Yl9Σx)

and ( Γ 2 , Σ 2 ) are said to be complementary if there is uλ E / ( Σ ) with

ufux = 1 E C*(Q(ΣY))9 and w2 E / ( Σ 2 ) with u\u2 = 1 E C*(Ω(Σ2)) so

that w,fif + w2w| = 1 E C*(Ω). In this case X ^ (Yλ V 72> Σ 1 U Σ 2 ) . An

example of this phenomenon appears in the next section.

DEFINITION. A sequence of compact primitives {(Yi9 Σz)} is said to be

complementary if there are ut E / ( Σ y ) with ufui — 1 E C*(Ω(Σ/)) and

the collection {utuf: i) are orthogonal projections in C*(Ω) so that

pn = Σ"= i UjU* is an approximate identity. In this case X^(V fYi9 Uz Σ, )

(JSf is certainly an Ω-manifold).

3. A condition for the existence of an approximate identity consisting

of an increasing sequence of projections is offered which seems to be

weaker than the existence of a complementary sequence of compact

primitives.

THEOREM. Suppose there is a sequence of compact sets KnQ X so that

X— ^nKn and a sequence of compact primitives ψw: Un-* Zn such that:

{ϊ)KnQUnQKn+xeachn.

(ii) //ψπ(x) = ψπ( y)9 x£Un,yGKn then x=y (each n).

Then there is an increasing sequence of projections, {pn} C C*(Ω), which

form an approximate identity.



LOCALIZATIONS AND SIMPLE C*-ALGEBRAS 177

Proof, We require:

LEMMA. Suppose 0¥zVlQKcV2CX with K compact Vl9 V2 open
and there is a compact primitive defined by ψ: V2 -> Z so that if x E V2>
y E Kwith ψ(x) = ψ(y) then x — y. Then there is a projection p E C*(ΩK2)
so that if a E C*(ΩKι), pa — ap — α.

/V00/. Let Σ = {σj be a family of local sections for ψ and put
Y = ψ(K). Then if >> E 7 Π d^d^), it follows that σ,O) = σ y θ) E ίΓ.
Let w = Σ/ίσ,-, g,) be as in 2. Then

p = , g,σ/) = 2 (σiσ

y*» (ft

Observe that if λ E id(Ω), λ C K then σ,σ*λ is an idempotent; so if
/ E C c ( λ ) then

(λ, /) = 2 (σ^ , ((gtgj)σ;\)f) = (λ,
'.7

because

Σ ((ftf/) σ/)(j) = 1 eachj e ϋΓ.

Similarly if (ω, /) e E(Ω) with r(ω) C K,, then

uu*(ω,f) = (ω,f),

and if (ω, /) e E(Q) with J(ω) C F,, then

so if («, /) E £(Ω) with /•(«), ί/(ω) C F,,

The proof is completed by linearity and the observation that Cc(2a) is
dense in C*(QV). •

Proof of Theorem. Choose/?„ as in the lemma. Then/?π+1 >/?n each π.
Also pn E C*(Ωί/). By Urysohn's lemma there is fn E Cc(Un) so that
/π(x) — 1 for each x E Kn. Then {/„} forms an approximate identity for
C*(Ω) since X = U Kn (and consequently if K is compact there is some n
for which # C Kn). For ε > 0, a E C*(Ω), there is « > 0 so that if m>n9
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then \fma ~ a |< ε; for m > n + 1:

^\Pm\\a ~ fm-M + \fm_λa - a\<2e

since pmfm~λ

 =fm-\ So {pm} forms the desired approximate identity.

REMARK. SO C*(Ω) may be realized as the inductive limit of the
primitive algebras C*((Ω^)ψ ).

EXAMPLE. If Ω is the simplification associated to translations of the
reals by a countable dense subgroup then C*(Ω) has an approximate
identity consisting of an increasing sequence of projections. In the next
section this example will be dealt with in somewhat greater detail.

4. By relaxing the requirement that Y be compact in 2, a result of
interest may still be salvaged.

PROPOSITION. Let U be open and let ψ: U -» Y be a local homeomor-
phism admitted byΏ,u;ifΣ

z={σι) C S0(Y, X) is a complete family of local
sections for ψ, then there is a E J(Σ) so that a*a is strictly positive in
C*(Ω(Σ)).

Proof. Since Fis paracompact it may be assumed that {^(σ,)} forms a
locally finite cover for Y. Choose/ e Cc(d(σt)) with Σ J / U < oo, Y =
Vi{y- fXy) ^ °} a n d > further, for each y E 7, there is σ, £Σ,y E </(σf )
so that Σ>>eΞσ*σ fj(y) Φ 0 (this is possible if for instance each/ > 0).

Then

/ = 1

(since if an = Σ"=i(σ;, /.), then an E C*(T(Σ)) and for m > n,

Σ («„/*)*/ i lθ

0 i = n
* Σ I/.L)

and / = α*α E C0(Γ), and for each y G Γ , /(y) > 0. So a*a is strictly
positive (since (^/|/"|00)

1/Λ forms an approximate identity for Co(7) and
hence for C*(Ω(Σ))). D

COROLLARY. With (Γ, Σ) and a as above, the hereditary subalgebra in
C*(Ω) determined by aa* is isomorphic to C*(Ώ(Σ)).
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Proof. Let a — u \ a | be the polar decomposition in C*(T(Σ))**. Then
u*u = 1 E C*(Ω(Σ)) and/? = uu* is the open projection associated to the
hereditary subalgebra of C*(Ω) determined by αα*.

9. Applications.
1. Let Ω denote the simplification associated to the action by transla-

tion of a countable dense subgroup G c R . Then, evidently, Ω is free since
G acts freely and C*(Ω) — C*(G,R) is simple since it has a faithful trace
(τ(α) = IP(a) dμ where μ is Lebesgue measure on R). A special case of
interest is when G = Ga = {n + ma: /?, m E Z} where a is an irrational
number. In this case the compact primitive defined by the quotient map
ψ: R -> R/Z (which is certainly a local homeomorphism and is admitted
by Ω because Z c G J gives rise to the irrational rotation algebra, i.e.,
C*(Ωψ) sC*(Z β J R/Z). Putting φ: R -> R/Zα, we have C*(Ωφ) =
C*(Z, R/Zα) (which is also an irrational rotation algebra for a' — \/a).
The fact that C*(Ωψ) and C*(Ωψ) are strong Morita equivalent follows
from [43], and a classification of unital C*-algebras in this strong Morita
equivalence class appears in [44].

If A is a simple unital AF algebra with comparability of projections,
then Elliott shows that KQ(A) is a subgroup of R [23] (and dense unless A
is finite dimensional). The existence of a projection p E C*(K0(A),R)
and a unital embedding A -»pC*(KQ(A)9 R)p is demonstrated in the last
part of this section. A preliminary classification of compact Ω-manifolds
modulo weak equivalence (§6/3) is shown to be indexed by G+ = {g E G:
g > 0} and this in turn provides some insight into the structure of the
diagonally defined hereditary subalgebras of C*(Ω) (i.e., C*(Ωί/) for
f/CR open).

2. NOTATION. For ease of presentation, the following notational
conventions will be used in this section. For t E G+ , the quotient map ψ:
R -* R/Zt defines a compact primitive X(t) (understood to be an Ω-mani-
fold with explicit reference to the equivalence class of Ω-atlases suppressed
since any collection of local sections of ψ whose domains exhaust X{t) will
do) and the induced simplification is denoted Ω(/) For s, t E G+ write
X(s V t) for X(s) V X(t) when convenient and let Ω(sV t) be the in-
duced simplification. Let J(s, t) C C*(Ω(s V /)) denote the canonically
specified imprimitivity bimodule for C*(ίl(s)) and C*(Ω(/)) (§6/3), so
that for a E J(s, t)9 a*a E C*(Ω(0) and aa* E C*(Ω(s)). (for 5,/,rG
G+ , /(s V /, r) =J(s, r) Θ /(/, r) is similarly defined.) Set Λo = {λ:
G+ -+ Z + : λ(0 = 0 except for a finite number of t's}9 writing nXt for the
disjoint sum of n copies of Xt9 put X(λ) — V t \(t)Xt where the disjoint
sum is taken over the indices t, for which λ{t) φ 0. Let Ω(λ) denote the
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induced simplification. Under coordinate-wise addition, Λo is an abelian
semigroup so that X(λx + λ 2) = X(λx) V X{λ2). Again for λ1? λ2 E Λo,
let /(λj, λ 2) C C*(Ω(λ! + λ2)) denote the canonical imprimitivity bi-
module so that if a E J(λl9 λ 2) then a*a E C*(Ω(λ2)), aa* E C*(SL{\λ)\
Define υ: Λo -» G+ by υ(λ) = Σ, ίλ(ί). The key result is that if

v(λ,) = υ(λ2) then

3. The following lemma establishes that X(s) and X(t) appear as
complementary primitives in X(s + t).

LEMMA. Suppose s, t E G+ and r = s + ί. Γ/ieπ there are u E /(s, r),

/(/,r) ww* = 1 (IΛ C*(Ω(J))) α/w/, w* - 1 (m C*(Ω(0))
w*w + ϋ*t; = 1 (in C*(Q(r))).

. Both ^(j) and Z(/) are to be viewed as compact primitives of
X(r) so the methods of the last section (§8/2) may be invoked. Identify
x E X(s) (X(t)9 X(r) respectively) with x G R (mod s) ((mod 0, (mod r),
respectively). Choose δ with 0 < δ < ^ min(s, t). Define ωl9 ω2 E
S0(X(r),X(s))by

rf(ω2) = ( J / 2 - δ, j + 2δ), co2(x) = x (inX(s)).

Observe that ω*, ω* are left coherent and X(s) = r(ω,) U r(ω2) so X(s)
is in fact a compact primitive of ^(r) . Define σ,, σ2 E S0(X(r), X(t)) by

d(σ2) = (s + t/2 - δ, r + 2δ),
= x - s
= x - s

Again σf, σ^ are left coherent while X(t) = /"(σ,) U r(σ2). Now choose λ,
μ: [0, δ] -»[0,1] continuous with λ(0) = 0, λ(δ) = 1 and λ2(x) + μ2(x) =
1 for each x E [0, δ]. Choose v E C[s + δ, r] with \v(x)\= 1 and
Kί + δ) = i, K/ ) = - i . Define/,, f2 e Q R ) :

μ2(χ- s/2), x <Ξ[s/2,s/2

0, otherwise,

λ2(χ-

1,

lo,

x E[S/2, S/2 ^

x GΪs s + 8)
otherwise.
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Set u = (ωx, fx) + (ω2, f2) and note u E /($, r). Define gl9 g2 E C(Xr)
(here i2 = -1) :

gι(x) =

iλ(x — s),

v(x),

Λ; E [ S , s + δ),

x e | > + δ,5 + ί/2),

v(x)μ2(x - s - t/2), x E [ J + t/2, s + t/2 + δ),

0, elsewhere,

v(x)λ2(x - s - t/2), x E[J + ί/2,(j + ί/2) + δ),

v(x), x G[(s + t/2) + δ, r),

— iμ(x), x E:[r, r + δ),

0, elsewhere.

Set v = (σ1? g,) + (σ2, g2), and note t; E /(/, r). Then w, t? are the desired
partial isometries.

Claim, uu* = 1 (E C*(Ω(J))) ; (co2cof, W l ωj E id(Q(j))),

C(X(s)),

= λ2μ2(χ-s/2) E C(JΓ(j)),

(ω2» fi){ω*\> /iωf) = (^2^*' (Λ/i)ω*) = λ2μ2(^c - s/2) E

(ω2, /2)(ω2*, /2ωj) = (/2)
2co2* = (f2f €

whence MM*-/Ϊ E C ( I ( ί ) ) and

h(χ) — ( f(χ)Ϋ + ( f (x)Ϋ -Ή Λ / VyiVΛ// ' VJ2VΛ//

Since λ2 + μ2 — 1 and λ4 + 2λ2μ2 + μ4 — 1, we have ww* = 1. A similar
calculation shows that vv* = 1 (E C*(Ω(/))). It remains to show that
w*w + v*v — 1.

u*u = ((ωf, /,«f) + (ωj, Λω2*))((ω,, /,) + («2, f2)).

Note that

ί/(ω*ω2) = (s/2 - 8, s/2 + 28) U (s - 8, s + 2δ);

if x E (s/2 - 8, s/2 + 28) then «f ω2(;c) = x, while if Λ; E (S - δ,
2δ) then ωf ω2(jc) — x — s. Thus:

ωf,

= λ2μ2(x - 5/2) + (ω*ω2, λμ(x - s)),
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i> fλ) = (ω*ωi»

= λ2μ2(x - s/2) + (ω*ω]? λμ(s)),

Put

and

= /i 2(*) +f2

2ix) + 2λ2μ2(x - s); then

λ 2 (x), JcG[0,δ) ,

μ 2(x - 5), JC G[^,5 + δ),

0, elsewhere,

u*u = A] + (ω2cθj, λμ) + (ω*co2, (λμ)ω*co2).

(Note that 0 E c/(ωjω,) and ωjω,(θ) = s.) A similar calculation yields

(note that an appropriate selection of v above is essential to obtain this):

v*v = h2 - (σ,*σ2, λμ) ~ (σ2*σ,, (λμ)σ2*σ,)

where

1, x Gfi* 4- δ, r),

μ2(x - r), x E[r, r + δ),

0, elsewhere.

Observe that h, + Λ2 = 1 (in C*(Ω(r))) and (~δ,2δ) C d(σ*σ2),d(ω%ωx)

and if x E ( — δ, 2δ) thenσ*σ2(x) = ω*ωι(x) — x + s\ whence (σ*σ2, λ/x)

= (ω 2 ω l 5 λμ). Finally,

u*u + υ*v = A, + (ωj<θj, λμ) + (co*co2, (λμ) co*co2)

+ A2 - (σfσ2, λμ) - ( α ^ , (λμ) σ^σ,) = 1.

COROLLARY. X(S + ί) - ^ ( J v 0 = ^ ( J ) v

4. The following technical lemma is needed:

D

LEMMA. Suppose Π is a simplification and that Xl9 X29 YX9 Y2 are

compact U-manifolds with X{ ^ Yι and X2-Y2. Then Xλ V X2 ^ Yλ V 72.
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Proof. By weak equivalence choose ux EJ(XX,YX) and u2 E J(X2, Y2)
(where explicit reference to Ω-atlases has been suppressed for clarity) so
that

u*ux = \ {in C*(τi(Yx)))9 uxut = l {in C*{U(XX))),

ι φ ι 2 = l (inC*(Π(y2))), u2uϊ = l (inC*(Π(Z 2))).

Then u — ux + u2 is the desired isometry in /(Xx V X29 Yx V Y2). D

PROPOSITION. Suppose λ E Λo. 77iew ^(λ) — X(υ(λ)).

Proof. For λ E Λo, put w(λ) = Σ,λ(ί) (this is a finite integer).
Proceed by induction on n(λ). Suppose X(λ) — X(v(λ)) when n(λ) < n0.
Now suppose n(λ) = no; then there are λ l5 λ2 E Λo with λ = λx + λ2;
hence n(λ) = n(λx) + n(λ2), and 0 < n(λx), n(λ2) < n0.

X(λ) = X(λx + λ2) - X(λx) V X(λ2) ^ X(v(λx)) V X(v(λ2)).

The weak equivalence follows from the lemma and the induction hypothe-
sis. Note that υ(λ) = υ(λj + λ2) = v(λx) + v(λ2). The result now fol-
lows from the result in 3:

X(λ) - X(v(λ,)) V X(v(λ2)) - X(v(λ,) + v(λ2)) = X(v(λ)). D

5. Again a technical lemma is required:

LEMMA. Suppose Π is a simplification and {Xt} and {Yt} are two
sequences of compact U-manifolds so Xt — Yt each i. Then V X. ~VJYJ.

Proof. Put X= V .X. and Y= V 7 y,; then for each / there is
ut e J(XO Yt) C /(X, 7) so that i/fw,. = 1 (in C * ( Π ( Ϊ ; ) ) ) and n^f = 1
(in C*(n(A^))). If C; > 0 is a sequence of scalars for which Σ,C, < oo,
then put a = ΣiCiui E J(X,Y). Then a*a and ^α* are both strictly
positive, hence the result. D

DEFINITION. Let Λ, = {λ: G+ -> Z + : Σ, rλ(r) < oo}, and for λ E Λ1?

set X(λ) = V , λ(/)^(0 and υ(λ) = Σt tλ(t).

PROPOSITION. Suppose λ, μ E Λj. Ifv(λ) — v(μ) then X(λ) - X(υ).

Proof. There are λz, μ7 E Λo satisfying:

(i) r = 2v(λι) = Σv(μJ),
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(ii) Σ M O — MO eachw > 0, t E G+ ,
1

2JU (/) < μ(j) each n > 0 , / E G+ ,
1
« n n+\

(iii) Σv(λ,) < Σ (̂My) < Σ v(λz) eachn.
1 1 1

Put sλ — v{Xλ) and t{ = v(μx) — su and define sι9 tx recursively by si =

v(Xt) - ti_ι a n d tι; = v{μ^) - s έ . N o t e t h a t si,tiEG+; p u t Z =
V i(X(Si) V Xί^)). By the proposition in 4 ^(juj ^ X(st) V Z(/z). And
so X(μ) = V j X(μέ) ~ Z where weak equivalence follows from the above
lemma. Also Jf(λ,) - Z ( J , ) , and for / > 1 X(Xt) ^ Z(j f ) V ^ ( ί ^ , ) ; so

- VΛΓίλ,.) -X(sx) V V (X(si) VZ(/,-_!)) = Z. Π

REMARK. The choice of λ, E Λo required that for each t G G+ there
is n so that λ(ί) = Σ"=1 λf (ί) (because υ(λ) = Σ" υίλ,.)).

DEFINITION. Let Λ00 = {λ: G+ -̂  Z + U{oo}: Σ? tX(t) = oo} (use
usual extended arithmetic so ί oo = oo for t > 0). For λ E Λ00 set
X(X) — V ,λ(/)X(/), where oo A^ί) is understood to be the countable
disjoint sum of an infinite number of copies of X(t).

PROPOSITION. For λ E Λ00, Λ̂er̂  areXt G A0so that for each t E G^ ,
λ(0 = Σ, λ f (0 (and consequently Σ, v(λ7) = oo).

Pr0o/. Let 7̂  C G+ be an ascending sequence of finite subsets so that
G+ = U. 7). Set

, v = jmin(/,λ(ί)) forr E j ; . ,
1 \θ otherwise.

Then μ, E Λo, and for each /, μt{t) is non-decreasing. Moreover μ^t) ->
). Setλ! = μl9 andλ z (0 = μ^/) - μ^λ{t). Π

REMARK. Z(λ) = V . χ{X.).

COROLLARY. 7/λ, μ e Λ00 /AOT ^(λ) ^

C*(Ω( JΓ(O)) ® 9C= C*(Ω(ΛΓ(λ))) /orr E G+ , λ E Λ00.
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Proof, The proof proceeds in exactly the same manner as the proof of

the first proposition above.

6. Let m be Lebesgue measure, and ί / C R open (non-empty) with

m(U) < oo. Viewing U as an Ω-manifold (via reduction), it is to be proven

that U - X(λ) for λ G Λ , with v(λ) = m(U), Further, if U is open with

m(U) = oo then U - X(λ) for λ E Λ00.

LEMMA. Let U - (c, d) with (c < d)\ there are tt E G + with d- c-

Σ, tt so that U — V i X(tt) (so C*(Ω t/) has an approximate identity consist-

ing of projections).

Proof, Since G is dense, there is a strictly decreasing sequence ct E G,

and a strictly increasing sequence dt E G such that:

(i) cx < dl9

(ii) cf. - ci+ι < ct_x - c z ; di+λ - dt< dέ - </,-_,;

(iii) cf -> c; d{ -> /̂.

Set ^ = dz — cf , 50 = 0, and tt = j,. — ̂ - j , and choose δz > 0 so that δ,

< imin{rf i+1 — di9 c{ — c ί + 1 }. We will define a sequence of projections

{Pi) in accordance with (§8/3) and 3 in this section.

Take ωi E Ω^ with [c, , cf + δ] C ^/(ωz) and coz(x) = x + st. Define

fι9gieCc(U) by

/*(*) = \ι:

\2{x-Ci),

elsewhere;

Λ i u

0 elsewhere.

Now put Pi = / . + (ωz , g / ) + («,., g j . )* . Then by §8/3 Λ + 1 > Λ and

{/?,-} is an approximate identity. Further, there is Wy E/(j f-) so that

/?z = wzw* (and wfwz = 1). By 3 (this section), there is vt E / ( ^ + 1 , ί f + 1) so

that υ * ^ = 1 and t>zt;* + u*+λpiui+λ = 1. Hence for each /, there is

w, E /(*,.), w*>vz = 1 and pt_x + wzw* = pt. Since s ^ d - c, Σf ίz =

rf- c. D

THEOREM. Let U QRbe open (non-empty) and of finite measure. Then

there is λ E Λ, κ>/ίλ υ(λ) = m(U) so that U ^
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Proof. The open set U must be the disjoint sum of no more than a
countable number of open intervals Ut. Evidently, /n(£/) = ΣI /w(t̂  ). For
each /, there is λ, E Ax with u(λz) = m(Ut) and Ut - X(λt). Set λ = Σf λ,,
(Observe that v(λ) = Σ, v(λy) = m(£/), so X(λ) = V . X(λz).) To estab-
lish that U — X(λ), it remains to show that if {/>j} forms an approximate
identity for C*(Ω(/) (each /') then

Pt= Σ Pj
i+j=k

forms an approximate identity for C*(Ωί/); but this is clear. D

COROLLARY. If U9V C X are open so that m(U) = m(V) < oo,

Proof. There are λ1? λ2 E Λ1? ι (λj) = v(λ2) = m(ί/) = m(V), and
). But jr(λ,)^J!r(λ 2). Hence t / ^ F. D

REMARK. The restriction m(U) < oo in the corollary may actually be
removed. There is no difficulty involved in constructing the appropriate
approximate identity for U = R, (c, oo), or ( — oo, d) and then establish-
ing weak equivalence with X(λ) for λ E Λ00. In particular, C*(Ω) is stable
and so is C*(Ωί/) when m(U) — oo.

7. Some facts concerning the order structure of G are collected.

DEFINITION. For λ E Λo, put d(λ) = {t <Ξ G+: λ(t) > 0}. For n E

Z + set (πλ)(0 = /i(λ(ί)) so /iλ E Λo. For ίz,...,^ E G + , put Sp(^) =
Σ +

LEMMA. // ί0, / l 5 . . . ,/„ e G + are distinct and non-zero, then there are

λ, 6 A 0 , 0 < i < π wirt v(λf.) = ί, ΛΛrf ί/(λ0) c U / > 0

Proof. If t0 E Sp(ί l 5... ,/n) then there is nothing to prove. By reindex-
ing if necessary we may assume tx < tt for / > 1. Suppose tQ<tλ. Set
λo(to) = 1, and for i > 1 put λfa) = max{«: /iί0 < /J, λz(/z - /oλ,('o))
= 1 unless A ^ / Q ) ^ = t{, so the prescribed conditions are met in this case.
If tx < tQ, let nQ = max{w: ntx < tQ} and let s = t0 — ntv For / > 1 set
λz(s ) = max{«: «5 < ^} and λ^ί, — ̂ λz(^)) = 1 unless /z = sXt(s). Set
λo(5 ) = noλλ(s) + 1; for ̂  φ s set λo(j) = nQλx(t). D

DEFINITION. If λ, μ E Λo with υ(λ) = v(μ) then write μ < λ if for
each / E ί/(ju) there is λ, E Λo, <i(λr) C d(λ), v(λt) = ̂  so that λ =
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PROPOSITION. / / / G G + , there is a sequence λ, 6 Λo with \x < λ2 <
λ3 « so v(\t) = t and U

Proof. This follows from the above lemma and the fact that G+ is
countable.

8. REMARK. If d(λ) = {t} and λ(t) = n, then it is not hard to see that
C*(Ω(λ)) = Mn(C*(Q(t))). In fact there is a canonical unital embedding
Mn -> C*(Ω(λ)).

DEFINITION. Suppose λ e Λo, and d(λ) - {/„.. .,*„}• Then
V .j Y.. where 1 < / < Λ, 1 <y < λ(O and σ/y: X( r,) = 7,,. Put

. Then S(λ) C Ω(λ)α; if v = (λ(tι)9...9λ(tn)) then
(§2/4) as ISG's.

DEFINITION. Put w(σ) = (σ, χ(ί/(σ))) for σ G S(λ), where χ(d(σ)) is
the characteristic function on d(σ) (which is continuous since d(σ) is
compact open).

Facts. For σ G S(λ), iι(σ) is an isometry in C*(Ω(λ)). Put M(λ) =
sp{w(σ): σ G 5(λ)}. Then 1 G M(λ) C C*(Ω(λ)) and M(λ) = ΘM λ ( / ) .

PROPOSITION. Suppose μ < λ vW/Λ υ(]u)= :v(λ) = ί(λ,jiιEΛ 0).
is u E J(λ, μ) (unitary) so that uM(μ)u* C M(λ) w α w«/W embed-

ding of finite dimensional subalgebras.

Proof. Since μ < λ, there are λz E Λo, 1 < Ϊ < n, so that tt = υίλ,-),
{ί f}=rf(μ) and λ = Σ,μ(ί/)λ/. Say d(λ) - {sl9.. .9sm}9 then λ(jy) =

λjί^ ). As in (§3/6) there is a unital embedding of ISG's p:
» Sα(λ) given by the multiplicity matrix [λ^^ )]. Then there is a

partition of A^λ) = V î  μ(//)X(λ/) so that elements in ρ(Sa(μ)) transpose
the disjoint summands (e.g., sending one copy of X(λ,) to another). Then
since X(μ) = V /μ(^)Ar(rί) and X(tέ) - X(λz), there is u G /(λ, μ) with
uS(μ)u* = p(S'(μ)) C S'ίλ)". Then the matrix algebras embed as re-
quired. D

9. THEOREM. Let A be the unique AF algebra with Elliott group,
KQ(A) = G (as ordered group) and dimension range, D(A) — {s E G+ :
s<t). Then A unitally embeds in C*(Ω(O).
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Proof. By the proposition in 7, there are λ, 6 Λo with v(\t) = / each /
and λj < λ2 « λ3 < , U S p ^ λ , ) ) = G+ . And, by repeated applica-
tion of the proposition in 8, M(λ,) C C*(Ω(O)> unitally and M(\x) C
M(λ2) C is an increasing sequence of finite dimensional algebras.
Hence its closure is an AF algebra A unitally contained in C*(Ω(ί))
Suppose d(\j) = {*{,.. .,*;}. Then

are the associated order group morphisms (the multiplicity matrices are
given as in 8). And if v = (fcj,... ,&„ ) G Zn> then φ,: ZΛ' -> G by φz(*>) =
Σy.fcy /j while G+ = U φ^Z11')"^), andD(^) = {s E G+ : 5 < /}. D

10. Appendices.

1. Cuntz/Krieger simplifications. In [13] the authors present a class of
traceless simple C*-algebras related to the field of topological Markov
chains generalizing an earlier construction of Cuntz in [12].

If A is an n X n with entries in (0,1}, no row or column is completely
0, and A is irreducible (for each i9j there is an m so that (Am)iJ> 0) but
not a permutation matrix, then GA is generated by isometries {5,-} on a
Hubert space § satisfying

f) = 0 iίiφj,

Consider the one-sided shift for the associated topological Markov
chain:

Let XA = {(jk) k 2> 0: 1 <yΛ < « each k, A(jk, Λ+i) = 1} τ h e n ^
is a zero-dimensional compactum, i.e., is compact and has a basis consist-
ing of compact open sets. This basis is indexed by multi-indices μ =
Uu Jn) w i t h ^(Λ>Λ+i) = 1; and Kμ={(ik) (Ξ XA: ik=jk for k =
1,...,«}. Define the one-sided shift σ :̂ X^ -> Λ^ by

Then σA is a local homeomoφhism and in fact the localization generated
by oA and {Kμ\ μ] simplifies. Denote this simplification Ω(^4); then
C*(Ω(^4)) = 0̂  (observe that Ω(̂ 4) is not free). Let σi be local sections for
σA so that otoA = Kt (simple multi-index). Then under any ^representa-
tion on 7r of Ώ,(A), 7τ(σ7) satisfy the relations (f).
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2. This example is closely related to 7d of [35]; in particular, the
argument given there guarantees the simplicity of the algebra associated to
the simplification considered here.

Let T denote the unit circle viewed as complex numbers of unit
modulus (T = {eiθ: 0 < 0 < 2ττ}). Define β: T -> T by β(z) = z2. Then β
is a local homeomoφhism. Let Σ be a complete collection of local sections
for β so that [d(o)\ σ E Σ} forms a countable basis. Let Ω be the
localization generated by Σ (observe that Σ c SQ(Ύ)).

Claim. Ω simplifies. Set Π o = id(Ω) and define ΐln inductively as
follows:

π n+i = {°χωo*'- ω e Π ^ σl9 σ2 E Σ}.

Then ΐln is a dynamical localization (§3/7) whose ample group Γ(ΠΠ)
consists precisely of rotations by roots of unity of order 2n. Since Π n c Ω
for each n, Ω simplifies. However, Ω is not free because β{\) — 1.

Let ψ: R -* T be the standard quotient map. Then the imprimitive Ω^
(simplifies R) is dynamical. The ample group Γ(ΩΨ) is the semidirect
product of the integers (realized as multiplication by powers of 2) and the
dyadic rationals (by translation). Then C*(ΩΨ) is simple by the argument
in [35]; thus C*(Ω) is simple.

Viewing T as an Ω-manifold (Ω-atlas given by any open covering), it
is not difficult to see that it is weak equivalent to its two-fold ampliation.
Hence the algebra Θ2 [12] is unitally contained in C*(Ω).
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