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It is proved that for every non-zero continuous linear functional $f$ on a non-reflexive Banach space $X$, there is a closed linear subspace $Y$ so that $f|_Y$ does not attain its norm. In fact, $Y$ may be chosen with $\|f|_Y\|$ arbitrarily close to $\|f\|$. It is also shown that every continuous linear functional on an infinite-dimensional normed linear space fails to attain its norm on some linear subspace. The class of non-zero Banach space operators which map closed bounded convex sets to closed sets is identified as the class of Tauberian operators. (A bounded linear operator $T: X \to Y$ is defined to be Tauberian provided $T^{**}x^{**} \in Y$ implies $x^{**} \in X$.) Other closed image characterizations are obtained. In particular, using the very first result stated above, a non-zero operator is found to be Tauberian if and only if the image of the ball of any closed subspace is closed. The new characterizations show that the “hereditary versions” of semi-embeddings and $F_\sigma$-embeddings are precisely the one-to-one Tauberian operators.

Introduction. Let $X$ and $Y$ be Banach spaces and $T: X \to Y$ a given non-zero operator. (Throughout, “operator” means “bounded linear map”.) Under what circumstances is it true that $TK$ is closed for every closed bounded convex subset $K$ of $X$? Evidently this is trivially true if $X$ is reflexive, so suppose this is not the case. Here are some of the equivalences obtained in our main result of §2, Theorem 2.3. (For any Banach space $Z$, let $B_Z = \{z \in Z: \|z\| \leq 1\}$.)

THEOREM. Assume $T: X \to Y$ is non-zero with $X$ non-reflexive. The following are equivalent:
(a) $T$ is Tauberian.
(b) $TK$ is closed for all closed bounded convex $K$.
(c) $TB_Z$ is closed for all closed linear subspaces $Z$.
(d) $TX$ is infinite-dimensional and $TZ$ is an $F_\sigma$ for all closed linear subspaces $Z$.

We recall the definition that $T: X \to Y$ is Tauberian provided whenever $G \in X^{**}$ and $T^{**}G \in Y$, then $G \in X$ (where we regard $X$ as canonically embedded in $X^{**}$). Results of Kalton and Wilansky concerning Tauberian
operators [KW] are reviewed at the beginning of §2. (Also, our results hold for either real or complex Banach spaces; for the sake of convenience, we treat the real case only.)

Recall that $T: X \to Y$ is a semi-embedding provided $T$ is one-to-one and $TB_X$ is closed. It is a result of Saint–Raymond (see [BR]) that $T$ is a semi-embedding under an equivalent norm on $X$ if (and only if) $T$ is one-to-one and $TX$ is an $F_\sigma$. The above result yields immediately that one-to-one operators are hereditarily semi-embeddings (under equivalent norms) if and only if they are Tauberian. That is, we have the

**Corollary.** Let $T: X \to Y$ be a one-to-one operator. The following are equivalent:

(a) $T$ is Tauberian.

(b) $T|_Z$ is a semi-embedding for all closed linear subspaces $Z$ of $X$.

(c) $TZ$ is an $F_\sigma$ for all closed linear subspaces $Z$ of $X$.

Thus the class of Tauberian semi-embeddings is much smaller than that of semi-embeddings. It seems worth pointing out also that a semi-embedding $T$ is Tauberian if and only if $T^{**}$ is one-to-one.

Actually, Tauberian semi-embeddings (i.e., one-to-one Tauberian operators) arise rather naturally in the study of Tauberian operators themselves. Indeed, let $T: X \to Y$ be a non-zero operator and $Z = \{ x \in X : Tx = 0 \}$, the null space of $T$. Let $\Pi: X \to X/Z$ be the quotient map and $\tilde{T}: X/Z \to Y$ the natural map so that $T = \tilde{T}\Pi$. Then it is easily seen that $T$ is Tauberian if and only if $Z$ is reflexive and $\tilde{T}$ is a Tauberian semi-embedding. (We don’t use this result in the sequel.) the role of Tauberian semi-embeddings in the factorization results in [DFJP] is discussed in §2.

Evidently the above Theorem yields that non-zero finite rank operators on a non-reflexive Banach space are never Tauberian. In particular, condition (c) of the Theorem yields that non-zero linear functionals on a non-reflexive space always have a non-norm-attaining restriction. The first section is essentially devoted to this result. Thus, we establish in Theorem 1.1 that if $X$ is nonreflexive and $f \in X^*$ is non-zero, there is a closed linear subspace $Z$ of $X$ so that $f|_Z$ does not attain its norm and moreover $f|_Z$ has norm arbitrarily close to that of $f$ itself. Of course this result is related to the discovery of James that there is a non-norm-attaining linear functional on every non-reflexive space. In fact, our argument for Theorem 1.1 uses the theorem of James [J1] that every weakly closed bounded set which is not weakly compact admits a functional whose sup on the set
is not attained. Our original proof of Theorem 1.1 was significantly simplified by N. Kalton who also observed that the non-norm-attaining restriction may always be chosen to be a restriction to a co-dimension one subspace. We thank Professor Kalton for his permission to include these improvements in this paper.

We also obtain that if $X$ is non-reflexive, then if $f \in X^*$ with $\| f \| = 1$, there is a closed linear subspace $Z$ of $X$ with $\| f \|_Z = 1$ and $\| f \|_Z$ not attained if (and only if) there is a $G \in X^{**} \setminus X$ with $\| G \| = 1 = G(f)$. (Again, Kalton's argument yields that $Z$ may be chosen of co-dimension one.) Evidently Theorem 1.1 yields a characterization of non-reflexive Banach spaces. If we drop the condition that $Z$ be closed, we simply obtain a characterization of infinite-dimensional spaces. That is, we obtain in Theorem 1.2 that for any infinite-dimensional normed linear space and any non-zero linear functional on it, the restriction to some linear subspace has norm equal to the norm on the entire space and the norm is not attained.

A somewhat weaker result than Theorem 2.3 (the first Theorem presented in this introduction) is presented in [NR]. There we obtained the equivalence of conditions (a), (b), and (d) but lacked the full strength of condition (c). In order to obtain (c), the results in §1 of this paper were formulated and their proofs discovered.

1. The non-norm-attainment of linear functionals on subspaces. This section contains the results about restricting linear functionals so that the norm of the restriction is not attained, as outlined in the introduction. Throughout this paper, the word "subspace" will refer to a closed linear subspace except (as noted) in the proof and discussion of Theorem 1.2. Also any functional is understood to be continuous and linear. We let $\langle f \rangle$ denote the linear span of $\{ f \}$.

We now present the main result of this section. The proof employs mostly standard functional analysis. Part of this argument requires the fundamental theorem of James (in [J1]) which states: if $W$ is a bounded weakly closed subset of a Banach space and $W$ is not weakly compact, then there is a continuous linear functional that does not attain its supremum on $W$.

**Theorem 1.1.** Let $B$ be a non-reflexive Banach space, $f \in B^*$ with $f \neq 0$, and $0 < \lambda \leq \| f \|$. Suppose either

(a) $\lambda < \| f \|$ 

or

(b) $\lambda = \| f \|$ and there exists a $G \in B^{**} \setminus B$ with $\| G \| = 1$ and $G(f) = \| f \|$.
Then there exists a closed linear subspace $Y$ of co-dimension 1 in $B$ so that $\| f |_Y \| = \lambda$ and $f |_Y$ does not attain its norm.

**Remark.** Evidently the final assertion of the Theorem means that $f(B_Y) = \{ \alpha \in \mathbb{R} : |\alpha| < \lambda \}$.

**Proof.** We assume without loss of generality that $\| f \| = 1$. Let $W = \{ x \in B : \| x \| \leq 1 \text{ and } f(x) = \lambda \}$, a closed bounded convex subset of $B$. We make the following claim: there exist $g \in B^* \setminus \langle f \rangle$ and $G \in B^{**}$ such that $\| G \| \leq 1$, $G(f) = \lambda$, and $G(g) > g(w)$ for all $w \in W$.

Before we prove this claim, let us assume it and complete the proof. Let $h = g - (G(g)/\lambda)f$, then $G(h) = 0$. Let $Y = N(h)$, the null space or pre-annihilator of $h$. Since $g \notin \langle f \rangle$, $h \neq 0$ and $Y$ is clearly a subspace of co-dimension 1 in $B$. Now $Y^\perp = \langle h \rangle^\perp$ and hence $G \in Y^\perp$. Identifying $Y^{**}$ with $Y^\perp$, it follows that $\| f |_Y \| \geq G(f) = \lambda$. Suppose there exists a $y \in Y$ such that $\| y \| \leq 1$ and $f(y) \geq \lambda$. Let $w = (\lambda/f(y))y$, then $w \in W \cap Y$. Since $h(w) = 0$, $g(w) = (G(g)/\lambda)f(w) = G(g)$, but this contradicts the claim. Thus $f(y) < \lambda$ for all $y \in B_Y$ meaning that $\| f |_Y \| = \lambda$ and this norm is not attained.

We now prove the claim. First suppose $W$ is empty. By the Hahn–Banach Theorem, there is a $G \in B^{**}$ such that $\| G \| \leq 1$ and $G(f) = \lambda$. Let $g$ be any element of $B^* \setminus \langle f \rangle$ and the claim holds. (Actually, $W = \emptyset$ implies $\lambda = 1$ and $f$ does not attain its norm on $B$ itself.) Now assume $W$ is non-empty. Note that the condition $g \notin \langle f \rangle$ is superfluous. Indeed, if $g = \alpha f$ for some $\alpha$ and $w \in W$ then $G(g) = \alpha \lambda = g(w)$, contradicting the condition $G(g) > g(w)$ for all $w \in W$. We now consider two cases depending on whether or not $W$ is weakly compact.

**Case (a).** Assume $W$ is weakly compact. We first establish that there is a $G \in B^{**} \setminus B$ such that $\| G \| \leq 1$ and $G(f) = \lambda$. If $\lambda = 1$, the hypothesis explicitly assumes that such a $G$ exists. If $\lambda < 1$, choose $\delta > 0$ sufficiently small depending on $\lambda$. Let $H \in B^{**} \setminus B$ with $\| H \| \leq \delta$. Let $x_0 \in B$ such that $\| x_0 \| = 1$ and $f(x_0) \geq 1 - \delta$. Let $G = \lambda(x_0 + H)/(f(x_0) + H(f))$. Clearly $G \notin B$ and $G(f) = \lambda$. Also,

$$
\| G \| \leq \frac{\lambda(\| x_0 \| + \| H \|)}{\| f(x_0) \| - \| H(f) \|} \leq \frac{\lambda(1 + \delta)}{(1 - \delta) - \delta}.
$$

Thus if $\delta$ is chosen so that $(1 + \delta)/(1 - 2\delta) \leq 1/\lambda$, then $\| G \| \leq 1$.

Consider $W$ as a subset of $B^{**}$. By the case (a) assumption, $W$ is a weak*-compact, convex subset of $B^{**}$ and $G \notin W$ (since $W \subset B$). By a
Hahn–Banach separation in the locally convex topological linear space $B^{**}$ endowed with the weak* topology, there exists a weak*-continuous linear functional $g$ on $B^{**}$ such that $g(G) > g(w)$ for all $w \in W$. Since $g$ is weak*-continuous, $g \in B^*$ and the claim is established in case (a).

*Case (b).* Assume $W$ is not weakly compact. By the fundamental theorem of James [J1], we may choose a $g \in B^*$ so that $M = \sup g(W)$ is not attained on $W$. Now there exists a $G \in \tilde{W}$, the weak*-closure of $W$ in $B^{**}$, with $G(g) = M$. Thus $G(g) > g(w)$ for all $w \in W$. Also $G \in \tilde{W}$ implies $\|G\| \leq 1$ and $G(f) = \lambda$. This completes the entire proof.

Theorem 1.1 also characterizes those linear functionals which have a non-norm-attaining restriction with norm equal to the norm on the entire space.

**COROLLARY.** Let $f$ be a non-zero linear functional on $B$. There exists a closed linear subspace $Y$ of $B$ such that $f|_Y$ does not attain its norm and $\| f|_Y \| = \| f \|$ if and only if there is a $G \in B^{**} \setminus B$ with $\|G\| = 1$ and $G(f) = \| f \|$.

**Proof.** One direction is proved in Theorem 1.1. Suppose conversely that $Y$ is a subspace, $\| f|_Y \| = \| f \|$ and $f|_Y$ does not attain its norm. By the Hahn–Banach Theorem, there exists a $G \in Y^{**}$ with $\|G\| = 1$ and $G(f) = \| f \|$. Since $f|_Y$ does not attain its norm, $G \not\in Y$. Identifying $Y^{**}$ with a subspace of $B^{**}$, $G \in B^{**} \setminus B$.

There are linear functionals where such a $G$ (equivalently, such a restriction) does not exist. Indeed, consider $B = l^1$ and let $f$ be the first coordinate functional, i.e., $f(x) = x(1)$, for all $x \in l^1$. If $Y$ is a subspace with $\| f|_Y \| = 1$, then there exists a sequence $(y_i)$ in $Y$ where $\|y_i\| \to 1$ and $f(y_i) \to 1$. This means that $|y_i(1)| \to 1$ and $\sum_{n=2}^{\infty} |y_i(n)| \to 0$ so that $y_i \to e_1$, the first unit vector. Hence $\| f|_Y \|$ is attained at $e_1 \in Y$. In general, a linear functional is strongly exposing on the unit ball (cf. [B], p. 269) if and only if $\|y_i\| \to 1$ and $f(y_i) \to \| f \|$ imply $(y_i)$ converges in norm. Therefore any strongly exposing linear functional attains its norm on any subspace $Y$ with $\| f|_Y \| = \| f \|$.

Theorem 1.1 states that, for any $0 < \lambda < \| f \|$, a subspace $Y$ always exists where $\| f|_Y \| = \lambda$ and this norm is not attained (assume $B$ is non-reflexive). Examples such as the one above show that this is the best possible in the sense that a non-norm-attaining restriction with $\lambda = \| f \|$ may not exist.
On the other hand, an example of an $f$ which does have a non-norm-attaining restriction with norm equal to $\| f \|$ is the limit functional on the space of convergent sequences. Let $B = c = C(\mathbb{N} \cup \{ \infty \})$ and use the notation $x(\infty) = \lim_{i \to \infty} x(i)$ for all $x \in c$. Let $f$ be the norm-one functional $f(x) = x(\infty)$ for all $x \in c$. Then $c^* = l^1(\mathbb{N} \cup \{ \infty \})$ and $c^{**} = l^\infty(\mathbb{N} \cup \{ \infty \})$. Let $G \in c^{**}$ be defined by $G(\infty) = 1$ and $G(i) = 0$ for all $i$. Clearly $G \in c$ and $G(f) = 1 = \|G\|$. Thus by Theorem 1.1, there is a subspace $Y$ where $\| f \|_{Y} = 1$ and this norm is not attained; this subspace is not explicitly obvious.

In Theorem 1.1, it is crucial that the constructed linear subspace be closed. In fact, the following theorem shows that if $X$ is a normed linear space and $f \in X^*$, then there exists a linear subspace $Y$ such that $\| f \|_{Y}$ is not achieved if and only if $X$ is infinite-dimensional. Moreover, one can choose $Y$ so that $\| f \|_{Y} = \| f \|$. James also considered a normed linear space version of his fundamental theorem that in any non-reflexive Banach space, there exists a linear functional not attaining its norm. One might ask if such a functional exists on any incomplete normed linear space. A counterexample is given in [J2], i.e., an incomplete normed linear space where every linear functional attains its norm. However in our setting, given any linear functional, it is always possible to find a restriction to a (not necessarily closed!) linear subspace on which the norm is not attained.

**Theorem 1.2.** Let $X$ be an infinite-dimensional normed linear space and $f \in X^*$ with $\| f \| = 1$. Then there exists a linear subspace $Y$ such that $\| f \|_{Y} = 1$ and $f \|_{Y}$ does not attain its norm.

It is clear that Theorem 1.2 follows from inductive application of the following lemma. $X$ and $f$ remain as in Theorem 1.2.

**Lemma 1.3.** If $E$ is a finite-dimensional subspace of $X$ such that $\| f \|_{E} < 1$, then for any $\varepsilon > 0$, there is a $y$ in $X$ such that $f(y) = 1$, $\| y \| < 1 + \varepsilon$, and $\| f \|_{E + \langle y \rangle} < 1$.

It will be shown that this lemma, in turn, follows from the following finite-dimensional lemma. Int denotes the topological interior.

**Lemma 1.4.** Let $n \geq 2$ and $K$ be a non-empty, compact, convex subset of $\mathbb{R}^n$ such that $0 \notin K$. Let $C = \{ \alpha k : \alpha > 0, k \in K \}$. Then there is a $k_0 \in K$ with $k_0 \notin \text{Int} C$. Then necessarily $k_0 \notin \text{Int}(\mathbb{R} \cdot K)$. 
Proof of Lemma 1.3. We have \( \| f \| = 1 \), \( E \) is a finite-dimensional subspace with \( \| f \|_E < 1 \), and \( \varepsilon > 0 \). Let \( y_1 \in X \setminus E \) with \( f(y_1) = 1 \) and \( \| y_1 \| < 1 + \varepsilon \). (Such a \( y_1 \) exists because \( \| f \| = 1 \) and \( \| f \|_E < 1 \).) Let \( y_2 \in X \setminus (E + \langle y_1 \rangle) \). Set \( Y = E + \langle y_1, y_2 \rangle \) so that \( \dim Y = \dim E + 2 \) ("dim" denotes "dimension of"). If \( \| f \|_Y < 1 \), we are done; so we now suppose that \( \| f \|_Y = 1 \). Since \( B_Y \) is compact, \( W = \{ y \in Y : f(y) = 1 \} = \{ y : \| y \| \} \) is non-empty. Let \( V = \{ \alpha w + e : \alpha \in \mathbb{R}, w \in W, e \in E \} \). We claim that there exists a \( w_0 \in W \) with \( w_0 \not\in \text{Int} V \) with respect to the space \( Y \). Assuming this claim, choose \( \delta > 0 \) depending on \( \varepsilon \) and choose \( y \in Y \) with \( \| y - w_0 \| < \delta \) and \( y \not\in V \). Thus \( \| y \| < 1 + \delta \) and \( f(y) > 1 - \delta \). Let \( \tilde{y} = y/f(y) \); thus \( f(\tilde{y}) = 1 \) and \( \| \tilde{y} \| < (1 + \delta)/(1 - \delta) < 1 + \varepsilon \) if \( \delta \) is so chosen. To argue that \( \| f \|_{E + \langle y \rangle} < 1 \), we suppose this is false. Then \( (E + \langle y \rangle) \cap W \neq \emptyset \), i.e., there exist \( e \in E, \alpha \in \mathbb{R}, \) and \( w \in W \) such that \( e + \alpha y = w \). Since \( E \cap W = \emptyset \), \( \alpha \neq 0 \) and \( y = (w - e)/\alpha \) which contradicts the fact that \( y \not\in V \).

It remains only to prove the claim. Let \( \Pi : Y \to Y/E \) be the quotient map. Note that \( Y/E \) is isomorphic to \( \mathbb{R}^2 \). Let \( K = \Pi W \), a non-empty, compact, convex set such that \( 0 \not\in K \). By Lemma 1.4, there is a \( k_0 \in K \) with \( k_0 \not\in \text{Int}(R \cdot K) \). Note that \( R \cdot K = \Pi V \) and since \( \Pi \) is an open map, \( \Pi(\text{Int} V) \subset \text{Int}(\Pi V) \). Therefore \( k_0 \not\in \Pi(\text{Int} V) \). However \( k_0 = \Pi w_0 \) for some \( w_0 \in W \), and we conclude that \( w_0 \not\in \text{Int} V \).
2. Closed image characterizations of Tauberian operators. We begin this section by reviewing the definition and discussion of Tauberian operators which are found in [KW]. A remark is also made about the occurrence of a Tauberian operator in the construction of [DFJP] for factoring weakly compact operators. The remainder of the paper will establish new characterizations such as those mentioned in the introduction.

An operator $T$ will always refer to a bounded linear operator from a Banach space $X$ to a Banach space $Y$. We denote the range of $T$ by $RT$ and the null space or kernel of $T$ by $NT$. A bar over a set will always denote its norm closure. For $W \subseteq X$, $\bar{W}$ is defined to be the weak*-closure of $W$ in $X^{**}$. A space is freely identified with its canonical embedding into its double dual. Once again, the term subspace refers to a closed linear subspace.

**DEFINITION.** An operator $T$ is Tauberian provided $(T^{**})^{-1}(Y) = X$, i.e., $T^{**}x^{**} \in Y$ implies $x^{**} \in X$.

The name Tauberian originates from the fact that a matrix map $A: c \to c$ has this property as an operator if and only if whenever $x$ is a bounded sequence such that $Ax$ converges, then $x$ converges [GW]. Compare this definition with the fact that $T$ is weakly compact if and only if $(T^{**})^{-1}(Y) = X^{**}$ ([DS], p. 482). Clearly if $X$ is reflexive, $T$ is Tauberian in a trivial way and if $X$ is not reflexive, a Tauberian operator is not weakly compact.

We now summarize the main results from [KW]. Characterization (2) as modified by the final statement, is used in proving our new characterizations.

**THEOREM 2.1.** Let $T: X \to Y$ be an operator. The following are equivalent:

1. $T$ is Tauberian.
2. $NT$ is reflexive, $RT^*$ is weak*-closed, and $TB_X$ is closed.
3. For all bounded subsets $K$ of $X$, $TK$ relatively weakly compact implies $K$ is relatively weakly compact.

Moreover, the condition $TB_X$ is closed may be replaced by the condition $\overline{TB_X} \subseteq RT$.

**COROLLARY 2.2.** Let $T: X \to Y$ be an operator.

A. If $RT$ is closed, then $T$ is Tauberian if and only if $NT$ is reflexive.
B. If $T$ is one-to-one, then $T$ is Tauberian if and only if $RT^*$ is norm-dense in $X^*$ and $TB_X$ is closed.
Note that the condition $RT^*$ is norm-dense is equivalent to the condition $T^{**}$ is one-to-one.

An operator property stronger than Tauberian (and previously studied) is now defined.

**Definition.** An operator $T$ is *semi-Fredholm* means $RT$ is closed and $NT$ is finite-dimensional.

Kalton and Wilansky also show that if the domain space has no infinite-dimensional reflexive subspace, then $T$ is Tauberian if and only if $T$ is semi-Fredholm. In particular a one-to-one Tauberian operator on such a space (e.g., $l_1$) is an isomorphism. Therefore a truly interesting Tauberian operator must have a non-reflexive domain $X$ (e.g., $L_1$) with an infinite-dimensional reflexive subspace $Z$. In this case, the quotient map $\Pi: X \to X/Z$ is Tauberian by Corollary 2.2(A).

One source of Tauberian operators (which first aroused the authors’ interest in them) is the construction for factoring weakly compact operators in [DFJP]. Given any operator which is not weakly compact and whose range is not closed, this construction produces a non-trivial one-to-one Tauberian operator. We now show that the operator so produced has non-reflexive domain. This will elucidate the role Tauberian operators play in this construction.

Given any operator $S: X \to Y$, the construction in [DFJP] yields a Banach space $Z$ and a one-to-one Tauberian operator $T: Z \to Y$ such that

\[\tag{*} SB_X \subseteq TB_Z \subseteq \bigcap_{n=1}^{\infty} (2^nSB_X + 2^{-n}B_Y).\]

Using the first containment, one can define an operator from $X$ to $Z$ showing that $S$ factors through $Z$ using $T$. It follows from (*) that $S$ is weakly compact if and only if $T$ is weakly compact. To see this, note that any operator $U: X \to Y$ is weakly compact if and only if $\overline{UB_X} \subseteq Y$. Thus if $S$ is weakly compact, then

\[
\overline{TB_Z} \subseteq \bigcap_n (2^n\overline{SB_X} + 2^{-n}B_Y) \subseteq \bigcap_n (Y + 2^{-n}B_Y) = Y,
\]

and we conclude $T$ is weakly compact. However, since $T$ is Tauberian, $T$ is weakly compact if and only if $Z$ is reflexive. This was mentioned before and can alternatively be seen by Theorem 2.1(3). In other words, the set approximation in (*) preserves weakly compact sets and the Tauberian operator preserves weakly compact sets. This establishes the theorem.
about factoring weakly compact operators through reflexive spaces (modulo the proof of the existence of the Tauberian $T$, of course). Other results can be obtained by using other set properties which are preserved by both the approximation and by Tauberian operators.

The main theorem of this section is now presented; detailing the new characterizations of Tauberian operators in terms of closed images. This leads to a characterization of "hereditary" semi-embeddings and $F_\sigma$-embeddings in Corollary 2.4.

**Theorem 2.3.** Let $T: X \to Y$ be a non-zero operator. The following are equivalent:

1. $T$ is Tauberian.
2. For all weakly closed bounded subsets $K$ of $X$, $TK$ is weakly closed.
3. For all closed bounded convex subsets $K$ of $X$, $TK$ is closed.
4. For all closed linear subspaces $E$ of $X$, $TB_E$ is closed.
5. $NT$ is reflexive and for all closed linear subspaces $E$ of $X$, $TB_E \subset TE$.

If $X$ is not reflexive, the following is also equivalent:

6. $RT$ is infinite-dimensional and for all closed linear subspaces $E$ of $X$, $\overline{TB_E} \subset TE$.

**Remark.** It follows from the Baire Category Theorem that the condition $\overline{TB_E} \subset TE$, in (5) and (6), is equivalent to the condition $TE$ is an $F_\sigma$.

We delay the proof in order to put the theorem in context.

This characterization of the operators which preserve closed bounded convex sets complements previous characterizations of the operators which preserve closed sets and those which preserve closed bounded sets. These older results are as follows.

**Theorem.** Let $T: X \to Y$ be a non-zero operator.

(A) $T$ is an isomorphism if and only if for all closed subsets $K$ of $X$, $TK$ is closed.

(B) $T$ is semi-Fredholm if and only if for all closed bounded subsets $K$ of $X$, $TK$ is closed.

(C) $T$ is semi-Fredholm or finite rank if and only if for all closed linear subspaces $E$ of $X$, $TE$ is closed.

In order to prove statement (A), note that if a non-zero $T$ is not one-to-one, by letting $z \in NT \setminus \{0\}$ and letting $x \in X \setminus NT$, one obtains that $T(\{ tz + (\arctan t)x: t \in \mathbb{R} \})$ is not closed. Statements (B) and (C) are proved in [W]. The characterization of semi-Fredholm operators in (B)
differs from Theorem 2.3(2) in changing the norm topology to the weak topology. The theory of Tauberian operators seems to parallel the theory of semi-Fredholm operators in this way.

We now turn to the case of one-to-one operators.

**Definition.** An operator $T$ is a *semi-embedding* means $T$ is one-to-one and $TB_X$ is closed. $T$ is an $F_\sigma$-injection means $T$ is one-to-one and $\overline{TB_X} \subset RT$.

As noted above, by the Baire Category Theorem, $\overline{TB_X} \subset RT$ if and only if $RT$ is $F_\sigma$, hence the name. This agrees with the definition of $F_\sigma$-embedding in [BR] in the case that $X$ is separable. By an argument of Saint–Raymond (cf. Prop. 1.6 of [BR]), $T$ is an $F_\sigma$-injection if and only if $T$ is a semi-embedding under an equivalent norm on the domain space. In this way, $F_\sigma$-injections "remedy" a deficit in semi-embeddings since $F_\sigma$-injections are isomorphically invariant and semi-embeddings are not. However both operator properties are not hereditary in the sense that a restriction to a subspace retains the property. For example, $T: l_\infty \to l_2$ given by $Tx = (i^{-1}x(i))_{i=1}^{\infty}$ is a semi-embedding but $T|_{c_0} \neq F_\sigma$-injection. In the one-to-one case, Theorem 2.3 (1) \Leftrightarrow (4) \Leftrightarrow (5) characterizes operators which have these properties hereditarily.

**Corollary 2.4.** The following are equivalent for an operator $T$:

1. $T$ is one-to-one Tauberian.
2. $T$ restricted to any closed linear subspace is a semi-embedding.
3. $T$ restricted to any closed linear subspace is in $F_\sigma$-injection.

We now proceed to the proof of Theorem 2.3. Assertion (1) \Rightarrow (2) is straight-forward and (4) \Rightarrow (5) amounts to the main result of §1. The heart of the proof is contained in (5) \Rightarrow (1) which is proved by functional analysis techniques. The proof of (6) \Rightarrow (5) is also non-trivial. Here we use the result of Kadec and Pełczyński that a bounded set which is not relatively weakly compact contains a basic sequence (cf., [S], p. 53). It is phrased for our purpose as follows: In a Banach space a bounded sequence with no weakly convergent subsequence has a basic subsequence. Throughout the proof, $[x_i]$ denotes the closed linear span of $\{x_i\}$ where $i$ runs over the entire index set.

**Proof of Theorem 2.3.**

(1) \Rightarrow (2). Assume $T$ is Tauberian, $K$ is a weakly closed bounded subset of $X$, and $y \in \text{weak-closure } (TK)$ in order to show $y \in TK$. Since
K is relatively weak*-compact by Alaoglu's Theorem, \( T**(K) \supset \overline{TK} \). Hence, \( y = T**k** \) for some \( k** \in \overline{K} \) and by definition of Tauberian, \( k** \in X \). Since \( K \) is weakly closed, \( k** \in K \) and \( y \in TK \).

(2) \( \Rightarrow \) (3) \( \Rightarrow \) (4) are trivial.

(4) \( \Rightarrow \) (5). We must show (4) implies \( NT \) is reflexive. We suppose \( NT \) is not reflexive and construct a subspace \( E \) of \( X \) such that \( TB_E \) is not closed. Let \( x_0 \in X \) with \( ||Tx_0|| = 1 \) and define the subspace \( Z = \{x_0\} \oplus NT \). Let \( j: [Tx_0] \to \mathbb{R} \) be the isometry \( j(\alpha Tx_0) = \alpha \) and define \( f \in Z^* \) by \( f = j \circ T \). Since \( Z \) is not reflexive, by Theorem 1.1, there exists a subspace \( E \) of \( Z \) where \( f|_E \) does not attain its norm, i.e., \( f(B_E) \) is not closed. Since \( f(B_E) = j(TB_E) \) and \( j \) is an isometry, \( TB_E \) is not closed.

In proving (5) \( \Rightarrow \) (1), we use the following standard functional analysis lemma. For \( S \subset X^* \), we use the notation \( S^fF \) : \( \{f \in S : f(x) = 0 \text{ for all } x \in S\} \).

**Lemma 2.5.** Suppose \( X \) is a Banach space, \( G \in X^{**}, \mathcal{F} \) is a finite-dimensional subspace of \( X^* \), and \( \varepsilon > 0 \). Then there is a net \( (x_\lambda) \) in \( X \) over a directed set \( D \) such that \( x_\lambda \) converges weak* to \( G \), and for all \( \lambda \in D \), \( ||x_\lambda|| < ||G||(1 + \varepsilon) \) and \( x_\lambda|_\mathcal{F} = G|_\mathcal{F} \) (i.e., \( f(x_\lambda) = G(f) \) for all \( f \in \mathcal{F} \)).

To prove Lemma 2.5, let \( D \) be the set of finite-dimensional subspaces of \( X^* \) containing \( \mathcal{F} \). Direct \( D \) by inclusion. For \( \mathcal{G} \in D \), define \( x_{\mathcal{G}} \) as follows. Note that \( \mathcal{G}^* \) is isometric to \( X/\perp \mathcal{G} \). (Indeed, since \( \mathcal{G} \) is weak*-closed, \( \mathcal{G} \) can be identified with \( (X/\perp \mathcal{G})^* \) and since \( \mathcal{G} \) is reflexive, \( \mathcal{G}^* \) is identified with \( X/\perp \mathcal{G} \).) Consider \( G|_{\mathcal{G}} \). The identification provides an \( x \in X \) (which we label \( x_{\mathcal{G}} \)) such that \( G|_{\mathcal{G}} = x_{\mathcal{G}} \) and \( ||x|| < ||G|_{\mathcal{G}}||(1 + \varepsilon) \). A straightforward check shows that this net satisfies the conclusion.

(5) \( \Rightarrow \) (1). By Theorem 2.1, we need only show that \( RT^* \) is weak*-closed. We assume \( RT^* \) is not weak*-closed and construct a subspace \( E \) of \( X \) with \( TB_E \not\subset TE \). Note that weak*-closure \( (RT^*) = NT^\perp \).

Let \( f \in NT^\perp \setminus RT^* \) with \( ||f|| = 1 \). By the Hahn–Banach Theorem, there exists a \( G \in X^{**} \) with \( ||G|| < 1 \), \( G(RT^*) = \{0\} \), and \( G(f) = \delta > 0 \). Also, let \( h \in RT^* \) with \( ||h|| = 3/2 \); then there exists an \( x_0 \in B_X \) with \( h(x_0) = 1 \). Let \( \mathcal{F} = [f, h] \) and let \( \varepsilon > 0 \) so that \( ||G||(1 + \varepsilon) \leq 1 \) and \( \varepsilon < \delta/5 \). By Lemma 2.5, we may choose a directed set \( D \) and a net \( (x_\lambda)_{\lambda \in D} \) in \( B_X \) such that \( x_\lambda \to G \) weak* and \( x_\lambda|_{\mathcal{F}} = G|_{\mathcal{F}} \) for all \( \lambda \in D \). Thus \( f(x_\lambda) = \delta \) and \( h(x_\lambda) = 0 \) for all \( \lambda \in D \).

Let \( E = [x_\lambda + x_0]_{\lambda \in D} \). We claim that \( \frac{1}{2}Tx_0 \in \overline{TB_E} \) but \( Tx_0 \not\in TE \). \( Tx_\lambda \to T**G \) weak but \( T**G = G \circ T^* = 0 \). Therefore \( T(x_\lambda + x_0) \to Tx_0 \) weakly and \( \frac{1}{2}Tx_0 \in \overline{TB_E} \). Now suppose \( Tx_0 = Te \) for some \( e \in E \). Since
Let \( e - x_0 \in NT \) and \( f, h \in NT^\perp \), \( f(e) = f(x_0) \) and \( h(e) = h(x_0) = 1 \). Let \( \varepsilon > 0 \). Because \( e \in [x_\lambda + x_0] \), there exist \( n \in \mathbb{N} \), scalars \( c_1, \ldots, c_n \), and \( \lambda_1, \ldots, \lambda_n \) in \( D \) such that \( \|z\| < \varepsilon \), where \( z = e - \sum_{i=1}^n c_i(x_\lambda_i + x_0) \). Observing that \( \frac{3}{2}\varepsilon > |h(z)| = |1 - \sum_{i=1}^n c_i| \) and

\[
\varepsilon > |f(z)| = \left| f(x_0) - \sum_{i=1}^n c_i(\delta + f(x_0)) \right|
\]

\[
= \left| \left( 1 - \sum_{i=1}^n c_i \right) f(x_0) - \delta \sum_{i=1}^n c_i \right|
\]

\[
\geq \delta \left| \sum_{i=1}^n c_i \right| - \left| 1 - \sum_{i=1}^n c_i \right| \left| f(x_0) \right| > \delta \left| \sum_{i=1}^n c_i \right| - \frac{3}{2}\varepsilon.
\]

Therefore \( |\sum_{i=1}^n c_i| \leq 5\varepsilon/2\delta \) while \( |1 - \sum_{i=1}^n c_i| \leq \frac{3}{2}\varepsilon \) which is impossible since \( \varepsilon < \delta/5 \).

(5) \( \Rightarrow \) (6). Assume \( X \) is not reflexive. Then since \( NT \) is reflexive, \( RT \) is infinite-dimensional (otherwise \( X/NT \) would be finite-dimensional and thus \( X \) would be reflexive).

(6) \( \Rightarrow \) (5). We must show that if \( RT \) is infinite-dimensional and for all subspaces \( E \) of \( X \), \( \overline{TB_E} \subset TE \), then \( NT \) is reflexive. We assume \( NT \) is not reflexive and \( RT \) is infinite-dimensional in order to construct a subspace \( E \) with \( \overline{TB_E} \not\subset TE \).

Since \( NT \) is not reflexive, there is a sequence \( (z_n) \) in \( B_{NT} \) with no weakly convergent subsequence. Consider the quotient map \( \Pi: X \rightarrow X/NT \). Since \( RT \) and hence \( X/NT \) are infinite-dimensional, \( X/NT \) contains a basic sequence. In particular, choose \( (x_n)_{n=0}^\infty \) a sequence in \( B_X \) with \( (\Pi x_n)_{n=0}^\infty \) in \( X/NT \) and \( (f_n)_{n=0}^\infty \) in \( (X/NT)^* \) forming a biorthogonal system. For \( n = 1, 2, \ldots \), define \( e_n = z_n + (1/n)x_n + x_0 \). Now \( (e_n) \) has no weakly convergent subsequence so, by the theorem of Kadec and Pełczyński, there exists a subsequence \( (e_{n_\ell}) \) which is basic.

Let \( E = [e_{n_\ell}] \). We claim that \( \frac{1}{3}TX_0 \in \overline{TB_E} \) but \( TX_0 \not\in TE \). Since \( Te_{n_\ell} = (1/n_{\ell})Tx_{n_\ell} + Tx_0 \rightarrow Tx_0 \) and \( ||e_{n_\ell}|| \leq 3 \) for all \( i \), it is clear that \( \frac{1}{3}TX_0 \in \overline{TB_E} \). Now suppose \( TX_0 = Te \) for some \( e \in E \); choose \( c_1, c_2, \ldots \) so that \( e = \sum_{i=1}^\infty c_i e_{n_\ell} \). Since \( e - x_0 \in NT \) and \( N \Pi \),

\[
\Pi(e - x_0) = \sum_{i=1}^\infty c_i \left( \frac{1}{n_{i_\ell}} \Pi x_{n_\ell} + \Pi x_0 \right) - \Pi x_0 = 0.
\]

Applying \( f_0 \) to this equation yields \( \sum_{i=1}^\infty c_i - 1 = 0 \). For \( i = 1, 2, \ldots \), applying \( f_{n_\ell} \) yields \( c_i/n_{i_\ell} = 0 \). This contradiction completes the entire proof.
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