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This paper gives several new characterizations of symmetric domains among the class of homogeneous Siegel domains. These characterizations involve the commutativity of the algebra of invariant differential operators, the transitivity of the action of the isotropy group on the Šilov boundary, and the representation of the almost complex structure by the infinitesimal isotropy action, respectively.

Homogeneous Siegel domains (equivalently, homogeneous bounded domains) are important geometric objects to study. They are more general than Hermitian symmetric spaces. They form a special class of homogeneous Kähler manifolds which would be one of the three building blocks of an arbitrary homogeneous Kähler manifold according to a conjecture of Gindikin and Vinberg. But they have also certain properties which are typical for arbitrary homogeneous Riemannian manifolds of non-positive curvature (NC algebras).

In this paper we investigate certain relations between homogeneous Siegel domains and the three different types of homogeneous spaces mentioned above. In particular, as the main result of this paper we give five different new characterizations of symmetric domains amongst the class of homogeneous Siegel domains. So if $D$ is a homogeneous Siegel domain, $G$ the identity component of the automorphism group of $D$, and $K$ the isotropy subgroup at a point $b$ of $D$, then the following are equivalent:

(a) $D$ is symmetric

(b) The almost complex structure map on the tangent space $T_b D$ at $b$ is in the image of the infinitesimal isotropy representation.

(c) There exist no nontrivial $G$ invariant vector fields

(d) The algebra of $G$ invariant differential operators on $D$ is commutative

(e) The isotropy group acts transitively on the Šilov boundary

(f) There exists a vector field $X$ in the center of the isotropy algebra at the basepoint $b$ of $D \subset C^n$ so that the differential of $X$ is invertible as a linear transformation on $C^n$. 
Note that the following characterization is already known to be equivalent with (a) [6]; (g) All sectional curvatures of $D$ are nonpositive in the Bergman metric.

As in the proof of the equivalence of (g), substantial progress can be made on our main result using only the machinery of normal $j$-algebras. However, again as in the previous proof, we reach crucial points where it seems necessary to use the algebraic structures of Dorfmeister [7–12] and Vinberg [30, 31]. In this case, we also use intensively the linear isotropy representation of $K$ and Lie $K$ in terms closely related to the NC algebra theory of Azencott-Wilson [1, 2]. Altogether, we have to combine parts of three different, very technical and refined theories to prove our main results. As this situation is likely to arise again and as these three theories have not yet been interrelated, we include enough material to establish the relations between them. Due to the nature of these theories, it is unavoidable that this paper is also notationally difficult; however, we feel that the results justify the effort. Moreover, building on this paper, the second author described all homogeneous Kähler structures on $D$ [14] and proved a special case of the aforementioned Gindikin-Vinberg conjecture [15].

We now describe the organization of our paper. Section 3 gives the proofs of the equivalences. The proof of characterization (b) (Theorem 5) is easy and depends only on the introductory paragraph of section 2 on the isotropy representation. The proofs of characterizations (c) and (d) (Theorems 7 and 8) follow easily from Theorem 3 of §2, which is of independent interest as a refined structure theorem for normal $j$-algebras. However, the proof of Theorem 3 is not direct. A proof may be given using only normal $j$-algebras but it would be quite computational. It is the proof of characterizations (e) and (f) (Theorem 6 with the following Remarks and Theorem 9) which finally decides the methods to be used in this paper since we could find no way of effectively computing the orbits of the isotropy group on the Šilov boundary using only normal $j$-algebras (and the problem of further analyzing the structure of the algebra of invariant differential operators in the noncommutative case also seems to require these more complicated tools, see §3.1). Thus our method is based firstly on Theorem 1 of §2 (implicit in the work of Azencott-Wilson [2] and similar to a result in the unpublished thesis of H. L. Williams [32]) which says that under certain technical conditions, the image of the infinitesimal isotropy representation is spanned by all skew-symmetric derivations and certain covariant derivatives, which can be determined by computations within the Lie algebra of a simply transitive group. Secondly, it is necessary to develop enough of the algebraic theory of [7–12]
to show that the conditions of this Azencott-Wilson type theorem are satisfied to prove Theorem 3 (which in turn requires reinterpreting things in the normal j-algebra context), and to explicitly compute the infinitesimal isotropy representation (Theorem 4); this is done in §1 and the rest of §2. Finally, §4 contains examples which may be useful.

1. Let $D = \{(Z, U) \in \mathcal{V}^C \times \mathcal{V} : \text{Im } Z - F(U, U) \in \Omega\}$ be the homogeneous Siegel domain determined by the homogeneous regular cone (i.e. open convex and not containing any entire straight line) $\Omega$ in the real (finite dimensional) vector space $\mathcal{V}$, the complex (finite dimensional) vector space $\mathcal{V}^C = \mathcal{V} \oplus i\mathcal{V}$, [27]. Let $G$ be the identity component of the automorphism group of $D$ with Lie algebra $\mathfrak{g}$. Every $X \in \mathfrak{g}$ determines a real vector field $X^*$ on $D$ by $X^*_p = d/dt|_{t=0}(\exp tX) \cdot p$ and the map $X \rightarrow X^*$ is real linear injective with $[X^*, Y^*] = -[X, Y]^*$. The superscript * will in general denote the image of this map so, for example, the grading (see [21]) $\mathfrak{g} = \mathfrak{g}_{-1} \oplus \mathfrak{g}_{-1/2} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_{1/2} \oplus \mathfrak{g}_1$ gives a $\mathfrak{g}^* = \mathfrak{g}^*_{-1} \oplus \mathfrak{g}^*_{-1/2} \oplus \mathfrak{g}^*_0 \oplus \mathfrak{g}^*_{1/2} \oplus \mathfrak{g}^*_1$ of the Lie algebra $\mathfrak{g}^*$ of vector fields (direct sums are always as vector spaces unless otherwise indicated). For $X \in \mathfrak{g}^*$, the preimage in $\mathfrak{g}$ will be denoted by $X^+$. In general, a real vector space is identified naturally with its tangent space at each point and each element $V$ of the vector space determines an obvious vector field denoted $\Delta V$ (directional derivative). When this notation is used for a complex vector space, it refers to the underlying real structure.

In general, we use the notation of [12] but denote the cone by $\Omega$ (instead of $K$), the $\Omega$-hermitian form by $F$ (instead of $S$), the fundamental algebra (on the underlying vector space $\mathcal{V}$) by $\mathcal{L}$ (instead of $\mathcal{A}$), and the left multiplication in $\mathcal{L}$ by $L(X)$ (instead of $A(X)$). One also has the mutation multiplication operators $L_X(Y) = L(XY) - [L(X), L(Y)]$ (instead of $A_X(Y)$). The Bergman kernel function $B$ is determined by a function $\eta$ (abbreviated from $\eta_{KS}$) by

$$B(Z_1 + U_1, Z_2 + U_2) = \eta((2i)^{-1}(Z_1 - \bar{Z}_2) - F(U_1, U_2)).$$

The identity of $\mathcal{L}$ will be a point $e$ in $\Omega$ with $\eta(e) = 1$. The algebra structure on $\mathcal{L}$ and a real inner product $\sigma$ are defined on $\mathcal{V}$ (and extended $\mathbb{C}$ linearly to $\mathcal{V}^C$) by

$$\sigma(X, Y) = (\Delta^X \Delta^Y \log \eta)(e),$$

$$\sigma(XY, Z) = -\frac{1}{2}(\Delta^X \Delta^Y \Delta^Z \log \eta)(e), \quad X, Y, Z \in \mathcal{V}. $$
We also have on \( \mathcal{U} \) the hermitian form \( \rho(U, V) = \sigma(F(U, V), e) \). If \( g \) denotes the Bergman metric of \( \mathcal{D} \), then
\[
(1) \quad g_{ie}(Z_1 + U_1, Z_2 + U_2) = 2c \Re \left( \frac{1}{4} \sigma(Z_1, \overline{Z}_2) + \rho(U_1, U_2) \right),
\]
\( Z_K \in \mathcal{V}^{-c}, U_K \in \mathcal{U} \).

Here \( c \) is a positive constant and conjugation in \( \mathcal{V}^{-c} \) is with respect to \( \mathcal{V} \) as real part.

**Remarks**

(1) The Bergman metric is Einstein with \( \text{Ric} = -(1/c)g \) for the constant \( c \) above. Different normalizations are in use, e.g. \( c = 1 \) in [3–6, 22] and \( c = 1/2 \) in [18]. We will use \( c = 1/2 \).

(2) \( i\Omega \) is a totally geodesic submanifold of \( (\mathcal{D}, g) \). The obvious diffeomorphism \( \Omega \to i\Omega \) then induces a Riemannian metric on \( \Omega \) from \( g \). With respect to the Riemannian connection, the covariant derivative of \( \Delta^Y \) in the direction \( \Delta^X \) at \( e \) is \( (-\Delta^{XY})_e \) where \( XY \) is the product in \( \mathcal{L} \).

With the identification of each (real) tangent space of \( \mathcal{V}^{-c} \times \mathcal{U} \) with \( \mathcal{V}^{-c} \times \mathcal{U} \), we can identify a vector field on \( \mathcal{D} \) with a function \( \mathcal{D} \to \mathcal{V}^{-c} \times \mathcal{U} \). We use this to define vector fields
\[
(2) \quad X_{-1}[a] = ((Z, U) \to (a, 0)) = \Delta^a \quad \text{for } a \in \mathcal{V}^{-c}, \quad X_{1/2}[d] = ((Z, U) \to (2iF(U, d), d)) \quad \text{for } d \in \mathcal{U}
\]
and have \( \mathfrak{g}^{-1}_{-1} = \{ X_{-1}[a] : a \in \mathcal{V}^{-c} \} \), \( \mathfrak{g}_{1/2}^{-1} = \{ X_{1/2}[d] : d \in \mathcal{U} \} \). For any \( T \in \mathfrak{sl}(\mathcal{V}) \), we always extend \( T \) \( C \) linearly to \( \mathcal{V}^{-c} \) and let \( \hat{T} \) denote an element of \( \mathfrak{sl}(\mathcal{V}, C) \) for which \( T(F(U, V)) = F(\hat{T}U, V) + F(U, \hat{T}V) \). The Lie algebra of \( \text{Gl}(\mathcal{D}) \) (the linear automorphism group of \( \mathcal{D} \)) is \( \mathfrak{g}_0 \subset \{ (T, \hat{T}) : T \in \mathfrak{sl}(\mathcal{V}) \} \) and \( (T, \hat{T})^* \) is the function \( (Z, U) \to (TZ, \hat{T}U) \). For consistency and to avoid confusion, set
\[
(4) \quad X_0(T, \hat{T}) = ((Z, U) \to (TZ, \hat{T}U)) = (T, \hat{T})^*.
\]
Finally, there are vector subspaces \( \mathcal{P}_1 \subset \mathcal{V} \), \( \mathcal{P}_{1/2} \subset \mathcal{U} \) so that \( \mathfrak{g}^{-1}_{1/2} = \{ X_{1/2}[d] : d \in \mathcal{P}_{1/2} \} \), \( \mathfrak{g}_{1/2} = \{ X_1[a] : a \in \mathcal{P}_1 \} \) where
\[
(5) \quad X_{1/2}[d] = ((Z, U) \to (2F(U, \phi(Z)d), i\phi(Z)d + 2\phi(F(U, d))U))
\]
\[
(6) \quad X_1[a] = ((Z, U) \to ((L_a(Z))(Z), \phi(Z)\phi(a)U))
\]
and \( \phi \) is defined by \( \rho(\phi(X)U, V) = \sigma(F(U, V), X), X \in \mathcal{V}^{-c}, U, V \in \mathcal{U} \). We extensively use [12, §6] which gives the bracket products of these vector fields (i.e. the Lie product on \( \mathfrak{g}^* \)). Note that all these vector fields canonically extend to \( \mathcal{V}^{-c} \times \mathcal{U} \). For
\[
X^* = X_{-1}[a] + X_{-1/2}[d] + X_0(T, \hat{T}) + X_{1/2}[d'] + X_1[a'],
\]
one has $X_{ie}^* = (a - a' + iTe, d - d')$ since $\phi(e) = I$. In particular, if $K$ is the isotropy subgroup of $G$ at $ie$ with corresponding subalgebra $\mathfrak{k}$, then

$$\begin{align*}
\mathfrak{k}^* &= \{ X_{-1}[a] + X_1[a] : a \in \mathcal{P}_1 \} \\
&\quad \oplus \{ X_{-1/2}[d] + X_{1/2}[d] : d \in \mathcal{P}_{1/2} \} \\
&\quad \oplus \{ X_0(T, \hat{T}) : (T, \hat{T}) \in \mathfrak{g}_0, Te = 0 \}.
\end{align*}$$

Since $G$ is connected and $D$ is simply connected, we have that $K$ is connected. We also define a bilinear form $\langle \cdot, \cdot \rangle$ on $\mathfrak{g}$ by

$$\langle X, Y \rangle = g_{ie}(X^*, Y^*).$$

Following [12, §3], we have idempotents $e_{11}, \ldots, e_{qq}$ of $\mathcal{L}$ giving a Peirce decomposition $\mathcal{L} = \bigoplus_{1 \leq i \leq j \leq q} \mathcal{L}_{ij}$ where each $\mathcal{L}_{ij}$ is a formally real Jordan algebra with respect to $\sigma$ and $e = \sum e_{ii}$. To be consistent with the notation of [3–6], we will reverse the ordering of the idempotents as used in [7–12]. Thus $\mathcal{P}_1$ is an ideal of $\mathcal{L}_{qq}$ whose orthogonal complement in $\mathcal{L}_{qq}$ will be denoted $\mathcal{L}_{qq}^0$. Let

$$\mathfrak{g} = \bigoplus_{1 \leq j \leq q} \mathcal{L}_{jj} \quad \text{and} \quad \mathfrak{g} \ominus \mathcal{P}_1 = \bigoplus_{1 \leq j \leq q-1} \mathcal{L}_{jj} \oplus \mathcal{L}_{qq}^0.$$

We need the following result from [12, Corollary 3.11] (given in our new ordering)

(9) If $X \in \mathcal{L}_{jj}, Y \in \mathcal{L}_{ij}$ and $i \leq j$, then $(L_X(Y), \frac{1}{2}\phi(Y)\phi(X)) \in \mathfrak{g}_0$.

Our aim now is to construct a graded subalgebra $\mathfrak{s}$ of $\mathfrak{g}_1 \oplus \mathfrak{g}_{1/2} \oplus \mathfrak{g}_0$ (the Lie algebra of the affine group of $D$) which will have the structure of a normal $j$-algebra (cf. [28] for definition). For this, we need a complete set $\{d_1, \ldots, d_r\}$ of primitive orthogonal idempotents of $\mathcal{L}$ giving a finer Peirce decomposition. More precisely, choose the new idempotents to lie in the simple formally real summands of the spaces $\mathcal{L}_{11}, \mathcal{L}_{22}, \ldots, \mathcal{L}_{qq}^0, \mathcal{P}_1$ and indexed increasingly in that order. Note that $e = \sum d_i$. Let $\mathcal{L} = \bigoplus_{1 \leq i \leq j \leq r} \mathcal{B}_{ij}$ denote the Peirce decomposition of $\mathcal{L}$ relative to $\{d_1, \ldots, d_r\}$. Then $\mathcal{B}_{ii} = \mathbb{R}d_i$ and $\mathcal{B}_{ij} \subseteq \mathcal{L}_{vw}$ whenever $d_i \in \mathcal{L}_{vw}, d_j \in \mathcal{L}_{ww}$. Motivated by [8; Theorem 5.1] and [12; Lemma 3.10] and using (9) (note the effect of the opposite ordering), one defines an element $(T(b_{ij}), \hat{T}(b_{ij})) \in \mathfrak{g}_0$ for each $b_{ij} \in \mathcal{B}_{ij}$ by

$$\begin{align*}
(10) \quad \left( T(b_{ij}), \hat{T}(b_{ij}) \right) &= \begin{cases} (L_{d_i}(b_{ii}), \frac{1}{2}\phi(b_{ii})\phi(d_i)) = (L(b_{ii}), \frac{1}{2}\phi(b_{ii})) & \text{if } i = j \\
(L_{d_i}(2b_{ij}), \frac{1}{2}\phi(2b_{ij})\phi(d_j)) & \text{if } i < j.
\end{cases}
\end{align*}$$

More generally, for $b \in \mathcal{L}$, let $(T(b), \hat{T}(b)) = \sum_{i \leq j}(T(b_{ij}), \hat{T}(b_{ij}))$ where $b_{ij} \in \mathcal{B}_{ij}$ are the components of $b$. One checks that $(T(e), \hat{T}(e)) = (I, \frac{1}{2}I)$.
and $T(b)e = b$. Thus
\[(X_0(T(b), \hat{T}(b)))_{ie} = ib, \quad b \in \mathcal{V}.
\]
Now set
\[(12) \quad \mathfrak{s} = \mathfrak{g}_{-1} \oplus \mathfrak{g}_{-1/2} \oplus \mathfrak{s}_0
\]
\[\quad \mathfrak{s}_0 = \{(T(b), \hat{T}(b)) : b \in \mathcal{V}\}.
\]
We will show that $\mathfrak{s}_0$, and hence $\mathfrak{s}$, is a Lie subalgebra with $\mathfrak{s} \cap \mathfrak{f} = 0$ and $\dim \mathfrak{s} = \dim \mathcal{R} D$. Thus $S = \exp \mathfrak{s}$ acts simply-transitively on $D$ (cf. the argument in [1], Lemma 2.4). The diffeomorphism $S \ni s \to s(ie) \in D$ is equivariant with respect to the left $S$ actions so $S$ inherits a left-invariant Riemannian metric, determined by $\langle \cdot, \cdot \rangle|_S$, and a left-invariant complex structure determined by a map $j : \mathfrak{s} \to \mathfrak{s}$. Since $(jX)^* = i(X^*)$, we have
\[(13) \quad j(X_{\pm 1}[b])^+ = (T(b), \hat{T}(b)), \quad b \in \mathcal{V},
\]
\[\quad j(X_{-1/2}[d])^+ = (X_{-1/2}[id])^+, \quad d \in \mathcal{U}.
\]
To demonstrate our claim, first note that $\mathcal{L} = \oplus_{1 \leq i \leq j \leq r} \mathcal{B}_{ij}$ defines an $r$-Peirce decomposition in the sense of [7, 1.3] and, by [12, Theorem 3.1], we even know that $\mathcal{L} = \oplus_{1 \leq m \leq n \leq q} \mathcal{L}_{mn}$ is a $(q - k)$-decomposition (relative to $e_{11}, \ldots, e_{qq}$). Define $I_j \subset \{1, \ldots, r\}$ by $e_{jj} = \Sigma_{k \in I_j} d_k$. Then
\[\mathcal{L}_{mn} = \bigoplus_{i \in I_m, j \in I_n} \mathcal{B}_{ij},
\]
and [7, Lemma 1.1.a] shows that $L_{d_i}(b_{ij}) = L_{e_i}(b_{ij})$ if $i \in I_m, j \in I_n, I_m \cap I_n = \emptyset$ and $b_{ij} \in \mathcal{B}_{ij}$. We define the vector spaces $\mathfrak{g}^{\mathcal{L}}_{mn}, \mathfrak{g}^{\mathcal{L}}, \mathfrak{g}^{\mathcal{L}}_{ij}, \mathfrak{g}^{\mathcal{L}}$ as in [7, §3] but with reversed order of the subscripts, i.e. we consider the adjoints of endomorphisms of [7]. Let now $m < n$, then $i < j$ if $i \in I_m$ and $j \in I_n$ whence
\[\mathfrak{g}^{\mathcal{L}}_{mn} = \bigoplus_{i \in I_m, j \in I_n} \mathfrak{g}^{\mathcal{L}}_{ij} \quad \text{and} \quad \mathfrak{g}^{\mathcal{L}}_{mn} \subset \mathfrak{g}^{\mathcal{L}}.
\]
This implies $\mathfrak{n} := \oplus_{m < n} \mathfrak{g}^{\mathcal{L}}_{mn} \subset \mathfrak{g}^{\mathcal{L}}$. From the definition of the space $\mathfrak{g}^{\mathcal{L}}_{mn}$, it is clear that $L_{d_i}(b_{ij}) \in \mathfrak{g}^{\mathcal{L}}_{mn}$ if $i, j \in I_n$. Hence $\mathfrak{g}^{\mathcal{L}} \subset \mathfrak{g}^{\mathcal{L}}$. By [7, Theorem 3.3], we know that $\mathfrak{g}^{\mathcal{L}}$ is a Lie algebra with $[\mathfrak{g}^{\mathcal{L}}, \mathfrak{n}] \subset \mathfrak{n}$ and $[\mathfrak{g}^{\mathcal{L}}, \mathfrak{g}^{\mathcal{L}}_{mn}, \mathfrak{g}^{\mathcal{L}}_{nn}] = 0$ if $m \neq n$. Now let $T_1, T_2$ be elements of $\mathfrak{g}^{\mathcal{L}}$. To prove $[T_1, T_2]_2$ is in $\mathfrak{g}^{\mathcal{L}}$, we may assume that each $T_k$ is in some $\mathfrak{g}^{\mathcal{L}}_{ij}$. We also may assume $T_1, T_2 \notin \mathfrak{n}$. Therefore $T_1 \in \mathfrak{g}^{\mathcal{L}}_{mm}, T_2 \in \mathfrak{g}^{\mathcal{L}}_{nn}$. If $m \neq n$, we get $[T_1, T_2] = 0$, so we may assume $m = n$. It therefore suffices to prove that $\mathfrak{g}^{\mathcal{L}} \cap \mathfrak{g}^{\mathcal{L}}_{nn}$ is a Lie algebra. From [7, Lemma 1.1], we know that $\mathfrak{g}^{\mathcal{L}}_{nn}$ acts trivially on $\mathcal{L}_{lm}$ if $n \notin \{l, m\}$ and from [7, Lemmas 2.3 and 3.1], we find that the map $(L(b_{nn})|\mathcal{L}_{nn}) \to (L(b_{nn})|\mathcal{L}_{np}), \quad n \neq p$, induces a homomorphism
(\mathfrak{g}_{nn} | \mathcal{L}_{nn}) \to \text{End} \mathcal{L}_{pp} \text{ of Lie algebras. Hence, to see that } \mathfrak{g}^R \cap \mathfrak{g}^\mathcal{L}_{nn} \text{ is a Lie algebra we only have to consider } (\mathfrak{g}^R \cap \mathfrak{g}^\mathcal{L}_{nn}) | \mathcal{L}_{nn}. \text{ But now we use the fact that } (\mathfrak{g}^R \cap \mathfrak{g}^\mathcal{L}_{nn}) | \mathcal{L}_{nn} = \mathfrak{g}^R, \text{ where } \mathcal{C} \text{ is the Peirce decomposition induced on } \mathcal{L}_{nn} \text{ from } \mathcal{R}, \text{ and apply } [10, \text{ Lemma 4.2 (a)}] \text{ to conclude that } \mathfrak{g}^\mathcal{L}, \text{ and hence } \mathfrak{g}^R, \text{ is a Lie algebra. Finally, we apply } [12, \text{ Lemma 3.10}] \text{ to see that } \mathcal{S}_0 \text{ is a Lie algebra.}

We note from the definition of } L_d(x_{ij}), \ i < j, \text{ that these endomorphisms are block matrices (in the obvious base) having zeroes in and below the diagonal. Therefore } \mathfrak{n} \text{ is a nilpotent Lie algebra. Moreover, } \{ \mathfrak{g}^R, \mathfrak{g}^R \} \subset \mathfrak{n} \text{ whence } \mathfrak{g}^R \text{ is solvable and hence so is } \mathfrak{s}_0. \text{ Finally, note that } (L(X), \frac{1}{2} \phi(X)), \ X \in \mathcal{R}, \text{ has only real eigenvalues so } \mathfrak{s}_0 \text{ is in fact split over } \mathbb{R}. \text{ By standard results of Koszul [25] (cf. discussion in [28], pp. 47–48), this shows that } (\mathfrak{s}, j) \text{ is a normal } j\text{-algebra with admissible form } \omega \text{ determining the Bergman metric. We also deduce that the product } a \Delta b = T(a) b \text{ is the Vinberg (clan) algebra on } \mathcal{V}.

Let } \alpha \text{ denote the abelian subalgebra of } \mathfrak{s} \text{ given by}

\begin{equation}
\alpha = \bigoplus_{k=1}^{r} R(T(d_k), \hat{T}(d_k)).
\end{equation}

Define linear functionals } \varepsilon_k \text{ on } \alpha \text{ by}

\begin{equation}
\varepsilon_k(jX_l) = \delta_{kl} \quad \text{where } X_l = (X_{-1}[d_l])^+.
\end{equation}

For each linear functional } \alpha \text{ on } \alpha, \text{ let } \pi_\alpha \text{ be the root space of the adjoint action of } \alpha \text{ on } \mathfrak{s}. \text{ Then } \mathfrak{s} \text{ is the orthogonal direct sum of } \mathfrak{n}_0 = \alpha \text{ and the root spaces (some of which may be null)}

\begin{align}
\pi_{\varepsilon_k} &= R X_k \\
\pi_{\varepsilon_k/2} &= \left\{ X_{-1/2}[\phi(d_k)u]^+ : u \in \mathcal{U} \right\} \quad \text{for } 1 \leq k \leq r,
\end{align}

\begin{align}
\pi_{(\varepsilon_k-\varepsilon_l)/2} &= \left\{ (T(b_{kl}), \hat{T}(b_{kl})) : b_{kl} \in \mathcal{B}_{kl} \right\} \\
\pi_{(\varepsilon_k+\varepsilon_l)/2} &= \left\{ X_{-1}[b_{kl}]^+ : b_{kl} \in \mathcal{B}_{kl} \right\} \quad \text{for } 1 \leq k < l \leq r.
\end{align}

One sees that } \mathfrak{n} = [\mathfrak{s}, \mathfrak{s}] \text{ and that } \mathfrak{n} \text{ is the orthogonal complement of } \alpha. \text{ Further, with our normalization, we have } \omega(X_k) = \frac{1}{4} \sigma(d_k, d_k) \text{ and } \sigma(e, e) = \dim_R (\mathcal{V}^C) + \dim_C \mathcal{U} \text{ (compare [3, Th. 4]) which uses a different normalization, also, the last formula is given incorrectly in [11, 12]).}

Now we want to relate the above constructions to the work of Azencott and Wilson. Following [12; §7.3], let } \mathcal{V}' = \mathcal{P}_1, \ \mathcal{U} = \mathcal{P}_{1/2}, \ F' = F|\mathcal{U}' \times \mathcal{U}', \Omega' \text{ equal the projection of } \Omega \text{ onto } \mathcal{V}' \text{ (with respect to } \sigma), \text{ and } D' = \{ (Z, U) \in (\mathcal{V}')^C \times \mathcal{U}' : \text{Im} : Z - F'(U, U) \in \Omega' \}. \text{ Then } D' \text{ is a}
symmetric Siegel domain and the algebra defined thereby on $\mathcal{Y}$. In general, the superscript ' will denote objects defined by $D'$. e.g. $e'$ will be the identity of $\mathcal{L}' = \mathcal{P}_1$ and $\mathfrak{g}'$ will be the Lie algebra of $\text{Aut}(D')$. Note that on each simple factor of $D', \sigma$ is a multiple of $\sigma'$. There is a graded subalgebra $\mathfrak{g}''$ of $\mathfrak{g}$ so that the map $X^* \rightarrow X^*|D'$ (i.e., first $X^*$ is extended to a vector field on $\mathcal{Y} \times \mathcal{Y}$ and then restricted to $D'$) is a Lie isomorphism onto $(\mathfrak{g}')^*$. More precisely, $\mathfrak{g}'' = \mathfrak{g}''_1 \oplus \mathfrak{g}''_{1/2} \oplus \mathfrak{g}'_0 \oplus \mathfrak{g}_1''$ where

$$
\mathfrak{g}''_1 = \{ X_{-1}[a] : a \in \mathcal{P}_1 \}, \quad \mathfrak{g}''_{1/2} = \{ X_{-1/2}[d] : d \in \mathcal{P}_{1/2} \},
$$

\[ \mathfrak{g}'_1 = \mathfrak{g}_1, \]

and $\mathfrak{g}_0''$ is a subalgebra of $\mathfrak{g}_0$.

$D'$ is not contained in $D$, however, letting $e_0 = e - e'$ one has $\Omega' + e_0 \subset \Omega$ so $D'' = D' + ie_0$ is an equivalent submanifold of $D$. One knows $T(e_0) = 0$ for $(T, \hat{T}) \in \mathfrak{g}_0''$ and $\phi(e_0)d = 0$ for $d \in \mathcal{P}_{1/2}$. Using this one proves

$$
X^*|_{(Z,U)} = X^*|_{(Z + ie_0, U)} \quad \text{for} \quad (Z, U) \in D', \quad X \in \mathfrak{g}'',
$$

which shows how the isomorphism $(\mathfrak{g}'')^* = (\mathfrak{g}')^*$ relates the various structures. For example, the Cartan involution on $\mathfrak{g}'$ relative to the symmetry at $ie'$ is known from [11]. Pulling this back to $\mathfrak{g}''$ (or $(\mathfrak{g}'')^*$) gives a Cartan involution $\theta$ defined by

$$
\theta(X_\lambda[a]) = X_{-\lambda}[a] \quad \text{for} \quad \lambda = \pm \frac{1}{2}, \pm 1, \quad a \in \mathcal{P}_1 \quad \text{or} \quad \mathcal{P}_{1/2}
$$

\[ \theta(T, \hat{T}) = -(T', \hat{T}') \quad \text{for} \quad (T, \hat{T}) \in \mathfrak{g}_0'' \]

where the superscript $t$ denotes adjoint with respect to $\sigma$ and $\rho$. The compact part of the corresponding Cartan decomposition is just the isotropy subalgebra $\mathfrak{f} \cap \mathfrak{g}''$ for $D''$. This is meaningful since we also see that $\exp \mathfrak{g}''$ leaves $D''$ invariant and is transitive. [18, p. 178] then implies that the metric induced on $D''$ from $(D, g)$ is symmetric and hence on each irreducible component of $D''$ is a multiple of its Bergman metric.

Now let $\mathfrak{q}$ be the sum of the semi-simple parts of the structure algebras of $\mathcal{L}_{11}, \mathcal{L}_{22}, \ldots, \mathcal{L}_{qq}$ and let $\mathfrak{q}_U$ be the semi-simple part of the compact algebra $\mathfrak{t}_a$ (note $\mathfrak{t}_a \subset \mathfrak{f}_0$; see [12, §7.2] for definition). The elements of $\mathfrak{q}$ can be canonically extended so that $\mathfrak{q} \oplus \mathfrak{q}_U$ becomes a subalgebra of $\mathfrak{g}_0$. Let $r$ be the radical of $\mathfrak{g}$ which is a graded ideal of the form

$$
r = r_{-1} \oplus r_{-1/2} \oplus r_0
$$
where \( g_{-1} = r_{-1} \oplus g''_{-1}, \ g_{-1/2} = r_{-1/2} \oplus g''_{-1/2} \) (orthogonal with respect to \( \langle , \rangle \))

\[
\mathfrak{g}_0 = r_0 \oplus \mathfrak{g}'' \oplus q \oplus q_U
\]

\[
r_0 = n^\phi \oplus L(\text{center}(\mathfrak{X} \oplus \mathcal{P}_1)) \oplus \text{center } t_a
\]

\[
n^\phi = \bigoplus_{1 \leq i < j \leq q} \left\{ \left( L_{e_{ij}}(Y_{ij}), \frac{1}{2} \phi(Y_{ij}) \phi(e_{ij}) \right) : Y_{ij} \in \mathcal{L}_{ij} \right\},
\]

\[
\dim n^\phi = \dim \mathcal{L} - \dim \mathfrak{X}.
\]

In addition (cf. (7)), \( \mathfrak{k}_0 = (\mathfrak{k}_0 \cap \mathfrak{g}''') \oplus \sum \mathfrak{k}_{0j} \oplus t_a \) where \( \mathfrak{k}_{0j} = \text{span}\{L(X_{jj}), L(Y_{jj}) : X_{jj}, Y_{jj} \in \mathcal{L}_{jj}\} \) is isomorphic to \( \text{Der} \mathcal{L}_{jj} \) (clearly, the center of \( \mathfrak{k}_0 \) is the sum of the centers of the summands of \( \mathfrak{k}_0 \); we note \( \text{center}(t_a) = \mathfrak{k}_0 \cap r_0 \)).

We now define

\[
\mathfrak{s}_{01} = \{(T(b), \hat{T}(b)) : b \in \mathcal{P}_1\} = j(\mathfrak{g}_{-1})
\]

\[
\mathfrak{s}_{02} = \text{span}\left\{(T(b_{ij}), \hat{T}(b_{ij})) : i < j, b_{ij} \in \mathcal{R}_{ij} \subseteq \mathfrak{X} \oplus \mathcal{P}_1\right\} \cup \left\{(T(b), \hat{T}(b)) : b = \sum b_{ij}, b_{ij} \in \mathcal{R}_{ii} \subseteq \mathfrak{X} \oplus \mathcal{P}_1 \right\}
\]

and \( \sigma(b, \text{center}(\mathfrak{X} \oplus \mathcal{P}_1)) = 0 \}

\[
\mathfrak{s}'' = \mathfrak{g}''_{-1} \oplus \mathfrak{g}''_{-1/2} \oplus \mathfrak{s}_{01}
\]

\[
\mathfrak{s}_{ss} = \mathfrak{s}'' \oplus \mathfrak{s}_{02}
\]

\[
\mathfrak{s}_r = r_{-1} \oplus r_{-1/2} \oplus n^\phi \oplus L(\text{center}(\mathfrak{X} \oplus \mathcal{P}_1))
\]

\[
\mathfrak{h}_{ss} = \mathfrak{g}'' \oplus q.
\]

By [12, Theorem 7.8], \( \mathfrak{g} = (\mathfrak{h}_{ss} \oplus q_U) \oplus r \) is a Levi decomposition of \( \mathfrak{g} \), \( \mathfrak{h}_{ss} \) is the sum of the noncompact ideals of the semi-simple component, and \( \mathfrak{h}_{ss} = \mathfrak{g}'' \oplus q \) is a direct sum of ideals. One checks that

\[
\mathfrak{s}'' \text{ is a subalgebra of } \mathfrak{g}'' \text{ with } \mathfrak{g}'' = (\mathfrak{k} \cap \mathfrak{g}'') \oplus \mathfrak{s}''
\]

\[
\mathfrak{s}_{02} \text{ is a subalgebra of } q \text{ with } q = (\mathfrak{k} \cap q) \oplus \mathfrak{s}_{02}
\]

\[
\mathfrak{s} \text{ is the orthogonal direct sum } \mathfrak{s}_{ss} \oplus \mathfrak{s}_r \text{ of the subalgebra }
\]

\[
\mathfrak{s}_{ss} = \mathfrak{s} \cap \mathfrak{h}_{ss} \text{ and the ideal } \mathfrak{s}_r = \mathfrak{s} \cap r.
\]

Now a Cartan involution \( \theta \) on \( \mathfrak{h}_{ss} \) is given by (19) and

\[
\theta(T, \hat{T}) = -(T', \hat{T}') \text{ for } (T, \hat{T}) \in q.
\]
By standard results about structure algebras of formally real Jordan algebras, $\mathfrak{f} \cap \mathfrak{a}$ is the fixed point algebra of $\theta|\mathfrak{a}$. As before, [18, p. 178] shows that the orbit $\exp \mathfrak{a} (ie) = \exp s_{02} (ie)$ is Riemannian locally symmetric with respect to the induced metric. Further, (23) and the standard covariant derivative formula
\begin{equation}
2 \langle \nabla_X Y, Z \rangle = \langle [X, Y], Z \rangle + \langle [Z, X], Y \rangle + \langle [Z, Y], X \rangle,
\end{equation}
show that the orbit $\exp \mathfrak{s}_{ss}(ie) = \exp \mathfrak{h}_{ss}(ie)$ is totally geodesic in $(D, g)$ and then $\exp \mathfrak{s}''(ie)$ and $\exp \mathfrak{a}(ie)$ are also seen to be totally geodesic.

Let
\begin{equation}
n_{ss} = n \cap \mathfrak{s}_{ss}, \quad n_r = n \cap \mathfrak{s}_r
\end{equation}
and observe that (23) implies
\begin{equation}
n = n_{ss} \oplus n_r, \quad [\mathfrak{s}_{ss}, \mathfrak{s}_{ss}] = n_{ss}.
\end{equation}
Similarly, let
\begin{equation}
a_{ss} = a \cap \mathfrak{s}_{ss}, \quad a_r = a \cap \mathfrak{s}_r
\end{equation}
and observe that
\begin{equation}
a = a_{ss} \oplus a_r, \quad \mathfrak{s}_{ss} = a_{ss} \oplus n_{ss}, \quad \mathfrak{s}_r = a_r \oplus n_r
\end{equation}
follow easily from $a = n^\perp$, (23) and (27). We may order the idempotents $\{d_i\}$ so that $\{d_1, \ldots, d_s\} \subset \mathcal{X} \ominus \mathcal{P}_1$, $\{d_{s+1}, \ldots, d_r\} \subset \mathcal{P}_1$ and further $\{1, \ldots, s\}$ is the disjoint union $\bigcup I'_j$ where each $I'_j$ is a set of consecutive indices and $\sum_{k \in I'_j} d_k = c_j$ is the identity of a simple factor of $\mathcal{X} \ominus \mathcal{P}_1$. Then center $(\mathcal{X} \ominus \mathcal{P}_1) = \text{span}\{c_j\}$ and $a_r = \bigoplus \mathbb{R}(T(c_j), T(c_j))$. Also if $i < j$ and $\mathcal{B}_{ij} \subset \mathcal{X} \ominus \mathcal{P}_1$ then $\mathcal{B}_{ij}$ is actually in one of these simple factors. These observations imply
\begin{equation}
n_{ss} \text{ is the sum of the root spaces } n_\alpha, \alpha \neq 0, \alpha|a_r = 0.
\end{equation}

Now for any $Y \in n_{ss}$, (25) and (30) imply that there exists $H \in a_{ss}$ so that the curvature $R(H, Y)H \neq 0$. It follows that $\exp a_{ss}(ie)$ is a maximal flat totally geodesic subspace of the Riemannian locally symmetric space $\exp \mathfrak{h}_{ss}(ie)$ which thus has rank equal to $\dim a_{ss}$. Let $\mathfrak{f}_{ss} \oplus \mathfrak{p}_{ss}$, $\mathfrak{f}_{ss} = \mathfrak{f} \cap \mathfrak{h}_{ss}$, be the Cartan decomposition of $\mathfrak{h}_{ss}$ with respect to $\theta$. Since multiplication in $\mathcal{L}$ is a symmetric operator with respect to $\sigma$, one gets that $\theta|a_{ss} = -I$. Thus $a_{ss} \subset \mathfrak{p}_{ss}$ and is maximal abelian. From (30) and the form of the roots $\alpha$, it is clear that we can order a basis of $a_{ss}$ so that $n_{ss}$ is contained in the sum of the positive root spaces of the $a_{ss}$ action on $n_{ss}$. Since $\mathfrak{h}_{ss} = \mathfrak{f}_{ss} \oplus \mathfrak{s}_{ss}$, it follows that
\begin{equation}
\mathfrak{s}_{ss} \text{ is an Iwasawa subalgebra of } \mathfrak{h}_{ss}.
\end{equation}
Note also that (26)–(29) imply that for any nonzero $H \in \mathfrak{a}_{ss}$, $\text{ad}_{n_{ss}} H$ is not identically 0.

For a later theorem, we require the following technical lemma.

**Lemma.** $(\text{ad}_{\mathfrak{g}} X)' = -\text{ad}_{\mathfrak{g}} \theta X$ for $X \in \mathfrak{h}_{ss}$.

**Proof.** The computation will be done in $\mathfrak{g}^*$ with $\theta$ and $\langle , \rangle$ pulled back to $\mathfrak{h}^*$ and $\mathfrak{h}^*$, respectively.

If $X \in \mathfrak{h}_{ss} \cap \mathfrak{g}_{-1}$, then $X^* = X_{-1}[a]$ for $a \in \mathcal{P}_1$ and $\theta X^* = X_{1}[a] \in \mathfrak{g}_1^*$. Since $[\mathfrak{g}_1,(\tilde{\mathfrak{g}}_r)_{-1/2} + (\tilde{\mathfrak{g}}_r)_0] \subset (\mathfrak{g}_{1/2} \oplus \mathfrak{g}_1) \cap r = 0$ and since the graded components of $\tilde{\mathfrak{g}}$ are orthogonal, it suffices to prove

$$\langle [X_{1}[a], X_{-1}[b]], X_{0}(T, \hat{T}) \rangle = -\langle X_{-1}[b], [X_{1}[a], X_{0}(T, \hat{T})] \rangle$$

where $X_{-1}[b]$ is a typical element of $r_{-1}^*$ (so $\sigma(b, \mathcal{P}_1) = 0$) and $X_{0}(T, \hat{T})$ is a typical element of $(\tilde{\mathfrak{g}}_r)_0^*$. But

$$\langle [X_{1}[a], X_{-1}[b]], X_{0}(T, \hat{T}) \rangle = -\langle X_{0}(2L_a(b), \phi(b)\phi(a)), X_{0}(T, \hat{T}) \rangle = -g_{ie}(2L_a(b)(ie), T(ie)) = -\frac{1}{2}\sigma(ab, Te),$$

$$\langle X_{-1}[b], [X_{1}[a], X_{0}(T, \hat{T})] \rangle = \langle X_{-1}[b], [X_{1}[a], X_{0}(T, \hat{T})] \rangle = \frac{1}{4}\sigma(b, Ta).$$

Now $T' = 2L(Te) - T$ [7, p. 88] and $T'\mathcal{P}_1 = 0$ (it suffices to assume $T \in n$, whence $T = L \mathcal{E}_j(b_{ij}), i < j$, and use $L_{ie}^{\mathcal{P}_1} = 0$ by [7, Lemma 1.1a, p. 82]) so $\sigma(b, Ta) = \sigma(T'b, a) = 2\sigma(L(Te)b, a) = 2\sigma(ab, Te)$, proving this case.

If $X \in \mathfrak{h}_{ss} \cap \mathfrak{g}_{-1/2}$, then $X^* = X_{-1/2}[d]$ for $d \in \mathcal{P}_{1/2}$ and $\theta X^* = X_{1/2}[d] \in \mathfrak{g}_{1/2}^*$. Arguing as before, it suffices to prove

$$\langle [X_{1/2}[d], X_{-1/2}[b] + X_{-1/2}[w]], X_{-1/2}[w'] + X_{0}(T, \hat{T}) \rangle = \langle X_{-1}[b] + X_{1/2}[w], [X_{1/2}[d], X_{-1/2}[w'] + X_{0}(T, \hat{T})] \rangle$$

for $b \in \mathcal{P}_{1/2}^+, w, w' \in \mathcal{P}_{1/2}^+, (T, \hat{T}) \in (\tilde{\mathfrak{g}}_r)_0^*$. But

$$\langle [X_{1/2}[d], X_{-1/2}[b] + X_{-1/2}[w]], X_{-1/2}[w'] + X_{0}(T, \hat{T}) \rangle \quad = \quad \langle -X_{-1/2}[i\phi(b)d] - 2(F(w, \phi(\bar{Z})d) + F(\phi(Z)d, w), \quad -\phi(F(U,w))d + \phi(F(w, d))U + \phi(F(U, d))w), \quad X_{-1/2}[w'] + X_{0}(T, \hat{T}) \rangle$$

$$\quad = \quad g_{ie}(-i\phi(b)d - 2(2i\text{Re} F(w, d)), w' + iTe)$$

$$\quad = \quad \text{Re}(-\sigma(\text{Re} F(w, d), Te) - \rho(i\phi(b)d, w'))$$
while
\[
\langle X_{-1}[b] + X_{1/2}[w], [X_{-1/2}[d], X_{-1/2}[w'] + X_0(T, \hat{T})] \rangle
\]
\[
= \langle X_{-1}[b] + X_{1/2}[w], X_{-1}[-4 \text{ Im } F(d, w')] + X_{-1/2}[\hat{T}d] \rangle
\]
\[
= \text{Re}(-\sigma(b, \text{ Im } F(d, w')) + \rho(w, \hat{T}d)).
\]

Now
\[
-\text{Re} \rho(i\phi(b)d, w')
\]
\[
= \text{Im } \rho(\phi(b)d, w') = \frac{1}{2} \text{Im}(\rho(\phi(b)d, w') - \rho(\phi(b)w', d))
\]
\[
= \text{Re}(1/2i)\sigma(b, F(d, w') - F(w', d)) = \text{Re } \sigma(b, \text{ Im } F(d, w')).
\]

Also
\[
-\text{Re } \sigma(\text{Re } F(w, d), T e) = -\text{Re } \sigma(F(w, d), T e)
\]
\[
= -\text{Re } \sigma(F(w, d), T*e) = -\text{Re } \sigma(TF(w, d), e)
\]
\[
= -\text{Re } \sigma(\hat{T}w, d) - \text{Re } \rho(w, \hat{T}d)
\]
and note that \(\rho(\hat{T}w, d) = 0\) since \(\hat{T} \|_ {S^{1/2}} = 0\). (This follows from the form of \((T, \hat{T}) \in (\mathcal{S}_e)_0^*\) and \(\phi(X_{qq})\phi(e_{jj})U = 0\) if \(j \neq q\) [12; §3].)

Finally, if \(X \in b_{ss} \cap g_0\), the \(X^* = X_0(T, \hat{T})\) and \(\theta X^* = -X_0(T', \hat{T}')\).

Then
(32) \[
\langle [-X_0(T', \hat{T}'), X_{-1}[a] + X_{1/2}[d'] + X_0(R', \hat{R})],
\]
\[
X_{-1}[a'] + X_{-1/2}[d'] + X_0(R', \hat{R}') \rangle
\]
\[
= \langle X_{-1}[T'a] + X_{1/2}[\hat{T}'d'] + X_0([T', R], [\hat{T}', \hat{R}]),
\]
\[
X_{-1}[a'] + X_{-1/2}[d'] + X_0(R', \hat{R}') \rangle
\]
\[
= \frac{1}{2} \sigma(T'a, a') + \rho(\hat{T}'d', d') + \frac{1}{4} \sigma([T', R] e, R'e)
\]
while
(33) \[
\langle X_{-1}[a] + X_{1/2}[d] + X_0(R, \hat{R}),
\]
\[
\left[ X_0(T, \hat{T}), X_{-1}[a'] + X_{-1/2}[d'] + X_0(R', \hat{R}') \right] \rangle
\]
\[
= -\frac{1}{4} \sigma(a, Ta') - \rho(d, T\hat{d}') - \frac{1}{4} \sigma(\text{Re}, [T, R'] e).
\]

Now as before, one has \(U' = 2L(Ue) - U\) for any \((U, \hat{U}) \in g_0\); in particular, \(Ue = U'e\). Thus
(34) \[
\sigma([R, R'] e, Te) = \sigma([R, R'] 'e, Te) = \sigma((R')'R'e - R'(R')'e, Te)
\]
\[
= \sigma(\text{Re}, R'Te) - \sigma(R'e, RTe).\]
By assumption, \((R, \hat{R}), (R', \hat{R}') \in \pi \otimes L(\text{center}(\mathcal{X} \Theta \mathcal{P}_1))\) so 
\([[R, R'], [\hat{R}, \hat{R}']] \in \pi \otimes L(\text{center}(\mathcal{X} \Theta \mathcal{P}_1))\). Now
\[Te \in \mathcal{P}_1 \otimes \{b \in \mathcal{X} \Theta \mathcal{P}_1 : \sigma(b, \text{center}(\mathcal{X} \Theta \mathcal{P}_1)) = 0\}\]
while from the definition of \(\pi \otimes L(\text{center}(\mathcal{X} \Theta \mathcal{P}_1))\), \([R, R']e\) is orthogonal to \(\mathcal{X}\). Thus (34) vanishes. Using this, \(Te = T'e\), and expanding the terms in (32) and (33) involving \(R, R', T\), one shows (32) = -(33), as required.

REMARK. In a forthcoming paper we will include the proof that \(g\) is a complete isometry algebra in the sense of [2].

2. Isotropy representations. Suppose \(G\) is the identity component of the isometry group of a Riemannian space \((D, g)\), \(K\) is the isotropy subgroup at a point \(b \in D\), and \(S\) is a Lie subgroup of \(G\) acting simply transitively on \(D\). Let \(\mathfrak{g}, \mathfrak{f}, \mathfrak{s}\) be the corresponding Lie algebras and \(\langle \cdot, \cdot \rangle\) the inner product on \(\mathfrak{s}\) corresponding to the Riemannian metric via
\[\mathfrak{s} \ni X \to X^b \in T_b D.\]
Let
\[
\Lambda: K \to \mathcal{O}(T_b D, g_b), \quad \Lambda(k) = k^*_b |_b \\
\lambda: k \to \mathfrak{s} \circ (T_b D, g_b), \quad \lambda(X) = \frac{d}{dt} \bigg|_{t=0} \Lambda(\exp tX) = -\text{ad } X^b |_b
\]
be the isotropy representations. Here \(\text{ad } X^b |_b\) means that for any \(V \in T_b D\) and any vector field \(\tilde{V}\) extending \(V\), we have
\[
\lambda(X)V = -[X^*, \tilde{V}]_b = \nabla_{\tilde{V}} X^*.
\]
We consider \(\Lambda\) and \(\lambda\) as representations on \(\mathfrak{s}\) via (35). Properties of \(\Lambda\) and \(\lambda\) are detailed in [2, §2]. In fact, the following theorem is implicit in the work of Azencott-Wilson; we have extracted from [2] just what is needed for the proof. A similar theorem is explicitly given in the thesis of H. L. Williams [32]. Since we are only concerned with the conclusions about the isotropy representation our formulation can be more general.

THEOREM 1. With the notation above, suppose there are subalgebras \(\mathfrak{s}_1, \mathfrak{u}_1, \mathfrak{s}_2, \mathfrak{u}_1\) of \(\mathfrak{g}\) such that

(1.1) \(\mathfrak{g}\) is the vector space direct sum \(\mathfrak{s}_1 \oplus \mathfrak{u}_1 \oplus \mathfrak{u} \oplus \mathfrak{s}_2\).

(1.2) \(\mathfrak{s}_2\) is an ideal and \([\mathfrak{u}, \mathfrak{s}_1] = 0\).

(1.3) \(\mathfrak{f} = \mathfrak{u}_1 \oplus \mathfrak{u}\) is the isotropy subalgebra at \(b\).

(1.4) \(\mathfrak{h}_1 = \mathfrak{s}_1 \oplus \mathfrak{u}_1\) is a semi-simple subalgebra with no compact ideals and \(\mathfrak{s}_1 \oplus \mathfrak{u}_1\) is an Iwasawa decomposition with solvable factor \(\mathfrak{s}_1\) and maximal compact factor \(\mathfrak{u}_1\).

(1.5) Letting \(\mathfrak{s} = \mathfrak{s}_1 \oplus \mathfrak{s}_2\) and \(S\) the corresponding analytic subgroup of \(G\), \(S\) acts simply transitively on \(D\).
Let $\theta$ be the Cartan involution with Cartan decomposition $\mathfrak{h}_1 = u_1 \oplus v_1$. Let $P$, resp. $Q$, be projections of $\mathfrak{h}_1$ onto $v_1$, resp. $u_1$, so $P = \frac{1}{2}(I - \theta)$, $Q = \frac{1}{2}(I + \theta)$. Let $\beta$ be a bilinear form on $\mathfrak{h}_1$ which is the (orthogonal) sum of multiples of the Killing form on each simple ideal.

We further assume that

(1.6) The inner product $\langle \cdot, \cdot \rangle$ obtained from the Riemannian metric via (35) satisfies

1. $\langle \xi_1, \xi_2 \rangle = 0$
2. $\langle X, Y \rangle = \beta(\xi_2 X, \xi_2 Y)$ for $X, Y \in \xi_1$
3. $(\text{ad } \xi_2) X' = -\text{ad } \xi_2 \theta X$ for $X \in \xi_1$, where transpose is with respect to $\langle \cdot, \cdot \rangle$.

Let $m_1 = \{ X \in u_1 : \text{ad } X(\xi_1) \subset \xi_1 \}$ and $l_1 = \{ X \in u_1 : \beta(\xi, m_1) = 0 \}$. Then

(1.7) $\lambda(X) = \text{ad } \xi X$ for $X \in m_1 \oplus u$ and $\lambda(m_1 \oplus u)$ is the algebra of skew-symmetric derivations of $(\xi, \langle \cdot, \cdot \rangle)$

(1.8) $\lambda(l_1) = \{ \nabla_Y : Y \in l_1 = [\xi_1, \xi_1] \}$.

**Remark.** (a) Condition (1.6.2) just says that the induced metric on $\exp \xi_1 \cdot b$ is Riemannian locally symmetric.

(b) One easily derives for $X \in \mathfrak{r}$ a unique representation $\lambda(X) = \nabla_a + \text{ad } b, a \in n_1, b \in m_1 + u$.

(c) As $\mathfrak{h}_1$ contains no compact ideals it is easy to see that $u_1$ is generated by $l_1$.

**Proof.** Clearly $m_1 \oplus u = \{ X \in \mathfrak{r} : \text{ad } X(\xi) \subset \xi \}$ and then (1.7) follows from [2, Cor. 2.13]. For $X \in \xi$, (25) shows that $\nabla_X(\xi_1) \subset \xi_1$, $\nabla_X(\xi_2) \subset \xi_2$. Then, for $X, Y, Z \in \xi_1$,

$$
2\langle \nabla_X Y, Z \rangle = \beta(\xi(PX, PY), PZ) + \beta(\xi(PZ, PX), PY) + \beta(\xi(PZ, PQ), PX) + \beta(\xi(\xi_2 P, PX), \xi_2 PY)$$

$$= \beta([\xi_2 P, PX], \xi_2 PY) + \beta([\xi_2 P, PX], \xi_2 PY) + \beta([\xi_2 P, PX], \xi_2 PY)$$

$$= \beta([\xi_2 P, PX], \xi_2 PY) - \beta([\xi_2 P, PX], \xi_2 PY) + \beta([\xi_2 P, PX], \xi_2 PY)$$

$$= 2\langle (\xi(P\xi_1)^{-1}[\xi_2 P, PX], \xi_2 PY) \rangle$$

so

$$\nabla_X Y = (\xi(P\xi_1)^{-1}[QX, PY] \text{ for } X, Y \in \xi_1.$$
since $\langle [Z, Y], X \rangle = 0$ by (1.6.1). Thus
\begin{equation}
\nabla_X Y = \frac{1}{2} \left( \text{ad}_{\mathfrak{g}_2} X - \left( \text{ad}_{\mathfrak{g}_2} X \right)' \right) Y \quad \text{for } X \in \mathfrak{g}_1, Y \in \mathfrak{g}_2.
\end{equation}

Let $\Sigma$ be the projection of $\mathfrak{g}$ onto $\mathfrak{g}_1$ with respect to the decomposition $\mathfrak{g} = \mathfrak{g}_1 \oplus \mathfrak{f}$. As in [2, Prop. 2.9], one has
\begin{equation}
\lambda(Z) = \Sigma \circ \text{ad} \mathfrak{g}_2 Z \quad \text{for } Z \in \mathfrak{f}.
\end{equation}

In particular, for $X \in \mathfrak{g}_1$, we can apply (40) to $Z = QX \in \mathfrak{u}_1 \subseteq \mathfrak{f}$. For $Y \in \mathfrak{g}_1$, we have $[QX, Y] \in \mathfrak{h}_1$ and $P([QX, Y] - (P|\mathfrak{g}_1)^{-1} P [QX, Y]) = 0$ so
\begin{equation}
\Sigma([QX, Y]) = (P|\mathfrak{g}_1)^{-1} P [QX, Y] = (P|\mathfrak{g}_1)^{-1} [QX, PY] = \nabla_X Y
\end{equation}
from (38). For $Y \in \mathfrak{g}_2$, we have $[QX, Y] \in \mathfrak{g}_2$ so
\begin{equation}
\Sigma[QX, Y] = [QX, Y] = \frac{1}{2} \left( \text{ad}_{\mathfrak{g}_2} X + \text{ad}_{\mathfrak{g}_2} \theta X \right) Y
\end{equation}
by (40). Thus
\begin{equation}
\lambda(QX) = \nabla_X \quad \text{for } X \in \mathfrak{g}_1.
\end{equation}

Now let $\alpha_1$ be the maximal abelian subspace of $\mathfrak{u}_1$ corresponding to the Iwasawa decomposition $\mathfrak{u}_1 \oplus \mathfrak{g}_1$. Then $\text{Ker}(Q|\mathfrak{g}_1) = \alpha_1$ and $\text{Im}(Q|\mathfrak{g}_1) = l_1$, as is well known. With (41), this proves (1.8).

Next we consider $\mathfrak{x} := \{ X \in \mathfrak{g}; \nabla_X \in \lambda(\mathfrak{f}) \}$. From (1.8) we get $n_1 \subseteq \mathfrak{x}$. Moreover, (41) shows $\nabla_X = 0$ for $X \in \mathfrak{a}_1 := \mathfrak{g}_1 \oplus n_1$. Hence $\mathfrak{g}_1 \subseteq \mathfrak{x}$. Put $\mathfrak{x}_2 := \{ X \in \mathfrak{g}_2; \nabla_X \mathfrak{g}_1 = 0, \nabla_X \text{ is a skew-symmetric derivation of } \mathfrak{g}_2 \}$. We claim
\begin{equation}
\mathfrak{x} = \mathfrak{g}_1 + \mathfrak{x}_2.
\end{equation}
Clearly $\mathfrak{x}_2 \subseteq \mathfrak{x}$. Let now $X \in \mathfrak{g}_2$, $\nabla_X \in \lambda(\mathfrak{f})$. By (b) of the above remark we know $\nabla_X = \nabla_n + \text{ad}(m + n)$ where $n \in n_1, m \in \mathfrak{m}_1, u \in \mathfrak{u}$. Hence $\nabla_{(X-n)} = \text{ad}(m + u)$ is a skew-symmetric derivation of $\mathfrak{g}$ that annihilates $\alpha_1$. From the definition of $\nabla_X$ we derive that the $\mathfrak{g}_1$-component of $\nabla_{(X-n)} X_1, X_1 \in \mathfrak{g}_1$, is $\nabla_{-n} X_1$. Hence $\nabla_n$ is a skew-symmetric derivation of $\mathfrak{g}_1$. Therefore, by (41), $\nabla n \in l_1$ and $n = 0$ follows. So we have $\nabla_X = \text{ad}(m + u)$. From the definition of $\nabla_X$ we derive $\nabla_X \mathfrak{g}_1 \subseteq \mathfrak{g}_2$ whence $\text{ad} m \mathfrak{g}_1 \subseteq \mathfrak{g}_2$. This implies $[m, \mathfrak{g}_1] = 0$ and $m = 0$ follows. Consequently $\nabla_X = \text{ad} u$. This proves $X \in \mathfrak{x}_2$.

From now on, we consider the case of a homogeneous Siegel domain as in §1. The following result is immediate.

**Theorem 2.** Let $D$ be a homogeneous Siegel domain with Bergman metric $g$. In the notation of §1, the hypotheses of Theorem 1 are satisfied with $b = ie, \mathfrak{b}_1 = \mathfrak{b}_{ss}, \mathfrak{u}_1 = \mathfrak{f}_{ss} = \mathfrak{f} \cap \mathfrak{b}_{ss}, \mathfrak{s}_1 = \mathfrak{s}_{ss}, \mathfrak{s}_2 = \mathfrak{s}_r, \text{ and } \mathfrak{u} = t_\alpha.$
For now, we reserve the notation $\mathfrak{g}, \nabla, \lambda$, etc. for the specific normal $j$-algebra and related objects constructed in §1. Suppose $\hat{\mathfrak{g}}$ is any simply-transitive split-solvable subgroup of $G$ with corresponding normal $j$-algebra $\mathfrak{g} \subset \mathfrak{g}$. By [28, p. 46], we know $S$ and $\hat{S}$ are conjugate by an element of $G$. Since $G = K S$, we may assume $\hat{S} = k_0 S k_0^{-1}$ for some $k_0 \in K$. Let $\mathfrak{m} = \{ \mathfrak{g} \in \mathfrak{g} : \text{ad} X(\mathfrak{g}) \subset \mathfrak{g} \}$ and let $\mathfrak{h}$ be the algebra of skew-symmetric derivations on $\mathfrak{g}$. From [2, Cor. 2.13], we know $\lambda$ maps $\mathfrak{m}$ onto $\mathfrak{h}$. It is also easy to see that $\text{Ad} k_0$ maps $\mathfrak{m}$, resp. $\mathfrak{n} = \mathfrak{n}_{ss}$, resp. $\mathfrak{a}$, onto $\mathfrak{m}$, resp. $\mathfrak{n}$, resp. $\mathfrak{a}$, and that

$$\lambda(\text{Ad} k_0(X)) = \text{Ad} k_0 \circ \lambda(X) \circ \text{Ad}(k_0^{-1})|\mathfrak{g}$$

for $X \in \mathfrak{k}$. 

Let $\mathfrak{m} = \{ X \in \mathfrak{m} : \text{ad} X(\mathfrak{g}) \subset \mathfrak{g} \}$ and let $\mathfrak{h}$ be the algebra of skew-symmetric derivations on $\mathfrak{g}$. From [2, Cor. 2.13], we know $\lambda$ maps $\mathfrak{m}$ onto $\mathfrak{h}$. It is also easy to see that $\text{Ad} k_0$ maps $\mathfrak{m}$, resp. $\mathfrak{n} = \mathfrak{n}_{ss}$, resp. $\mathfrak{a}$, onto $\mathfrak{m}$, resp. $\mathfrak{n}$, resp. $\mathfrak{a}$, and that

$$\mathfrak{h} \subset \mathfrak{g}_{ss}.$$ 

Since the action of $K$ on $\mathfrak{D}$ is by holomorphic maps, we also have

$$\text{Each } T \in \mathfrak{h} \text{ commutes with } j.$$ 

For $T \in \mathfrak{h}$, we get $T(\mathfrak{h}) \subset \mathfrak{h}$, hence $T(\mathfrak{a}) \subset \mathfrak{a}$. For any root $\alpha$, $Y \in \mathfrak{h}_\alpha$, and $H \in \mathfrak{a}$, we get

$$\alpha(H)TY_\alpha = T[H, Y_\alpha] = [TH, Y_\alpha] + [H, TY_\alpha]$$

$$= \alpha(TH)Y_\alpha + \sum_\beta \beta(H)(TY_\alpha)_{n_\beta},$$

which implies

$$T|\mathfrak{a} = 0 \quad \text{and} \quad T(\mathfrak{h}_\alpha) \subset \mathfrak{h}_\alpha \quad \text{for } T \in \mathfrak{h}.$$ 

As in [3], one has

$$\hat{\nabla}_X \equiv 0 \Leftrightarrow \hat{\nabla}_X|\mathfrak{a} \equiv 0 \Leftrightarrow X \in \mathfrak{a}.$$ 

In particular, no nontrivial $\hat{\nabla}_X$ is in $\mathfrak{h}$. Let $\mathfrak{n}_1 = \{ X \in \mathfrak{n} : \nabla X \in \lambda(\mathfrak{f}) \}$.

**Theorem 3.** Let $D$ be a homogeneous Siegel domain with Bergman metric and $\mathfrak{g}$ any corresponding normal $j$-algebra with $\omega$ the form on $\mathfrak{g}$ associated to the Bergman metric by $\omega[jX, Y] = \langle X, Y \rangle$. Then $\mathfrak{g}$ is the orthogonal direct sum of a subalgebra $\mathfrak{g}_1$ and an ideal $\mathfrak{g}_2$ where $\mathfrak{g}_i = \hat{\mathfrak{a}}_i \oplus \mathfrak{n}_i$, $\hat{\mathfrak{a}} = \hat{\mathfrak{a}} \cap \mathfrak{g}_i$, $\mathfrak{n}_i = [\mathfrak{g}_i, \mathfrak{g}_i] = \mathfrak{g}_i \cap \mathfrak{g}_i (\mathfrak{n}_1 \text{ defined as above})$ and

$$\lambda(\mathfrak{f}) = \mathfrak{h} \oplus \{ \nabla X : X \in \mathfrak{n}_1 \}.$$
(3.2) \( \exp \mathfrak{s}_1 \cdot (ie) \) is a totally geodesic Riemannian locally symmetric submanifold (so in particular, \( X, Y \in \mathfrak{s}_1 \) implies \( \nabla_X Y \in \mathfrak{s}_1 \))

(3.3) \( \mathfrak{n}_1 = \sum_\alpha \mathfrak{h}_\alpha \) where the sum is over the (nonzero) roots \( \alpha \) such that \( \alpha | \hat{\alpha}_2 = 0 \) and \( \hat{\alpha}_2 \) is the maximal subspace of \( \hat{\alpha} \) with this property

(3.4) For \( k < l, 0 \neq \mathfrak{n}_{(\varepsilon_k + \varepsilon_l)/2} \subset \mathfrak{n}_1 \Rightarrow \mathfrak{n}_{(\varepsilon_k - \varepsilon_l)/2} \oplus \mathfrak{n}_{\varepsilon_k} \oplus \mathfrak{n}_{\varepsilon_l} \subset \mathfrak{n}_1 \)

(3.5) \( 0 \neq \mathfrak{n}_{\varepsilon_k/2} \subset \mathfrak{n}_1 \Rightarrow \mathfrak{n}_{\varepsilon_k} \subset \mathfrak{n}_1 \)

(3.6) \( \mathfrak{n}_{\varepsilon_k} \subset \mathfrak{n}_1 \Rightarrow \mathfrak{n}_{\varepsilon_k/2} \oplus \mathfrak{n}_{\varepsilon_l/2} \oplus \sum_{l>k} \mathfrak{n}_{(\varepsilon_k \pm \varepsilon_l)/2} \subset \hat{\mathfrak{n}}_1 \), although some of the spaces may be trivial

(3.7) For \( k < l, 0 \neq \mathfrak{n}_{(\varepsilon_k - \varepsilon_l)/2} \subset \mathfrak{n}_1 \Rightarrow \omega(\mathfrak{X}_k) = \omega(\mathfrak{X}_l) \).

**REMARK.** From (42)–(44), we may pull everything back to \( \mathfrak{s} \). It is only important to know the values of the form \( \omega \) on the elements \( \mathfrak{X}_i \in \mathfrak{n}_{\varepsilon_i} \) defined in (15); in fact \( \omega \) must vanish on the orthogonal complement of \( \mathfrak{a} \oplus j\mathfrak{a} \). The values of \( \omega \) on \( \mathfrak{X}_i \) may be determined from [3, Theorem 4]. With our present normalization, one has

\[
\omega(\mathfrak{X}_i) = \frac{1}{2} \sigma(d_i, d_i) = \frac{1}{2} \sigma(e, d_i) \quad \text{and} \quad \sigma(e, e) = \dim_\mathbb{R} \mathcal{V}_C + \dim_\mathbb{C} \mathcal{U}.
\]

The last equality was given incorrectly in [11, 12, 13].

**Proof.** The first assertions and (3.1)–(3.3) are obvious from Theorem 2 and (42)–(48). The main problem with the rest is in comparing the indexing of the roots of \( \mathfrak{s} \) with those of \( \mathfrak{s} \) (although the roots themselves are related by \( \hat{\lambda} = \lambda \circ (\text{Ad} \ k_0)^{-1} \)). However, it is clear that roots of the form \( \varepsilon_m \), resp. \( \frac{1}{2} \varepsilon_m \), resp. \( \frac{1}{2}(\varepsilon_m - \varepsilon_n) \), resp. \( \frac{1}{2}(\varepsilon_m + \varepsilon_n) \) correspond. Thus if \( 0 \neq \mathfrak{n}_{(\varepsilon_k + \varepsilon_l)/2} \subset \mathfrak{n}_1 \), then the corresponding nonzero space \( \mathfrak{n}_{(\varepsilon_k - \varepsilon_l)/2} \) must be in \( \mathfrak{n}_1 = \mathfrak{n}_{ss} \), hence in \( \mathfrak{g}'' \), which implies \( \mathfrak{d}_m, \mathfrak{d}_n \in \mathcal{P}_1 \). This gives \( \mathfrak{n}_{(\varepsilon_m + \varepsilon_n)/2} \oplus \mathfrak{n}_{\varepsilon_m} \oplus \mathfrak{n}_{\varepsilon_n} \subset \mathfrak{n}'' \subset \mathfrak{n}_{ss} \). Transferring back to \( \mathfrak{s} \) gives (3.4). Similar arguments give (3.5) and (3.6).

To prove (3.7), we again consider the corresponding nonzero space \( \mathfrak{n}_{(\varepsilon_m - \varepsilon_n)/2} \subset \mathfrak{n}_1 = \mathfrak{n}_{ss} \), whose elements must be of the form \( (T(b_m), T(b_m)), m < n, b_m \in \mathcal{X} \), by (21). From the definition of \( \mathcal{B}_{ij} \), we know \( \mathfrak{d}_m, \mathfrak{d}_n \in \mathcal{X} \) and \( \mathfrak{d}_m X = \frac{1}{2} X = \mathfrak{d}_n X \) for \( X \in \mathcal{B}_{mn} \). Moreover \( X^2 = \alpha \mathfrak{d}_m + \beta \mathfrak{d}_n, \alpha, \beta \) real, for such \( X \). As \( \mathcal{X} \) is a Jordan algebra, we know \( X^2 X^2 = \chi(XX^2) \) and a simple computation now gives \( \alpha = \beta \). Therefore, choosing \( 0 \neq X \in \mathcal{B}_{mn} \), we have

\[
\alpha \sigma(\mathfrak{d}_m, \mathfrak{d}_n) = \sigma(\mathfrak{d}_n, X^2) = \frac{1}{2} \sigma(\mathfrak{X}, \mathfrak{X}) > 0
\]

and

\[
\alpha \sigma(\mathfrak{d}_m, \mathfrak{d}_m) = \sigma(\mathfrak{d}_m, X^2) = \frac{1}{2} \sigma(\mathfrak{X}, \mathfrak{X}) > 0
\]

whence \( \alpha > 0 \) and \( \sigma(\mathfrak{d}_m, \mathfrak{d}_m) = \sigma(\mathfrak{d}_n, \mathfrak{d}_n) \). From the remark above, we get \( \omega(\mathfrak{X}_m) = \omega(\mathfrak{X}_n) \).
REMARK. Properties (45)-(47) and Theorem 3 hold for any of the admissible Kähler metrics on $\hat{S}$ (i.e. left invariant metrics obtained from a form $\omega$ by $\langle X, Y \rangle = \omega[jX, jY]$), not just the Bergman metric. A direct proof can be given by computations within the normal $j$-algebra $\hat{s}$ using [2, Prop. 28]. For example (3.7) may be proved by computing $0 = \langle (\nabla R)(jX_t, jZ)jZ, Z \rangle$ where $Z \in \hat{n}_{(\epsilon_k - \epsilon_l)/2} \subset \hat{n}_1$. Another proof can probably be obtained by generalizing the work of the second author.

**Theorem 4.** Let $D$ be a homogeneous Siegel domain with Bergman metric and suppose $\hat{s}$ is an associated normal $j$-algebra satisfying

$$g_{-1} \oplus g_{-1/2} \subset \hat{s} \subset g_{-1} \oplus g_{-1/2} \oplus g_0 = \text{aff}(D).$$

Then the isotropy representation $\hat{\lambda}: \mathfrak{f} \to \hat{s} \circ \hat{s}(\hat{s})$ is given on $\mathfrak{f}_{\hat{0}}$ (see (7)) by

$$\hat{\lambda}(X_{-1}[a] + X_{1}[a])^+ = 2\hat{\nabla}_{X_{-1}[a]}^+ \text{ for } a \in \mathfrak{p}_1$$

$$\hat{\lambda}(X_{1/2}[d] + X_{1/2}[d])^+ = 2\hat{\nabla}_{X_{1/2}[d]}^+ \text{ for } d \in \mathfrak{p}_{1/2}.$$

Further $\hat{\lambda}(k_0) = \delta \oplus \{ \hat{\nabla}_X: X \in \hat{n}_1 \cap g_0 \}$.

**Proof.** Let $W = (X_{-1}[a] + X_{1}[a])^+$. For $X_{-1}[c]^+ \in g_{-1}$, (37) implies that

$$\hat{\lambda}(W)(X_{-1}[c]^+) = -[W^*, X_{-1}[c]]|_{ie} = X_0(2L_a(c), \phi(c)\phi(a))|_{ie}$$

$$= 2iL_a(c)e = 2iac.$$

Now by (25) $\hat{\nabla}_{X_{-1}[a]^+}X_{-1}[c]^+$ is in $g_0$ so we may set $\hat{\nabla}_{X_{-1}[a]^+}X_{-1}[c]^+ = X_0(T, \hat{T}^+).$ Then by (25)

$$\frac{1}{4} \sigma(Te, Ue) = \langle X_0(T, \hat{T})^+, X_0(U, \hat{U})^+ \rangle$$

$$= \langle \hat{\nabla}_{X_{-1}[a]^+}X_{-1}[c]^+, X_0(U, U)^+ \rangle$$

$$= \frac{1}{2} \{ \langle X_{-1}[Ua]^+, X_{-1}[c]^+ \rangle + \langle X_{-1}[a]^+, X_{-1}[Uc]^+ \rangle \}$$

$$= \frac{1}{8} \{ \sigma(Ua, c) + \sigma(a, Uc) \} = \frac{1}{4} \sigma(L(ue)a, c) = \frac{1}{4} \sigma(Ue, ac),$$

where at the end, we use the formula for $U + U^t$ given after (33). Thus $Te = ac$, hence $X_0(T, \hat{T})|_{ie} = iac.$ This proves (49) on the subspace $g_{-1}$.

With the same $W$ but $X_{1/2}[c]^+ \in g_{-1/2}$, (37) now implies that

$$\hat{\lambda}(W)(X_{1/2}[c]^+) = -[W^*, X_{1/2}[c]]|_{ie} = X_{1/2}[-i\phi(a)c]|_{ie}$$

$$= i\phi(ie)(-i\phi(a)c) = i\phi(a)c.$$
Now by (25), $\hat{\nabla}_{X_{\frac{1}{2}}}[a] X_{\frac{1}{2}}[c]^+ \in \mathfrak{g}_{-\frac{1}{2}}$ so we may set $\hat{\nabla}_{X_{\frac{1}{2}}}[a] X_{\frac{1}{2}}[c]^+ = X_{\frac{1}{2}}[d]^+$. Then by (25)

$$\text{Re} \rho(d, f) = \langle X_{\frac{1}{2}}[d]^+, X_{\frac{1}{2}}[f]^+ \rangle$$

$$= \langle \hat{\nabla}_{X_{\frac{1}{2}}}[a] X_{\frac{1}{2}}[c]^+, X_{\frac{1}{2}}[f]^+ \rangle$$

$$= \frac{1}{2} \langle [X_{\frac{1}{2}}[f]^+, X_{\frac{1}{2}}[c]^+], X_{\frac{1}{2}}[a]^+ \rangle$$

$$= \frac{1}{2} \langle X_{\frac{1}{2}}[4 \text{Im } F(f, c)]^+, X_{\frac{1}{2}}[a]^+ \rangle$$

$$= \frac{1}{2} \sigma(\text{Im } F(f, c), a) = \frac{1}{2} \text{Re} \rho(i\phi(a), c, f).$$

Thus $d = \frac{1}{2} i\phi(a)c$, hence $X_{\frac{1}{2}}[d]_{ie} = \frac{1}{2} i\phi(a)c$. This proves (49) on the subspace $\mathfrak{g}_{-\frac{1}{2}}$.

Since both sides of (49) commute with $j$ and $j(\mathfrak{g}_{-1}) = \mathfrak{h} \cap \mathfrak{g}_0$, this proves (49) on $\mathfrak{h}$.

The proof of (50) is similar.

As $\mathfrak{h} \subset \mathfrak{f}_0$, whence $\hat{\lambda}(\mathfrak{h}) = \mathfrak{h}$, the last statement is clear.

REMARK. If we consider a vector field $X$ on $D$ as a function from $D$ to $\mathcal{Y}^\mathbb{C} \oplus \mathcal{U}$, then we may take its differential $d_{ie}X$ at the point $ie$, which will be a linear transformation on $T_{ie}D = T_{ie}(\mathcal{Y}^\mathbb{C} \oplus \mathcal{U})$ for $X \in \mathfrak{f}^*$. With this interpretation, $\hat{\lambda}(X^+) = d_{ie}X$. This gives an alternate way of doing some of the calculations of the proof above.

In the case where $\mathfrak{h}$ is a normal $j$-algebra of a homogeneous Siegel domain we can give a more precise description of $\mathfrak{h} = \{ X \in \mathfrak{h}; \nabla_X \in \hat{\lambda}(\mathfrak{f}) \}$.

As a consequence of Theorem 1 we have shown $\mathfrak{h} = \mathfrak{h}_1 + \mathfrak{h}_2$ where $\mathfrak{h}_2 \subset \mathfrak{h}_2$ consists of $X \in \mathfrak{h}_2$ so that $\nabla_X$ is a skew-symmetric derivation of $\mathfrak{h}$. From (48) we get $\mathfrak{h}_2 = \mathfrak{a}_2 = \mathfrak{h}_2 \ominus \mathfrak{h}_2$ whence $\mathfrak{h} = \mathfrak{h}_1 + \mathfrak{a}_2$.

3. Applications of the isotropy representation.

THEOREM 5. Let $D$ be a homogeneous Siegel domain with Bergman metric. Then the almost complex structure map is in the image of the infinitesimal isotropy representation if and only if the domain is symmetric.

Proof. Let $b$ be a point of $D$ and $\lambda: \mathfrak{f} \to \mathfrak{h} \circ (T_bD, \mathfrak{g}_b)$ the infinitesimal isotropy representation and let $j: T_bD \to T_bD$ be the almost complex structure map at $b$. Let $S$ be any simply-transitive Lie subgroup of $G$ with corresponding subalgebra $\mathfrak{s}$ (not necessarily the $S$, $\mathfrak{s}$ of §1). Identify $\mathfrak{s}$ with $T_bD$ as usual. For any skew-symmetric operator $L: \mathfrak{s} \to \mathfrak{s}$ and any $X \in \mathfrak{s}$, let

$$C_X(L) = [L, \nabla_X] - \nabla_{LX} \quad (51)$$
where the operator $\nabla_X$ on $\mathfrak{s}$ is defined by (25). By [2; 2.8], $\lambda(\mathfrak{f})$ is the largest subspace of skew-symmetric operators of $\mathfrak{s}$ whose elements annihilate the curvature tensor and which is invariant under all $C_X$. Clearly $j$ is a skew-symmetric operator which annihilates the curvature tensor but (using the Kähler property) $j \in \lambda(\mathfrak{f})$ implies $-\nabla_X j = [j, \nabla_X] - \nabla_X = C_X(j) \in \lambda(\mathfrak{f})$, for all $X \in \mathfrak{s}$. Therefore $\nabla_Y \in \lambda(\mathfrak{f})$ for all $Y \in \mathfrak{s}$ whence $(\nabla_Y R) = 0$ for all $Y \in \mathfrak{s}$ and $D$ is symmetric.

Note that the proof only uses that $g$ is an $S$-invariant Kähler metric.

The converse is well known.

**Remark.** Let $\mathfrak{s}_{-1/2} = \Theta \Pi T_{1/2}$. Let $T: \mathfrak{s} \to \mathfrak{s}$ be defined by $T|\mathfrak{s}_{-1/2} = j|\mathfrak{s}_{-1/2}$ and $T|((\mathfrak{s}_{-1/2})^\perp) = 0$. Then an application of the Kähler condition (see [3, p. 64]) shows that $T$ is always a skew-symmetric derivation of $\mathfrak{s}$. In fact, $T$ is the skew-symmetric derivation induced from $(0, i 1d) \in g_0$ which is obviously in $\mathfrak{f}$ (and even in $\mathfrak{m}$). We shall denote this derivation by $j|\mathfrak{s}_{-1/2}$ or similar notation.

**Theorem 6.** Let $D$ be a homogeneous Siegel domain. Then the dimension of the orbit of the origin $0$ under $K$ equals the dimension of the Silov boundary $B$ if and only if $D$ is symmetric.

**Proof.** Using the notations and constructions of §1, an element $Y^*$ of $\mathfrak{f}^*$ is of the form $(X_1[a] + X_1[a]) + (X_{1/2}[d] + X_{-1/2}[d]) + X_0(T, \hat{T})$ where $a \in \mathfrak{P}_1$, $d \in \mathfrak{P}_{1/2}$, $(T, \hat{T}) \in g_0$ with $Te = 0$ (see (7)). From (2)–(6), one has $Y^*|_0 = a + d$ so

$$\{ Y^*|_0 : Y \in \mathfrak{f} \} = \mathfrak{P}_1 + \mathfrak{P}_{1/2}$$

and $\dim K \cdot 0 = \dim \mathfrak{P}_1 + \dim \mathfrak{P}_{1/2}$ while $\dim B = \dim \mathcal{V} + \dim \mathcal{U}$. Thus $\dim B = \dim K \cdot 0$ implies $\dim \mathfrak{P}_1 = \dim \mathcal{V}$ and $\dim \mathfrak{P}_{1/2} = \dim \mathcal{U}$. By [21, Th. 4, p. 484], this implies $r_{-1} = r_{-1/2} = 0$ which in turn $r_0 = 0$ since $[r_0, g_{-1}] \subset r_{-1}$. But radical $r = 0$ implies $D$ is symmetric. The converse is well known.

**Remark.** We consider one reason to study $K \cdot 0$. Let $S(\eta, \xi)$ be the Szegő kernel of $D$ and let $P_\eta(\xi) = P(\eta, \xi) = |S(\eta, \xi)|^2 / S(\xi, \xi)$, $\eta \in B$, $\xi \in D$ be the Poisson kernel (see Gindikin [16], Koranyi-Stein [24], and Koranyi [23]). Let $\Delta$ be the Laplacian of the Bergman metric. Koranyi [23] has shown that $\Delta P_\eta = 0$ for all $\eta \in B$ if $D$ is symmetric, Xu Yichao [33] has shown the converse. Our interest is in the set $\{(\eta, \xi) \in B \times D : (\Delta P_\eta)(\xi) = 0\}$ or, less ambitiously, the set

$$B_p = \{ \eta \in B : (\Delta P_\eta)(b) = 0 \}$$
where \( b = ie \) is our base point. Suppose \( D \) is a tube domain. Then we have checked that \( (\Delta P_0)(b) = 0 \) (even this can fail for a non symmetric, non tube domain). Further, it is easy to see that the square of the Szegő kernel is a constant multiple of the Bergman kernel in this case. Using known invariant properties of the Bergman kernel, one has \( P_{g\eta}(g\xi) = \mu(g, \eta)P_\eta(\xi) \) for \( \eta \in B, \xi \in D, g \in G \) (when \( g \cdot \eta \) is defined); the point is that \( \mu(g, \eta) \) does not depend on \( \xi \). For \( k \in K \), since \( \Delta \) is preserved by the isometry \( k \), one gets
\[
(\Delta P_{k \cdot 0})(b) = ((\Delta P_{k \cdot 0}) \circ k)(b) = (\Delta (P_{k \cdot 0} \circ k))(b) = \mu(k, 0)(\Delta P_0)(b) = 0.
\]
Thus \( B_p \supset K \cdot 0 \). We have computed examples to show that \( B_p \) can be significantly larger than \( K \cdot 0 \).

**Remark.** Even in the symmetric case, the action of \( K \) on \( B \) is not globally defined if one uses the unbounded (Siegel) domain realization rather than the bounded domain realization. However
\[
f^* = (f^* \cap (g'')^*) \oplus (\text{Der}(\mathcal{X} \ominus \mathcal{P}_1)) \oplus t_a^*
\]
is a direct sum of Lie algebras so the isotropy group \( K \) at \( ie \) is a product of three commuting groups. It is known (e.g. [21, Th. 10]) that each biholomorphic map of \( D \) is birational. Then an element \( g \in K \) can be written as a product \( g = g_1g_2g_3 \) where each \( g_i \) is birational and \( g_2g_3 \) is in fact linear. Here \( g_1 \in \exp(f \cap g''), g_2 \in \exp(\text{Der}(\mathcal{X} \ominus \mathcal{P}_1)), g_3 \in \exp t_a \). One defines
\[
K \cdot 0 = \{ g(0): g \in K \text{ and the denominator of } g \text{ does not vanish at } 0 \}
\]
where clearly the denominator of \( g \) does not vanish at 0 if and only if the same is true for \( g_1 \) and, in that case, \( g(0) = g_1(0) \). We claim that the denominator of \( g_1 \) vanishes at 0 if and only if the denominator of \( g_1|_{\mathcal{P}_1^C \times \mathcal{P}_{1/2}} \) vanishes at 0. Now a theorem of Kaup (cf. [20, Th. 6.1]) says \( \text{Aut } D = \mathcal{T} \cdot \mathcal{N} \cdot \text{GL}(D) \cdot \mathcal{T} \) where \( \mathcal{T} = \exp(g_{-1} \oplus g_{-1/2}), \mathcal{N} = \exp(g_{-1/2} \oplus g_1) \). It is clear we need only consider denominators for elements of \( \mathcal{N} \). Using the notation and results of [11, p. 557, (6.8')] and the relation \( \exp D_w m = m + (0, i\phi(m_\nu)w) \), we see that
\[
g(m) := \exp X_{1/2}[w] \exp X_1[x](m) = \exp X_{1/2}[w](m^x) = \exp D_w[(m^x)^s],
\]
where \( s = w - iF(w, w) \). From a result of Loos [26, 8.16], we know that the denominator of a “quasi-inverse” \( a^b \) is \( N(a, b) \) as defined in [26, 16.9]. Thus the denominator of \( g(m) \) above is
\[
N(m^x, w - iF(w, w)) = N(m, x + w - iF(w, w))N(m, x)^{-1}
\]
(cf. [26, 16.11]). Finally applying [26, 16.13] and [11, Th. 5.6], we see that the denominator of \( g(m) \) just depends on the orthogonal projection of \( m \) on \( \mathcal{P}_1^c \oplus \mathcal{P}_{1/2} \). Thus an element in \( \mathcal{N} \) has the same denominator as its restriction to \( \mathcal{P}_1^c \oplus \mathcal{P}_{1/2} \). This proves our claim.

Combining the above claim with the action of \( \exp(\mathfrak{k} \cap \mathfrak{g}'') \), we see that \( K \cdot 0 = K_1 \cdot 0 \), where \( K_1 \) is the isotropy group of the symmetric "subdomain" \( D' \) at the point \( i\epsilon \), and \( K_1 \cdot 0 \) is in turn precisely what is familiar from the symmetric case, namely, the Šilov boundary of \( D' \) which is just \( \mathcal{P}_1 \oplus \mathcal{P}_{1/2} \). Thus we have the following refinement of Theorem 6,

\[
K \cdot 0 = \mathcal{P}_1 \oplus \mathcal{P}_{1/2} = \text{Šilov boundary of } D'.
\]

Now we consider the algebra of \( G \) invariant differential operators (see [18, Ch. 10]). The problem of finding \( G \) invariant first order operators obviously reduces to that of finding \( G \) invariant first order operators without constant term, i.e. \( G \) invariant vector fields. Let \( S \) be any simply-transitive subgroup of \( G \). The isometry \( S \to D \) implies that each left invariant vector field \( Y \) on \( S \) determines an \( S \) invariant vector field, also denoted \( Y \), on \( D \) by

\[
Y \big|_{s \cdot b} = \left. \frac{d}{dt} \right|_{t=0} (s \cdot \exp tY \cdot b), \quad s \in S, \ Y \in \mathfrak{s}
\]

where \( b \) is our chosen base point. Since \( G = SK = KS \), to find \( G \) invariant vector fields, we need only find those \( Y \in \mathfrak{s} \) which are also \( K \) invariant. Suppose \( Y \in \mathfrak{s} \) and \( \Lambda(k)Y_b = Y_b \) for all \( k \in K \). For any point \( \xi \in D \), we have \( s \in S \) so that \( s \cdot b = \xi \) and for any \( k \in K \), we have \( k_1 \in K, s_1 \in S \) with \( ks = s_1k_1 \) (and hence \( k \cdot \xi = s_1 \cdot b \)). Thus

\[
k_\ast(Y_\xi) = k_\ast(Y_{s \cdot b}) = k_\ast s_\ast(Y_b) = (s_1)_\ast(k_1)_\ast(Y_b) = Y_{s_1(b)} = Y_{k \cdot \xi}
\]

so \( Y \) is \( K \) invariant. Finally, we note \( K \) is connected. Treating the isotropy representations as represented on \( \mathfrak{s} \), we get

\[
b = \{ Y \in \mathfrak{s} : \Lambda(\mathfrak{f})Y = 0 \} = \{ Y \in \mathfrak{s} : \Lambda(K)Y = Y \}
\]

= set of \( G \) invariant vector fields on \( D \).

**Remark.** It is clear that \( b \) is actually a \( j \)-invariant Lie subalgebra which, by (51) is closed under \( (X, Y) \to \nabla_X Y \).

**Theorem 7.** Let \( D \) be a homogeneous Siegel domain with Bergman metric. Then there exist nontrivial \( G \) invariant vector fields if and only if \( D \) is not symmetric.

**Proof.** We use the notation and construction of Theorem 3 without the over symbol \(^\hat{\cdot}\). If \( a_2 = 0 \), then (3.3) implies \( n = n_1 \), and (48) and [2,
Prop. 2.8] imply $\nabla R = 0$. Hence if $D$ is nonsymmetric, we have $0 \neq H \in \alpha_2$ and for any skew-symmetric derivation $T$ of $\mathfrak{s}$, $T(H) = 0$ by (46). On the other hand, if $\mathfrak{n}_\alpha$ is a root space in $\mathfrak{n}_1$ and $Y \in \mathfrak{n}_\alpha$, then (47) and (30) show that $\nabla_\gamma H = \nabla_H Y + [Y, H] = -\alpha(H) Y = 0$. Thus $\lambda(f) \cdot H = 0$ by Theorem 3. By (55), $H$ is a $G$ invariant vector field on $D$.

The converse is well known since the algebra of $G$ invariant operators is generated by operators of even order in the symmetric case.

Now suppose a vector field $Y$ on $D$, considered as a first order differential operator, commutes with the Laplacian. Then the local one-parameter groups generating $Y$ leave the Laplacian invariant, hence must be isometries. Thus $Y$ is a Killing vector field.

**Lemma.** No nonzero vector field $Y \in \mathfrak{s}$ is a Killing vector field.

**Proof.** We will actually prove this for any normal $j$-algebra $\mathfrak{s}$ associated to $D$ and any admissible metric on $\mathfrak{s}$. If $Y \in \mathfrak{s}$ is Killing, then for all $V, W \in \mathfrak{s}$, one has $\langle V, \nabla_W Y \rangle = -\langle W, \nabla_V Y \rangle$ which implies

$$\langle \nabla_W V, Y \rangle = -\langle \nabla_V W, Y \rangle, \quad V, W \in \mathfrak{s}. \tag{56}$$

As in [3], let $X_i$ be the unique vector in $n_{e_i}$ so that $e_i(jX_m) = \delta_{lm}$. Choosing $Y = W = X_i$ and noting $\nabla_X X_i = jX_i$, (56) yields $0 = \langle jX_i, Y \rangle$, so $Y \in \mathfrak{n}$. For any root $\alpha$, choosing $V = H_\alpha$ (the vector in $\alpha$ dual to $\alpha$ with respect to $\langle , \rangle$) and $W \in \mathfrak{n}_\alpha$, (56) yields $0 = \langle \nabla_W H_\alpha, Y \rangle - \alpha(H_\alpha) \langle W, Y \rangle$ so $\langle W, Y \rangle = 0$. Hence, $Y = 0$.

**Theorem 8.** Let $D$ be a homogeneous Siegel domain. Then the algebra of $G$ invariant differential operators is commutative if and only if $D$ is symmetric.

**Proof.** If $D$ is nonsymmetric, Theorem 7 implies there is a nontrivial $G$ invariant vector field $Y$. If $Y$ commutes with the Laplacian, it is Killing, which contradicts the Lemma. The converse is well known.

3.1. The set $b$ of $G$ invariant vector fields. In this subsection, we study the set $b$ defined in (55). We identify $\mathfrak{s}$ with $\mathfrak{g}^\perp \oplus \mathfrak{u}$ (as vector spaces) so that $b \in \mathfrak{g}^\perp$ corresponds to $(X_1[b])^+ \in \mathfrak{g}_{-1}$ and $d \in \mathfrak{u}$ corresponds to $(X_{1/2}[d])^+ \in \mathfrak{g}_{-1/2}$. From the remark after Theorem 4, we get $b = \{ z \in \mathfrak{g}^\perp \oplus \mathfrak{u}: d_{ie} X(Z) = 0 \text{ for all } X \in \mathfrak{f} \}$. In particular, $z \in b$ implies $(T, \hat{T})(z) = 0$ for all $(T, \hat{T}) \in \mathfrak{f}_0$. But $(0, i \text{Id}) \in \mathfrak{f}_0$, whence $z \in b$ implies $z \in \mathfrak{g}^\perp$. For $a \in \mathcal{P}_1$, $X = X_1[a] + X_1[a]$ is in $\mathfrak{f}$ (cf. (7)) so $z \in b$ implies

$$0 = d_{ie} X(z) = (2L_a(ie), \phi(ie) \phi(a))z = 2L_a(ie)z = 2iaz.$$
Choosing \( a = e' \) gives \( z \in \mathcal{L}_0(e') = \{ w \in \mathcal{L}^\mathbb{C} : e'w = 0 \} \). An easy computation now shows that
\[
\mathfrak{b} = \{ z \in \mathcal{L}_0(e') : (T, \hat{T}) z = 0 \text{ for all } (T, \hat{T}) \in \text{Der}(\mathcal{X} \oplus \mathcal{P}_1) \oplus t_u \}.
\]
We write \( \mathcal{X} \oplus \mathcal{P}_1 = \bigoplus_{k=1}^{g-1} \mathfrak{C}_{kk} \) where the \( \mathfrak{C}_{kk} \) are the simple summands of \( \mathcal{X} \oplus \mathcal{P}_1 \). We put \( c_g := e' \), \( c_k := \text{unit of } \mathfrak{C}_{kk} \) and consider the Peirce decomposition of \( \mathcal{L}^\mathbb{C} \) relative to \( c_1, \ldots, c_g, \mathcal{L}^\mathbb{C} = \bigoplus_{1 \leq i \leq j \leq g} \mathfrak{C}_{ij} \). For \( z \in \mathfrak{b} \), the results above imply \( z = \sum_{1 \leq i \leq j \leq g-1} z_{ij} \) where \( z_{ij} \in \mathfrak{C}_{ij} \). Moreover \( z_{kk} \) is annihilated by all derivations of \( \mathfrak{C}_{kk}^\mathbb{C} \). But up to scalar multiple, the only vector with this property for all derivations of a simple formally real Jordan algebra is its identity. Thus \( z_{kk} \in \mathfrak{C}c_k \). It is easy to see that \( \mathfrak{C}c_k \) is actually contained in \( \mathfrak{b} \). Thus
\[
(57) \quad \mathfrak{b} = \bigoplus_{k=1}^{g-1} \mathfrak{C}c_k \oplus \left( \bigoplus_{1 \leq i \leq j \leq g-1} (g \cap \mathfrak{C}^\mathbb{C}_{ij}) \right).
\]

It is known ([7, Lemma 3.1] and [9, Th. 8.6]) that the map
\[
\mathfrak{C}_{kk} \ni z \rightarrow 2L(z)|_{\mathfrak{C}_{kr}} \in \text{Sym}(\mathfrak{C}_{kr}, \langle , \rangle), \quad k \neq r,
\]
is a homomorphism of Jordan algebras. Also, \( \text{Der} \mathfrak{C}_{kk} \) is spanned by the commutators of left multiplications. The corresponding Lie algebra of skew-adjoint endomorphisms, extended \( \mathbb{C} \) linearly to \( \mathfrak{C}^\mathbb{C} \) will be denoted \( \mathfrak{D}_{kr} \).

**Lemma.** If \( \text{rank } \mathfrak{C}_{kk} \geq 2 \), then the only vector in \( \mathfrak{C}^\mathbb{C}_{kr} \) annihilated by \( \mathfrak{D}_{kr} \) is the zero vector.

**Proof.** We split \( \mathfrak{C}^\mathbb{C}_{kr} \) into irreducible subspaces relative to the given representation of the Jordan algebra. The space of vectors annihilated by \( \mathfrak{D}_{kr} \) splits accordingly. Thus, we may assume \( \mathfrak{C}^\mathbb{C}_{kr} \) is irreducible. If \( \mathfrak{C}_{kk} = \text{Sym}(n, \mathbb{F}) \), for \( \mathbb{F} = \mathbb{R}, \mathbb{C}, \) or \( \mathbb{H} \) (Quaternions), then \( \mathfrak{C}_{kr} = \mathbb{F}^n \) and \( L(z)u = zu \). The commutators of the \( L(z) \) contain at least all skew-symmetric real matrices. These simultaneously annihilate no common vector if \( n \geq 2 \). The case \( \mathfrak{C}_{kk} = \text{Sym}(3, \text{Cayley}) \) does not occur so it remains to consider the case \( \mathfrak{C}_{kk} = [\mathfrak{C}_{kk}, \mu, c_k] \). In this case, the representation \( z \rightarrow \psi(z) = L(z)|_{\mathfrak{C}_{kr}} \) satisfies \( \psi(z)^2 = \sigma(z, z) \text{ Id on } \{ z \in \mathfrak{C}_{kk} : \sigma(z, c_k) = 0 \} \). Thus \( \psi(y)\psi(z) + \psi(z)\psi(y) = 2 \text{ Id if } \sigma(y, z) = 0 \). In particular \( [\psi(y), \psi(z)] = 2\psi(y)\psi(z) \) and this is invertible. So in this case, \( \mathfrak{D}_{kr} \) also annihilates no nonzero vector.

As an easy consequence of this Lemma, we get
\[
(58) \quad 0 \neq \mathfrak{b} \cap \mathfrak{C}^\mathbb{C}_{kr} (k \neq r) \Rightarrow \mathfrak{C}_{kk} \simeq \mathfrak{C}_{rr} \simeq \mathbb{R}.
\]
Further, we note that \( e - e' \) and \( T(e - e') \) are in \( \mathfrak{b} \) and \( \mathfrak{b} \) is a subalgebra of \( \mathcal{L}^\mathbb{C} \).
It is clear from the above that it is of great importance to determine $b$ in case $\mathcal{X} \cong \mathbb{R} \oplus \mathbb{R}$. This corresponds — essentially — to all homogeneous Siegel domains over a circular cone. The second author hopes to pursue this topic in a forthcoming publication.

3.2. The center of $\mathfrak{f}$. In this subsection we collect some results on the structures of the center of $\mathfrak{f}$ which will lead to another characterization of the symmetric case. Actually we do our computations in the isomorphic algebra $\mathfrak{f}^*$ of vector fields on $D$ and use the splitting of (7) with the notation

\begin{equation}
\mathfrak{f}^* = \{ X_1[b] + X_1[b] : b \in \mathcal{P}_1 \}
\end{equation}

\begin{equation}
\mathfrak{f}^*_{1/2} = \{ X_{-1/2}[d] + X_{1/2}[d] : d \in \mathcal{P}_{1/2} \}.
\end{equation}

We fix $Z \in \delta(\mathfrak{f}^*) = \text{center}(\mathfrak{f}^*)$ with $Z = Z_1 + Z_{1/2} + Z_0$, $Z_1 = X_1[a] + X_1[a]$, $Z_{1/2} = X_{-1/2}[d] + X_{1/2}[d]$, and $Z_0 = X_0(T, \hat{T})$ for some $a \in \mathcal{P}_1$, $d \in \mathcal{P}_{1/2}$, and $(T, \hat{T}) \in \mathfrak{g}_0$ with $Te = 0$.

Now $X_0(0, i \text{Id})$ is always in $\mathfrak{f}^*_0$ (provided $\mathfrak{g}_{-1/2} \neq 0$) and we have (see [12, §6]) $0 = [Z, X_0(0, i \text{Id})] = [Z_{1/2}, X_0(0, i \text{Id})] = X_{-1/2}[id] + X_{1/2}[id]$. This implies $d = 0$ and hence $Z_{1/2} = 0$.

Now pick $Y = X_1[b] + X_1[b] \in \mathfrak{f}^*_1$. Taking components of $0 = [Z, Y]$ with respect to the splitting (7) and again using the explicit bracket product formulas of [12, §6], we get

\begin{equation}
0 = [Z_1, Y] = X_0(2L_b(a), \phi(a)\phi(b)) - X_0(2L_a(b), \phi(b)\phi(a)) = X_0(4[L(a), L(b)], [\phi(a), \phi(b)])
\end{equation}

\begin{equation}
0 = [Z_0, Y] = -(X_{-1}[Tb] + X_1[Tb]).
\end{equation}

Then (60) implies that $0 = [L(a), L(b)] = [\phi(a), \phi(b)]$ for all $b \in \mathcal{P}_1$. In particular, standard facts of Jordan theory imply $a$ is in the center of $\mathcal{P}_1$. Further, (61) for all $Y$ is equivalent to $T|\mathcal{P}_1 = 0$.

For an arbitrary element $X_0 = X_0(R, \hat{R}) \in \mathfrak{f}^*_0$, the condition $0 = [Z, X_0]$ implies $0 = [Z_1, X_0]$ and $0 = [Z_0, X_0]$, which in turn gives

\begin{equation}
0 = Ra
\end{equation}

\begin{equation}
0 = [T, R].
\end{equation}

Condition (62) is automatically satisfied whenever $a$ is in the center of $\mathcal{P}_1$ and (63) is equivalent to the condition that $Z_0$ is in center $(\mathfrak{f}^*_0) = \delta(\mathfrak{f}^*_0)$.

Finally, for an arbitrary element $W = X_{-1/2}[w] + X_{1/2}[w] \in \mathfrak{f}^*_{1/2}$, we get

\begin{equation}
0 = [Z, W] = X_{-1/2}[i\phi(a)w - \hat{T}w] + X_{1/2}[i\phi(a)w - \hat{T}w]
\end{equation}
which is equivalent to
\[(64) \quad \hat{T}w = i\phi(a).\]

Combining these results we have
\[(65) \quad \hat{\delta}(k^*) = \{X_\infty[a] + X_\infty[T, \hat{T}]: \hat{T} \in \text{center}(\mathcal{P}_1), X_0(T, \hat{T}) \in \hat{\delta}(k_0^*), T|\mathcal{P}_1 = 0, \hat{T}|\mathcal{P}_{1/2} = i\phi(a)\}.\]

By (20) we know
\[X_0(T, \hat{T}) = X_0(T'', \hat{T}'') + \sum X_0(T_j, \hat{T}_j) + X_0(T_\hat{T}, \hat{T}_\hat{T})\]
where the summands are in the obvious subspaces of \(\hat{\delta}(\mathfrak{f}^*)\). From our conditions we obviously get \(T''|\mathcal{P}_1 = 0\) and \(\hat{T''}|\mathcal{P}_{1/2} = i\phi(a)\). Hence
\[(66) \quad \text{center}(\mathfrak{f}^*) = \text{center} \mathfrak{t}^*_a \oplus \sum \text{center} \mathfrak{f}^*_i \oplus \{X_\infty[a] + X_\infty<T, \hat{T}>: a \in \text{center} \mathcal{P}_1, X_0(T, \hat{T}) \in \text{center} \mathfrak{g}_0^*, T|\mathfrak{z} = 0, \hat{T}|\mathcal{P}_{1/2} = i\phi(a)\}.\]

**Remark** (a) It is clear that \(X_0(T, \hat{T})\) in the last summand is uniquely determined. However, a more precise description requires a considerable effort that seems not to be appropriate for the purposes of this paper.

(b) \(\text{center} \mathfrak{f}_0j\) is nontrivial only if \(\mathfrak{l}_j\) contains special simple ideals of rank 2.

(c) It is clear that (66) splits canonically into the irreducible summands of a given homogeneous Siegel domain.

We note that to each \(a \in \text{center}(\mathcal{P}_1)\) there exists \(X_0(T, \hat{T}) \in \mathfrak{g}_0^*\) so that \(X_\infty[a] + X_\infty[a] + X_0(T, \hat{T}) \in \text{center}(\mathfrak{f}^*)\). This stems from the fact that such an element exists for the symmetric domain \(D'\) and that it extends naturally to an element of \(\mathfrak{g}_0^*\).

**Theorem 9.** Let \(D\) be a homogeneous Siegel domain in \(\mathcal{V}^C \times \mathcal{U}\) and \(\mathfrak{f}\) the isotropy algebra at a point \(b \in D\). Then \(D\) is symmetric if and only if there exists \(X \in \text{center}(\mathfrak{t}^*)\) so that \(d_bX\) is invertible as linear transformation on \(T_b(\mathcal{V}^C \times \mathcal{U}) \cong \mathcal{V}^C \times \mathcal{U}\).

**Proof.** We may assume without restriction \(z = ie\). If \(D\) is symmetric then we choose \(X\) so that \(d_{ie}X\) is the complex structure on \(\mathcal{V}^C \times \mathcal{U}\). Assume now we have \(X \in \text{center}(\mathfrak{f})\) so that \(d_{ie}X\) is invertible in \(\mathcal{V}^C \times \mathcal{U}\). Then from (66) we derive \(\mathcal{X} \oplus \mathcal{P}_1 = 0\) (otherwise the identity of \(\mathcal{X} \oplus \mathcal{P}_1\) would be annihilated by \(d_{ie}X\)). This says that \(D\) is quasisymmetric. We may assume that \(D\) is irreducible. If \(D\) is not symmetric then \(\mathcal{P}_1 = 0\), a contradiction. This proves the theorem.
4. Examples.

4.1. Consider the Vinberg cones

\[ \Omega = \{ (M, N): M, N \text{ real, } 2 \times 2, \text{ symmetric positive definite matrices} \} \]

\[ \Omega' = \{ M: M \text{ is real, } 3 \times 3, \text{ symmetric positive definite matrix with } M^2 = M_3^3 = 0 \}. \]

Imbed these as open subset of \( \mathbb{R}^5 \) so that \( (X^k) \in \mathbb{R}^5 \) corresponds to

\[
\left( \begin{array}{cc} X^1 & X^2 \\ X^2 & X^3 \\ \end{array} \right), \quad \left( \begin{array}{cc} X^4 & X^5 \\ X^4 & X^5 \\ \end{array} \right) \in \Omega,
\]

\[
\left( \begin{array}{ccc} X^1 & X^2 & X^4 \\ X^2 & X^3 & 0 \\ X^4 & 0 & X^5 \\ \end{array} \right) \in \Omega'.
\]

These cones are dual with respect to the inner product

\[ X \cdot Y = X^1 Y^1 + 2X^2 Y^2 + X^3 Y^3 + 2X^4 Y^4 + X^5 Y^5. \]

We identify the group of complex affine transformations of \( \mathbb{C}^5 \) with the subgroup

\[
\left\{ \left( \begin{array}{cc} A & \tau \\ 0 & 1 \end{array} \right): A \in \text{GL}(5, \mathbb{C}), \tau \in \mathbb{C}^5 \right\}
\]

and similarly for the Lie algebras. Let \( \tau_l \in \mathbb{C}^5 \) be the column vector with 1 in the \( l \)th position and 0 elsewhere and \( E_m \in \mathfrak{gl}(5, \mathbb{C}) \) the matrix with 1 in the \( l \)th row, \( m \)th column, 0 elsewhere.

4.1.1. Let \( D \) be the tube domain over \( \Omega \). Let

\[
X_1 = \left( \begin{array}{cc} 0 & \tau_3 \\ \tau_3 & 0 \end{array} \right), \quad X_2 = \left( \begin{array}{cc} 0 & \tau_5 \\ \tau_5 & 0 \end{array} \right), \quad X_3 = \left( \begin{array}{cc} 0 & \tau_1 \\ \tau_1 & 0 \end{array} \right)
\]

\[
Y_{13} = \left( \begin{array}{cc} 0 & \tau_2 \\ \tau_2 & 0 \end{array} \right), \quad Y_{23} = \left( \begin{array}{cc} 0 & \tau_4 \\ \tau_4 & 0 \end{array} \right)
\]

\[
H_1 = \left( \begin{array}{ccc} \frac{1}{2}E_{22} + E_{33} & 0 \\ 0 & 0 \end{array} \right), \quad H_2 = \left( \begin{array}{ccc} \frac{1}{2}E_{44} + E_{55} & 0 \\ 0 & 0 \end{array} \right),
\]

\[
H_3 = \left( \begin{array}{ccc} E_{11} + \frac{1}{2}E_{22} + \frac{1}{2}E_{44} & 0 \\ 0 & 0 \end{array} \right)
\]

\[
Z_{13} = \left( \begin{array}{ccc} E_{21} + 2E_{32} & 0 \\ 0 & 0 \end{array} \right), \quad Z_{23} = \left( \begin{array}{ccc} E_{41} + 2E_{54} & 0 \\ 0 & 0 \end{array} \right).
\]

These elements form a basis for a normal \( j \)-algebra \( (\mathfrak{g}, j) \) associated to \( D \). Here \( j(X_k) = H_k, j(Y_{kl}) = Z_{kl}, a = \text{span}(H_1, H_2, H_3). \) If \( \epsilon_k \) is defined on
by \( \varepsilon_k(H_l) = \delta_{kl} \) for \( k, l = 1, 2, 3 \), then the root spaces are

\[
\begin{align*}
\mathfrak{n}_{\varepsilon_k} &= \mathbb{R}X_k, \quad k = 1, 2, 3 \\
\mathfrak{n}_{(\varepsilon_k + \varepsilon_l)/2} &= \mathbb{R}Y_{k3}, \\
\mathfrak{n}_{(\varepsilon_k - \varepsilon_l)/2} &= \mathbb{R}Z_{k3}, \quad k = 1, 2.
\end{align*}
\]

Since the root spaces are all one dimensional, (46) shows that the space \( \mathfrak{d} \) of skew-symmetric derivations is trivial. From [3], we find that, up to constant multiple, the form \( \omega \) defining the Bergman metric is given by

\[
\omega(X_1) = \omega(X_2) = 3/2, \quad \omega(X_3) = 2.
\]

Since \( \omega(X_1) \neq \omega(X_2), \omega(X_2) \neq \omega(X_3) \), (3.7) shows \( \mathfrak{n}_{(\varepsilon_1 \pm \varepsilon_3)/2} \oplus \mathfrak{n}_{(\varepsilon_2 \pm \varepsilon_3)/2} \subset \mathfrak{n}_2 \) (in the notation of Theorem 3). Then (3.6) implies also \( \mathfrak{n}_{\varepsilon_1} \oplus \mathfrak{n}_{\varepsilon_2} \subset \mathfrak{n}_2 \). Now one can check directly that \( \nabla_{X_3} R = 0 \) and \( C_X(\nabla_{X_3}) \in \mathbb{R}\nabla_{X_3} \) for all \( X \in \mathfrak{s} \) to conclude from (2.8) that \( \lambda(\mathfrak{f}) = \mathbb{R}\nabla_{X_3} \) (alternatively, from other computations, one knows that \( \dim \text{Aut} D > \dim \mathbb{R} D \)). In any case, one now gets

\[
\mathfrak{n}_1 = \mathfrak{n}_{\varepsilon_3}, \quad \mathfrak{n}_2 = \mathfrak{n}_{\varepsilon_1} \oplus \mathfrak{n}_{\varepsilon_2} \oplus \mathfrak{n}_{(\varepsilon_1 \pm \varepsilon_3)/2} \oplus \mathfrak{n}_{(\varepsilon_2 \pm \varepsilon_3)/2}
\]

\[
\alpha_1 = \mathbb{R}H_3, \quad \alpha_2 = \mathbb{R}H_1 \oplus \mathbb{R}H_2
\]

and \( \dim \mathfrak{f} = 1 \).

By the proof of Theorem 7 and the preceding Remark, we know that any vector field \( Y \in \alpha_2 \oplus j\alpha_2 \) is annihilated by the infinitesimal isotropy representation and so is \( G \)-invariant. Direct computation shows that \( \alpha_2 \oplus j\alpha_2 \) is the full subspace of \( \mathfrak{s} \) annihilated by \( \lambda(\mathfrak{f}) \).

In this case, one can easily compute the isotropy representation on the group level, namely \( \Lambda(K) = \{ e^{t\nabla_{X_3}} \colon t \in \mathbb{R} \} \) leaves invariant each space \( \mathfrak{n}_a \oplus j\mathfrak{n}_a \) (for each nonzero root \( \alpha \)) and acts there by

\[
e^{t\nabla_{X_3}}(\mathfrak{n}_a \oplus j\mathfrak{n}_a) = \left\{ (\cos t|\alpha(H_3)||)I + (\sin t|\alpha(H_3)||)j \right\}.
\]

4.1.2. Now let \( D \) be the tube domain over the dual cone \( \Omega' \). A very similar computation shows that there is an associated normal \( j \)-algebra \( \mathfrak{s} \) of rank 3 (i.e. \( \dim \mathfrak{a} = 3 \)) and the root spaces are again all one dimensional but now have the form

\[
\mathfrak{n}_{\varepsilon_k}, \quad k = 1, 2, 3; \quad \mathfrak{n}_{(\varepsilon_1 \pm \varepsilon_3)/2}, \quad l = 2, 3.
\]

As before, the space \( \mathfrak{d} \) of skew-symmetric derivations is trivial. However, when we now compute (from [3]) the form \( \omega \) giving the Bergman metric, we get, up to constant multiple,

\[
\omega(X_1) = 2, \quad \omega(X_2) = \omega(X_3) = 3/2.
\]

Since \( \omega(X_1) \neq \omega(X_2), \omega(X_1) \neq \omega(X_3) \), we conclude as before that \( \mathfrak{n}_{(\varepsilon_1 \pm \varepsilon_2)/2} \oplus \mathfrak{n}_{(\varepsilon_1 \pm \varepsilon_3)/2} \subset \mathfrak{n}_2 \) and hence also \( \mathfrak{n}_{\varepsilon_1} \subset \mathfrak{n}_2 \). Direct computation shows that \( \nabla_{X_2} R = \nabla_{X_3} R = 0 \) and \( C_X(\mathbb{R}\nabla_{X_2} \oplus \mathbb{R}\nabla_{X_3}) \subset \mathbb{R}\nabla_{X_2} \oplus \mathbb{R}\nabla_{X_3} \)
for all $X \in \bar{\mathcal{S}}$. Thus

$$\Pi_1 = \Pi_{\varepsilon_2} \oplus \Pi_{\varepsilon_3}, \quad \Pi_2 = \Pi_{\varepsilon_1} \oplus \Pi_{(\varepsilon_1 \pm \varepsilon_2)/2} \oplus \Pi_{(\varepsilon_1 \pm \varepsilon_3)/2}$$

$$\alpha_1 = R H_2 \oplus R H_3, \quad \alpha_2 = R H_1$$

and $\dim \mathfrak{f} = 2$.

One can compute the Szegö kernel $S(z, z)$ (up to constant multiple) by knowing its invariance properties under $\text{Aff}(D)$. In this case, letting $z = (z^k)$ be the natural complex coordinate on $C^5$, one gets that the Szegö kernel is a constant multiple of

$$(z^3 - \bar{z}^3)^{1/2}(z^5 - \bar{z}^5)^{1/2}(\det(Z - \bar{Z}))^{-2}$$

where $Z$ is the $3 \times 3$ matrix corresponding to $z$. Let $\Delta$ be the Laplacian of the Bergman metric and $P_\eta(z)$ the Poisson kernel. A straightforward but messy calculation shows that $(\Delta P_\eta)(iI) = 0$ for $\eta = (\eta^1, 0, \eta^3, 0, \eta^5)'$ (and possibly for other values of $\eta$ in the Silov boundary). In this case, the action of $\exp(a X_1 + b X_2 + c X_3)$ on $C^5$ is translation by the constant vector $(a, 0, b, 0, c)'$. In fact, one can compute that $K \cdot 0 = P_1 = \{ \eta \in R^5: \eta = (0, 0, \eta^3, 0, \eta^5)' \}$ so $B_\rho$ is certainly larger than $K \cdot 0$ (cf. Theorem 6 and the following remark).

4.2. Let $D$ be Pyatetskii-Shapiro’s 8 (real)-dimensional example. As computed in [3], an associated normal $j$-algebra $\mathfrak{g}$ is of rank 2 (so $\dim \mathfrak{a} = 2$) with root spaces $\Pi_{\varepsilon_k}$, $k = 1, 2$, of dimension 1: $\Pi_{\varepsilon_1/2}$ of (real) dimension 2; $\Pi_{(\varepsilon_1 \pm \varepsilon_2)/2}$ of dimension 1. Since all root spaces except $\Pi_{\varepsilon_1/2}$ are one dimensional, every skew-symmetric derivation is trivial except possibly on $\Pi_{\varepsilon_1/2}$. It is easy to check that the algebra of skew-symmetric derivations is

$$\mathfrak{d} = R\left(\mathfrak{f}/\Pi_{\varepsilon_1/2}\right).$$

Computing the form $\omega$ defining the Bergman metric as in [3], we get (up to constant multiple)

$$\omega(X_1) = 1, \quad \omega(X_2) = 3/4.$$ 

Since $\omega(X_1) \neq \omega(X_2)$, (3.4)–(3.7) imply that

$$\Pi_{\varepsilon_1/2} \oplus \Pi_{\varepsilon_1} \oplus \Pi_{(\varepsilon_1 \pm \varepsilon_2)/2} \subset \Pi_2.$$ 

Direct computation shows that $(\nabla_{X_2} R)(\Pi_{(\varepsilon_1 \pm \varepsilon_2)/2}, \Pi_{\varepsilon_1/2}) \Pi_{(\varepsilon_1 \pm \varepsilon_2)/2} \neq 0$ so we also get $\Pi_{\varepsilon_2} \subset \Pi_2$. Thus

$$\Pi_1 = 0, \quad \Pi_2 = \Pi_1$$

$$\alpha_1 = 0, \quad \alpha_2 = \alpha.$$ 

Again, $\dim \mathfrak{f} = 1$. 
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for all Xe §. Thus

$$\Pi_1 = \Pi_{\varepsilon_2} \oplus \Pi_{\varepsilon_3}, \quad \Pi_2 = \Pi_{\varepsilon_1} \oplus \Pi_{(\varepsilon_1 \pm \varepsilon_2)/2} \oplus \Pi_{(\varepsilon_1 \pm \varepsilon_3)/2}$$

$$\alpha_1 = R H_2 \oplus R H_3, \quad \alpha_2 = R H_1$$

and dim f = 2.

One can compute the Szegö kernel S(z, z) (up to constant multiple) by knowing its invariance properties under Aff(D). In this case, letting z = (z^k) be the natural complex coordinate on C^5, one gets that the Szegö kernel is a constant multiple of

$$(z^3 - \bar{z}^3)^{1/2}(z^5 - \bar{z}^5)^{1/2}(\det(Z - \bar{Z}))^{-2}$$

where Z is the 3 \times 3 matrix corresponding to z. Let Δ be the Laplacian of the Bergman metric and P_η(z) the Poisson kernel. A straightforward but messy calculation shows that (ΔP_η)(iI) = 0 for η = (η^1, 0, η^3, 0, η^5)' (and possibly for other values of η in the Silov boundary). In this case, the action of exp(a X_1 + b X_2 + c X_3) on C^5 is translation by the constant vector (a, 0, b, 0, c)'. In fact, one can compute that K \cdot 0 = P_1 = { η \in R^5: η = (0, 0, η^3, 0, η^5)'} so B_ρ is certainly larger than K \cdot 0 (cf. Theorem 6 and the following remark).

4.2. Let D be Pyatetskii-Shapiro’s 8 (real)-dimensional example. As computed in [3], an associated normal j-algebra g is of rank 2 (so dim a = 2) with root spaces \Pi_{\varepsilon_k}, k = 1, 2, of dimension 1: \Pi_{\varepsilon_1/2} of (real) dimension 2; \Pi_{(\varepsilon_1 \pm \varepsilon_2)/2} of dimension 1. Since all root spaces except \Pi_{\varepsilon_1/2} are one dimensional, every skew-symmetric derivation is trivial except possibly on \Pi_{\varepsilon_1/2}. It is easy to check that the algebra of skew-symmetric derivations is

\[ \mathfrak{d} = R\left(\mathfrak{f}/\Pi_{\varepsilon_1/2}\right). \]

Computing the form \omega defining the Bergman metric as in [3], we get (up to constant multiple)

\[ \omega(X_1) = 1, \quad \omega(X_2) = 3/4. \]

Since \omega(X_1) \neq \omega(X_2), (3.4)–(3.7) imply that

\[ \Pi_{\varepsilon_1/2} \oplus \Pi_{\varepsilon_1} \oplus \Pi_{(\varepsilon_1 \pm \varepsilon_2)/2} \subset \Pi_2. \]

Direct computation shows that (\nabla_{X_2} R)(\Pi_{(\varepsilon_1 \pm \varepsilon_2)/2}, \Pi_{\varepsilon_1/2}) \Pi_{(\varepsilon_1 \pm \varepsilon_2)/2} \neq 0 so we also get \Pi_{\varepsilon_2} \subset \Pi_2. Thus

\[ \Pi_1 = 0, \quad \Pi_2 = \Pi_1 \]

\[ \alpha_1 = 0, \quad \alpha_2 = \alpha. \]
Since \( \lambda(\mathfrak{f}) = R(j|n_\epsilon/2) \), the subspace of \( \mathfrak{s} \) annihilated by \( \lambda(\mathfrak{f}) \) is the 6-dimensional space \( (n_{\epsilon/2})^\perp \). This gives the \( G \)-invariant vector fields, as in Theorem 7. The proof of Theorem 7 only guarantees that the 4-dimensional space \( a_2 \oplus j a_2 \) is \( G \)-invariant.

4.3. Let \( \mathcal{Y} \) be the space of real symmetric \( 2 \times 2 \) matrices and \( \Omega \) the cone of positive definite matrices in \( \mathcal{Y} \). Let \( \mathcal{U} = C^2 \), \( F(U, V) = \frac{1}{2}(U\bar{V}^t + \bar{V}U^t) \) and \( D \) the corresponding Siegel domain. This is example \( B_2 \) (with \( r = 2, s = 1 \)) of [13] and Example C II (with \( m = 2 \)) of [27] where however there are errors in the computation of \( g_1 \). The example is known to be quasisymmetric nonsymmetric homogeneous so \( g_{1/2} = g_1 = 0 \); by [13, p. 41] one finds \( \dim g_0 = 5 \). Thus \( \dim \mathfrak{f} = \dim \mathfrak{f}_0 = \dim g_0 = 5 \).

The corresponding normal \( j \)-algebra \( \mathfrak{s} \) has rank \( = \dim a = 2 \) with root spaces \( n_{\epsilon_k}, k = 1, 2 \), of dimension 1; \( n_{\epsilon_k/2}, k = 1, 2 \) of (real) dimension 2; \( n_{(\epsilon_1 \pm \epsilon_2)/2} \) of dimension 1. By the Remark after Theorem 5, \( j(n_{\epsilon_1/2} \oplus n_{\epsilon_2/2}) \) is a skew-symmetric derivation. Using bracket product relations between \( n_{\epsilon_1/2} \) and \( n_{\epsilon_2/2} \) and the fact that the other root spaces are one dimensional, one gets

\[
\mathfrak{d} = R(j(n_{\epsilon_1/2} \oplus n_{\epsilon_2/2})).
\]

Since we are only missing one dimension in \( \mathfrak{f} \), relations (3.3)–(3.6) show that

\[
\begin{align*}
n_1 &= n_{(\epsilon_1 - \epsilon_2)/2}, \\
n_2 &= n_{\epsilon_1} \oplus n_{\epsilon_2} \oplus n_{\epsilon_1/2} \oplus n_{\epsilon_2/2} \oplus n_{(\epsilon_1 + \epsilon_2)/2} \\
a_1 &= R j(X_1 - X_2), \\
a_2 &= R j(X_1 + X_2).
\end{align*}
\]

Note that in this case, (3.7) gives no information because \( \omega(X_1) = \omega(X_2) \), (which also follows from \( a_1 \perp a_2 \)).

In this example, if we take any deformation of the Bergman metric by using \( \omega(X_1) = 1, \omega(X_2) = t \), we get a one parameter family of Kähler metrics. In all cases, we still have \( \mathfrak{d} = R(j(n_{\epsilon_1/2} \oplus n_{\epsilon_2/2})) \) but (3.7) now implies \( \mathfrak{s}_1 = n_1 = 0 \) for \( t \neq 1 \). Thus we have a jump in the dimension of \( \mathfrak{f} \) at \( t = 1 \) (the Bergman metric).

Returning to the Bergman metric, one computes that the space annihilated by \( \lambda(\mathfrak{f}) = \mathfrak{d} \oplus \nabla_{n_{(\epsilon_1 - \epsilon_2)/2}} \) is exactly \( a_2 \oplus j a_2 \), the minimum possible by the proof of Theorem 7.
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