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For $Z = (R^N, | \cdot |)$ with symmetric norm $| \cdot |$ the $Z$-direct sum of the normed spaces $X_1, \ldots, X_N$ is its product space with norm $\|(x_1, \ldots, x_N)\| = (|x_1|, \ldots, |x_N|)$. A normed space $X$ is said to have the sum-property (SP) if each $Z$-direct sum of finitely many copies of $X$ has normal structure (NS). It turns out that the class of spaces having the SP is the largest subclass of the class of spaces having NS which is closed under each finite $Z$-direct sum operation. The SP is characterized by the property that limit-affine (i.e., the functional $\Lambda(x) = \lim ||x_n - x||$ is defined and affine on $\text{conv} \{x_n\}$) sequences $\{x_n\}$ with non-decreasing $\{\Lambda(x_n)\}$ are constant.

In contrast to a previous conjecture it is shown that every infinite dimensional separable normed space can be renormed to have NS and not the SP. Moreover, in order that NS is inherited from $X_1, \ldots, X_N$ to its $Z$-direct sum, it is not only sufficient (as previously shown) but also necessary that each line segment (if there is any) in the unit sphere of $Z$ lies in a hyperplane $\{z \mid z = \alpha\}$ for some $i \leq N, \alpha \neq 0$. In fact, if $Z$ does not satisfy this condition, and if infinite dimensional separable normed spaces $X_1, \ldots, X_N$ are given, then there are normed spaces $Y_i$ with NS isomorphic to $X_i$ whose $Z$-direct sum does not have NS.

Finally, it is shown that a normed space with a symmetric (not necessarily countable) basis can be renormed to have NS if and only if it can be renormed to be uniformly convex in every direction. In particular, $c_0(I)$ can be renormed to have NS if and only if $I$ is countable. As a counter-example, a reflexive normed space with an unconditional basis is given which has the SP but cannot be renormed to be uniformly convex in every direction. All results hold also for weakly NS and the weak SP.

Introduction. A subset $A$ of a normed space $X$ is said to have normal structure (NS for short) if every bounded convex subset $C$ of $A$ with positive diameter $d = \sup\{\|x - y\| : x, y \in C\}$ is contained in some ball with center in $C$ and radius strictly smaller than $d$. This property, introduced by Brodskii and Mil’man [1], is important in fixed point theory for nonexpansive mappings. We refer the interested reader to [3], [4], [5], [6], [8].

In applications, also weakly normal structure (WNS for short) is of interest. A normed space $X$ is said to have weakly normal structure if every weakly compact subset of $X$ has NS.

In [10], the author has analyzed stability properties of (W)NS. (The term (W)NS means both NS and WNS, the "W" refers to all expressions occurring in brackets. For example, "the (weak) SP implies (W)NS"
means both "the SP implies NS" and "the weak SP implies WNS".) The following problem was raised in [10]:

P1: Is (W)NS preserved under every finite direct-sum-operation?

An affirmative answer to P1 would mean that, given any symmetric norm $| \cdot |$ on $\mathbb{R}^N$ — i.e., $|\langle \xi_1, \ldots, \xi_N \rangle| = |\langle |\xi_1|, \ldots, |\xi_N| \rangle|$ — and given arbitrary normed spaces $X_1, \ldots, X_N$ with (W)NS, the direct sum $X_1 \oplus \cdots \oplus X_N$ has (W)NS with respect to the norm $\|(x_i)_{i=1}^N\| = \|(x_i)\|_{i=1}^N$; this direct sum is written as $(\Sigma_{i=1}^N \oplus X_i)_{Z}$, $Z = (\mathbb{R}^N, | \cdot |)$, and called the $Z$-direct sum of $X_1, \ldots, X_N$. In [10], it is shown that (W)NS is preserved under such a $Z$-direct-sum-operation whenever each — if there is any — line segment belonging to the positive part of the unit sphere of $Z$ is contained in a hyperplane not containing 0 orthogonal to some coordinate axis. This latter condition is formally written in the following way (condition (*) in [10]):

\[
\text{If } \left| (\xi_i)_{i=1}^N \right| = \left| (\eta_i)_{i=1}^N \right| = \frac{1}{2} \left( \xi_i + \eta_i \right)_{i=1}^N = 1 \text{ and } \xi_i \geq 0, \eta_i \geq 0 \\
\text{for all } i = 1, \ldots, N, \text{ then } \xi_i = \eta_i > 0 \text{ for some } i \leq N
\]

All $l_1^N$-norms, $1 < p \leq \infty$, satisfy (SC), all strictly convex norms on $\mathbb{R}^N$ satisfy (SC), but not the $l_1^N$-norm. We show in §4 that (SC) is not only sufficient but also necessary for preservation of (W)NS. Consequently, P1 is solved in the negative.

In [10], the isomorphic analogue of (W)NS is also dealt with: A normed space $X$ is said to have (weakly) isonormal structure — (W)INS for short — if $X$ is isomorphic to a normed space with (W)NS. In [10], it is shown that $X$ has (W)INS if and only if there is a bounded linear 1-1 operator $T$ from $X$ into a normed space with (W)NS. Especially, every separable normed space has INS:

\[
Tx := (2^{-n} \langle x_n^*, x \rangle) \in l_2 \text{ if } \| x \| = \sup_{n \in \mathbb{N}} \left| \langle x_n^*, x \rangle \right| \text{ for all } x \in X.
\]

Moreover, given any normed space $X$, the subclass of ISO($X$) — the class of all spaces isomorphic to $X$ — of all spaces with (W)NS is either empty or dense in ISO($X$) in the topology induced by the Banach-Mazur distance.

The following question was left open in [10]:

P2. Does $c_0(I)$ have (W)INS for uncountable $I$?

In §5, we give the negative answer: $c_0(I)$ has (W)INS if and only if $I$ is countable, i.e., if and only if $c_0(I)$ can be renormed to be uniformly
convex in every direction. This latter characterization extends to the class of spaces with a symmetric basis but not to the class of spaces with an unconditional basis.

2. Limit-affine sequences. Problem P1 leads in a natural way to the consideration of limit-affine sequences as we will see.

Given a bounded sequence \( \{x_n\} \) in a normed space \( X \), we consider the limit-functional

\[
\Lambda(x) = \lim_{n \to \infty} \|x_n - x\|
\]

being defined for all \( x \in X \) for which the right hand side limit exists. The sequence \( \{x_n\} \) is then called limit-affine if its limit-functional is defined on the whole convex hull of \( \{x_n\} \) and is affine there. If a growth condition such as “increasingly”, “non-increasingly”, “constantly” etc. is added to the term “limit-affine”, then this indicates that the sequence \( \{\Lambda(x_n)\} \) has this growth behaviour; for example, an increasingly limit-affine sequence \( \{x_n\} \) is a limit-affine sequence for which \( \{\Lambda(x_n)\} \) is increasing.

A constantly limit-affine sequence is called limit-constant. The associated limit-functional is constant on the convex hull of a limit-constant sequence.

A non-decreasingly (non-increasingly, respectively) limit-affine sequence \( \{x_n\} \) is either constant (Cauchy, resp.) or has no Cauchy subsequence and the former is the case if and only if \( \Lambda(x_n) = 0 \) (\( \Lambda(x_n) \to 0 \), resp.).

Limit-constant sequences arise in connection with (W)NS:

**Proposition 1 ([10]).** The normed space \( X \) has (W)NS if and only if every (weakly convergent) limit-constant sequence in \( X \) is constant.

For the solution of P1, one especially has to consider the \( l^2_1 \)-norm, that is, one has to solve:

P1'. Does \( X \oplus_1 Y \), the space \( X \oplus Y \) with norm \( \|(x, y)\| = \|x\| + \|y\| \), have (W)NS if both \( X \) and \( Y \) have (W)NS?

If \( \{(x_n, y_n)\} \) is limit-constant in \( X \oplus_1 Y \), then both \( \{x_n\} \) and \( \{y_n\} \) are limit-affine and, passing to some subsequence, either both are limit-constant or one is increasingly limit-affine and the other decreasingly limit-affine. This demonstrates what we meant above with “… P1 leads… to… limit-affine sequences…”.
Limit-affineness together with its growth condition inherits to subsequences and is preserved under the operation \( x_n \to \alpha x_n + x, \; \alpha \neq 0, \; x \in X \). So, if there is a limit-affine sequence \( \{ x_n \} \) in \( X \) with \( \inf_{n \in \mathbb{N}} \Lambda(x_n) > 0 \) (i.e., \( \{ x_n \} \) has no Cauchy subsequence), then we may assume that \( \{ x_n \} \) is increasingly or constantly or decreasingly limit-affine with \( \Lambda(x_n) \to 1 \). Moreover, if some subsequence of \( \{ x_n \} \) converges in some vector space topology on \( X \), then we may assume that \( \{ x_n \} \) converges to 0 in this topology. If this topology is the weak topology, then \( \Lambda(0) = \lim_{n \to \infty} \| x_n \| = 1 \). (See [10].)

Finally, every limit-affine sequence has a subsequence all of whose subsequences \( \{ x_n \} \) satisfy:

\[
(DS) \quad \lim_{n \to \infty} \left( \frac{1}{n} \sum_{k=1}^{n} \| x_{n+1} - x_k \| - n \| x_n - \bar{x}_n \| \right) = 0, \quad \bar{x}_n = \frac{1}{n} \sum_{k=1}^{n} x_k.
\]

Vice versa, if \( \{ x_n \} \) satisfies (DS), then it has a limit-affine subsequence (cf. [10]).

**Proposition 2.** Let \( X \) be a normed space and \( Y \subset X^* \) such that

\[
\| x \| = \sup \{ |\langle y, x \rangle| \| y \| \in Y \} \quad \text{for all } x \in X.
\]

Let \( \{ x_n \} \subset X \) be limit-affine and \( \Lambda_\infty \) be a cluster-point of \( \{ \Lambda(x_n) \} \). Then, there is a sequence \( \{ y_n \} \) in \( Y \) and an increasing sequence \( \{ m_n \} \) such that

(i) \( \{ \Lambda(x_{m_n}) \} \) is monotonic with limit \( \Lambda_\infty \).

(ii) \( \alpha = \lim_{n \to \infty} \langle y_n, x_{m_n} \rangle \) exists.

(iii) There is a \( \beta \in \mathbb{C} \) with \( |\beta| = 1 \) such that

\[
\lim_{n \to \infty} \langle y_n, x \rangle = \alpha - \Lambda(x)\beta \quad \text{for all } x \in \text{conv}(\{ x_n \}).
\]

(iv) \( |\alpha - \Lambda(x)\beta| \leq \| x \| \) for all \( x \in \text{conv}(\{ x_n \}) \).

(v) If \( \Lambda_\infty > 0 \), then \( \{ y_n \} \) has no constant subsequence.

If, additionally, \( x_n \to 0 \) weakly, then

(vi) \( \Lambda_\infty = \lim_{n \to \infty} \Lambda(x_n) = \Lambda(0) \) and \( \alpha = \Lambda_\infty \beta \).

If \( Y \) vanishes pointwise at infinity, i.e., if for all \( x \in X \) and \( \varepsilon > 0 \) there is a finite \( F \subset Y \) such that \( |\langle y, x \rangle| < \varepsilon \) for all \( y \in Y \setminus F \), then

(vii) \( \{ x_n \} \) is either Cauchy or limit-constant with \( \alpha = \Lambda_\infty \beta \).

**Proof.** Put \( \Lambda_k = \Lambda(x_k) \). Choose \( \{ p_n \} \) increasing such that \( \Lambda_{p_n} \to \Lambda_\infty \), \( \| x_{p_n} - x_k \| < \Lambda_k + n^{-2}, \; k \leq n \), and \( \| x_{p_n} - \bar{x}_n \| > \Lambda(\bar{x}_n) - n^{-2} \). Then

\[
0 \leq \Delta_n = \sum_{k=1}^{n} \| x_{p_n} - x_k \| - n \| x_{p_n} - \bar{x}_n \| < \frac{2}{n} \to 0.
\]
Choose \( \tilde{y}_n \in Y \) such that \( \langle \tilde{y}_n, x_{p_n} - \bar{x}_n \rangle > \| x_{p_n} - \bar{x}_n \| - n^{-2} \). Fix an arbitrary \( x = \sum_{k=1}^m \lambda_k x_k \in \text{conv}(\{ x_n \}) \) and put \( \lambda_k = 0, \ k > m \). Since \( n(x_{p_n} - \bar{x}_n) = x_{p_n} - x + \sum_{k=1}^n (1 - \lambda_k)(x_{p_n} - x_k) \) we obtain

\[
\frac{1}{n} < n\langle \tilde{y}_n, x_{p_n} - \bar{x}_n \rangle \\
\leq |\langle \tilde{y}_n, x_{p_n} - x \rangle| + \sum_{k=1}^n (1 - \lambda_k)|\langle \tilde{y}_n, x_{p_n} - x_k \rangle|
\]

and

\[
\Lambda(x) \leq \| x_{p_n} - x \| \geq |\langle \tilde{y}_n, x_{p_n} - x \rangle| \\
\geq n|\langle \tilde{y}_n, x_{p_n} - \bar{x}_n \rangle| - \sum_{k=1}^n (1 - \lambda_k)|\langle \tilde{y}_n, x_{p_n} - x_k \rangle| \\
> n\| x_{p_n} - \bar{x}_n \| - \frac{1}{n} \sum_{k=1}^n (1 - \lambda_k)\| x_{p_n} - x_k \| \\
= \sum_{k=1}^m \lambda_k\| x_{p_n} - x_k \| - \Delta_n - \frac{1}{n} \sum_{k=1}^m \lambda_k \Lambda_k = \Lambda(x)
\]

and we have

\[
(*) \quad |\langle \tilde{y}_n, x_{p_n} - x \rangle| \rightarrow \Lambda(x) \quad \text{for all} \ x \in \text{conv}(\{ x_n \}).
\]

Choose an increasing sequence \( \{ k_n \} \) such that (i) and (ii) hold for \( y_n = \tilde{y}_{k_n} \) and \( m_n = p_{k_n} \) and that \( \beta_k = \lim_{n \to \infty} \langle y_n, x_k \rangle \) exists for each \( k \).

Formula (*) yields \( |\alpha - \beta_k| = \Lambda_k \) and

\[
\Lambda_k + \Lambda_1 = 2\alpha - \beta_k - \beta_1 \leq |\alpha - \beta_k| + |\alpha - \beta_1| = \Lambda_k + \Lambda_1.
\]

Since \( | \cdot | \) on \( C \) is strictly convex, \( \alpha - \beta_k = \Lambda_k \beta \) for some \( \beta \in C \) with \( |\beta| = 1 \). A continuity argument implies (iii), and (iv) is an immediate consequence of (iii).

If some subsequence \( \{ y_{r_k} \} \) of \( \{ y_n \} \) is constant and \( \Lambda_{\infty} > 0 \),

\[
\alpha \neq \alpha - \Lambda_{\infty} \beta_k \quad \text{and} \quad \alpha - \Lambda_{m_{r_k}} \beta_{r_k} \rightarrow \beta_{r_k} \quad \text{as} \quad k \rightarrow \infty,
\]

which is absurd.

If \( x_n \rightarrow 0 \) weakly, then \( 0 \in \overline{\text{conv}(\{ x_n \})} \) and (vi) follows from (iv) and [10, Remark 1].

Let \( Y \) vanish pointwise at infinity. If \( \{ x_n \} \) is not Cauchy, then \( \{ \Lambda(x_n) \} \) has a cluster-point \( \Lambda_{\infty} > 0 \). Choose \( \{ y_n \} \) and \( \{ m_n \} \) with (i)-(v).

Then \( 0 \leftarrow \langle y_n, x_k \rangle \rightarrow \alpha - \Lambda_k \beta \), which implies that \( \{ \Lambda_k \} \) is constant, i.e., \( \Lambda_k = \Lambda_{\infty} \) for all \( k \) and \( \alpha = \Lambda_{\infty} \beta \).
COROLLARY 1. Every limit-affine sequence in $c_0(I)$ is either limit-constant or convergent.

3. The sum-property. The observations on P1' mentioned in §2 motivated the author in [10] to define a property, called the sum-property, in such a way that the “bad” case ($\{x_n\}$ increasingly, $\{y_n\}$ decreasingly, $\{(x_n, y_n)\}$ constantly limit-affine) is excluded: non-decreasingly limit-affine sequences have to be constant by definition of the sum-property. But, this definition seems to be rather unnatural and the name “sum-property” gives no association for its defining property. So, we proceed here in another way (but come to the same goal). In view of the solution of P1, we could simply define the (weak) sum-property to be the weakest property of normed spaces which is stronger than (i.e., stronger than or equivalent to) (W)NS and is preserved under every finite direct-sum-operation (FDSO for short). This “definition” is somewhat “dangerous” in view of logical loops and cannot be written in the form “$X$ has the (weak) sum-property if . . .”. These difficulties can be avoided in restricting the direct sums to powers of one space and in requiring these direct sums to have only (W)NS:

DEFINITION 1. The normed space $X$ is said to have the (weak) sum-property ((W)SP for short) if each $\mathbb{Z}$-direct sum of finitely many copies of $X$ has (W)NS, i.e., if $X^N$ has (W)NS with respect to the norm $\| (x_i)_{i=-1}^N \| = \| \| x_i \| \|_{i=-1}^N$ whenever $\| \cdot \|$ is a symmetric norm on $\mathbb{R}^N$.

Obviously, the (W)SP is stronger than (W)NS and weaker than every property of normed spaces which is stronger than (W)NS and preserved under every FDSO. So, the (W)NS is the weakest such property provided it is preserved under every FDSO. This is shown in Theorem 1:

THEOREM 1. The following are equivalent.
(1) $X$ has the (W)SP.
(2) $X \oplus_1 K = (X \oplus K)^\mathbb{R}$ has (W)NS, where $K$ is the scalar field $\mathbb{R}$ or $\mathbb{C}$.
(3) Every non-decreasingly limit-affine (weakly convergent) sequence in $X$ is constant.
Moreover, the (W)SP is the weakest property of normed spaces which is stronger than (W)NS and preserved under every FDSO.
Proof. (1) ⇒ (2). $X \oplus_1 K$ is a subspace of $X \oplus_1 X$.

(2) ⇒ (3). If $\{x_n\}$ is non-decreasingly limit-affine in $X$, then $\{x_n, \Lambda(x_n)\}$ is limit-constant in $X \oplus_1 K$.

(3) ⇒ (1) and the additional statement. Consequence 3 of [10] states that (3) is preserved under every FDSO.

So, our definition here for the (W)SP coincides with that given in [10]. Moreover, Theorem 1 shows that P1 and P1' are equivalent and both equivalent to

P1'’. Does (W)NS imply the (W)SP?

Problem P1’’ was stated in [10] as a positive conjecture. A priori, there is no reason why (W)SP and (W)NS should be equivalent, although (2) of Theorem 1 suggests that both properties differ not too much. But, if one checks all “classical” sufficient but not necessary conditions for (W)NS (e.g., uniform convexity (in every direction), uniform smoothness, nearly uniform convexity, $k$-uniform rotundity, Opial’s condition, condition of Gossez and Lami Dozo, . . .) one finds out that all these conditions imply the (W)SP, too (cf. [10]). Moreover, all “classical” sequence spaces have the (W)SP as soon as they have (W)NS: $c_0$, all modular sequence spaces including the class of Orlicz sequence spaces as well as $l_p$, $1 \leq p \leq \infty$ (cf. [11], [12]), all Lorentz sequence spaces $d(w, p)$ (all $d(w, p)$ satisfy Opial’s condition so that all $d(w, p)$ have WSP; for $p > 1$, $d(w, p)$ is reflexive, thus, has the SP; $d(w, 1)$ does not have NS because $\{(\Sigma_{k=1}^n w_k)^{-1} \Sigma_{k=1}^n e_k\}$ is limit-constant).

Furthermore, our Corollary 1 implies that every normed space which is isometric to a subspace of $c_0(I)$ has the (W)SP as soon as it has (W)NS.

Finally, subspaces of spaces with an “asymptotically co-contractive” basis — i.e., $\liminf_{n \to \infty} \|P_n\| = 1$, $P_n$ the complement of the canonical projection $P_n$ — have the WSP if they have WNS. Indeed, if $\{x_n\}$ is non-decreasingly limit-affine, $x_n \to 0$ weakly and $\|P_{m_n}\| \to 1$, then $\Lambda(0) = \lim_{n \to \infty} \Lambda(x_n)$ ≥ $\Lambda(x_1)$ and

$$\Lambda(x_1) \leftarrow \|P_{m_n}\| \Lambda(x_1) \leftarrow \|P_{m_n}\| \|x_n - x_1\| \\
\geq \|P_{m_n}(x_n - x_1)\| \geq \|x_n\| - \|P_{m_n}x_n\| - \|P_{m_n}x_1\| \\
\to \Lambda(0) - \|P_{m_n}x_1\| \to \Lambda(0).$$
So, if there is a universal (containing every separable normed space) space with an asymptotically co-contractive basis, then WSP and WNS are equivalent.

Taking all these arguments into account, one can really hope that \( P_1'' \) has an affirmative solution at least for the weak properties or restricted to the class of reflexive spaces.

4. The solution. The existence of a universal space with an asymptotically co-contractive basis would imply that there is no increasingly limit-affine weakly convergent sequence at all. Such a space cannot exist! Indeed, the sequence \( \{ z_n \} \) in \( l_\infty \)
\[
z_n(j) = \begin{cases} 0, & j < n \\ 1 - \varepsilon_n, & j = n, \\ \varepsilon_n, & j > n, \end{cases}
\]
is increasingly limit-affine (\( \Lambda(z_k) = 1 - \varepsilon_k \)) and converges weakly to 0 if \( \{ \varepsilon_n \} \) converges decreasingly to 0.

Does the subspace of \( l_\infty \) spanned by \( \{ z_n \} \) solve \( P_1'' \) in the negative? No! The sequence \( \{ z_{n+1} - \varepsilon_{n+1} \varepsilon_n^{-1} z_n \} \) is limit-constant. But, some modifications of the above sequence yield a negative solution of \( P_1'' \). We even introduce a number of equivalent norms on \( c_0 \) which solve \( P_1'' \) negatively in several ways.

To have easier notation we define the norm \( \| \| \) of \( X \) to be of type \( \tau_1 \tau_2 \tau_3 \tau_4 \), \( \tau_i \in \{ 0, 1 \} \), if \( (X, \| \| ) \) does or does not satisfy \( S_i, \ i = 1, \ldots, 4 - S_1 = \text{SP}, \ S_2 = \text{NS}, \ S_3 = \text{WSP}, \ S_4 = \text{WNS} \) — according to whether \( \tau_i = 1 \) of \( \tau_i = 0 \). For example, the usual \( l_1 \)-norm is of type 0011, that is, \( l_1 \) does not have the SP and not NS but it does have the WSP and WNS.

Only six types are allowed by the implications \( \text{SP} \Rightarrow \text{NS} \Rightarrow \text{WNS} \) and \( \text{SP} \Rightarrow \text{WSP} \Rightarrow \text{WNS} : 1111, 0111, 0101, 0011, 0001, 0000. \) For reflexive spaces, the types 0111, 0011 and 0001 are excluded, For Schur-spaces, the types 0101, 0001 and 0000 are excluded.

In Theorem 2, \( c_0 \) is considered as real or complex Banach space.

**Theorem 2.** Renormings of \( c_0 \). Given any of the six possible types 1111, 0111, 0101, 0011, 0001 or 0000, there is an equivalent norm on \( c_0 \) which is of this type. In particular, for \( \vartheta = \pm 1 \) and \( 0 < \alpha \leq 1 \), put
\[ \epsilon_i = \alpha^{3^{-i}}, \text{define } y_{i,j} \in l_1, 1 \leq i < j, y_j \in l_1 \text{ and } y \in l_1 \text{ by} \]

\[ y_{i,j}(\nu) = \begin{cases} 0, & j < \nu \text{ or } i = \nu, \\ 1 - \epsilon_i, & j = \nu, \\ 2\epsilon_\nu, & j > \nu \neq i, \end{cases} \]

\[ y_j(\nu) = \begin{cases} 0, & j < \nu, \\ 1 - \epsilon_\nu, & j = \nu, \\ \theta \epsilon_\nu, & j > \nu, \end{cases} \]

and consider the following norms on \( c_0 \):

\[ \|x\|_\alpha = \sup \left\{ \langle y_{i,j}, x \rangle \mid 1 \leq i < j \right\}, \quad \|x\|_\theta,\alpha = \sup_{j \in \mathbb{N}} \left| \langle y_j, x \rangle \right|, \]

\[ \|x\|'_\theta,\alpha = \max \{ \|x\|_\alpha, \|x\|_\theta,\alpha \}, \quad \|x\|''_\theta,\alpha = \max \{ \|x\|'_\theta,\alpha, \|x\|_5 \}, \]

\[ \|x\|_5 = \left( \sum_{v=1}^{\infty} 2^{-v} \frac{|x(v)|^2}{36} + \frac{1}{4} \sup_{F \subseteq \mathbb{N}} \left( \sum_{v \in F} x(v) \right)^2 \right) \left( \sum_{F \subseteq \mathbb{N}, |F| \leq 5} \right)^{1/2}. \]

Then, all these norms are equivalent to \( \| \|_\infty \) and we have

1. (a) \( \|e_n - e_k\|_\alpha \leq 1 - 2\epsilon_k \).
   (b) \( \{ u_n \} = \{ \Sigma_{v=1}^{n} (e_{v+1} - 3^{-v}e_1) \} \) is \( \| \|_\alpha \)-limit constant with \( \Lambda_\alpha(u_n) = 1 \).
   (c) \( \{ v_n \} = \{ u_n + e_{n+2} \} \) is \( \| \|_\alpha \)-limit-affine with \( \Lambda_\alpha(v_n) = 1 - 2\epsilon_{n+2} \).
   (d) If \( \{ x_n \} \) is \( \| \|_\alpha \)-limit-affine, \( x_n \to x \in l_\infty \) pointwise and \( \Lambda_\alpha(x_n) \to 1 \), then there exist increasing sequences \( \{ j_n \} \) and \( \{ m_n \} \) such that \( x(j_n) \to \beta \rho \) and \( x_{m_n}(j_n) \to \beta \), \( |\beta| = 1 \), \( \Re \rho \geq 1/2 \).

2. (a) \( \{ e_n \} \) is \( \| \|_\theta,\alpha \)-limit-affine with \( \Lambda_\theta,\alpha(e_n) = 1 - \theta \epsilon_n \).
   (b) \( \{ u_n \} \) is \( \|+_{1,\alpha} \)-limit constant with \( \Lambda_{+_{1,\alpha}}(u_n) = 1 \).
   (c) \( \{ v'_n \} = \{ u_n/6 + e_{n+2} \} \) is \( \|+_{1,\alpha} \)-limit-affine with \( \Lambda_{+_{1,\alpha}}(v'_n) = 1 - \epsilon_{n+2} \).
   (d) If \( \{ x_n \} \) is \( \| \|_\theta,\alpha \)-limit-affine, \( x_n \to x \in l_\infty \) pointwise, \( \Lambda_{\theta,\alpha}(x_n) \to 1 \), \( \delta_\left(1 - \Lambda_{\theta,\alpha}(x_n)\right) \leq 0 \) and \( \Lambda_\alpha(x_n) \) exists for all \( n \) then \( \Lambda_\alpha(x_n) \geq \max\{1, \Lambda_{\theta,\alpha}(x_n)\} \) for all \( n \).

3. (a) \( \|e_n - e_k\|_5 \leq 2/3 \leq 1 - \epsilon_k \).
   (b) \( \|v'_n - v'_k\|_5 \leq \sqrt{26/6} \leq 1 - \epsilon_{k+2} \).
   (c) Every \( \| \|_5 \)-limit-affine sequence is one-dimensional.
   (d) If \( x_n \to x \in l_\infty \) pointwise and \( x(j_n) \to \beta \rho \) and \( x_n(j_n) \to \beta \) for some increasing sequence \( \{ j_n \} \), and if \( |\beta| = 1 \), \( \Re \rho \geq 1/2 \), then \( \limsup_{n \to \infty} \|x_n - x_k\|_5 \geq 3/2 \) for all \( k \).
(4) \( \| \|_\alpha \) is of type 0011.
(5) (a) \( \{ e_n \} \) is \( \| \|_{+1,\alpha}^{'} \)-limit-affine with \( \Lambda_{+1,\alpha}^{'}(e_n) = 1 - \varepsilon_n \).
(b) \( \{ u_n \} \) is \( \| \|_{+1,\alpha}^{'} \)-limit constant with \( \Lambda_{+1,\alpha}^{'}(u_n) = 1 \).
(c) \( \| \|_{+1,\alpha}^{'} \) is of type 0001.
(6) (a) \( \{ e_n \} \) is \( \| \|_{-1,\alpha}^{''} \)-limit-affine with \( \Lambda_{-1,\alpha}^{''}(e_n) = 1 - \varepsilon_n \).
(b) \( \| \|_{-1,\alpha}^{''} \) is of type 0101.
(7) (a) \( \{ e_n \} \) is \( \| \|_{-1,\alpha}^{''} \)-limit-affine with \( \Lambda_{-1,\alpha}^{''}(e_n) = 1 + \varepsilon_n \).
(b) \( \| \|_{-1,\alpha}^{''} \) is of type 1111.
(8) Consider the norm \( \| x \|_\alpha^{''} = \left\{ \frac{1}{2} \| x \|_{\alpha}^2 + \frac{1}{2} \| Vx \|_{+1,\alpha}^{''} \right\}^{1/2} \),
\( Vx(i) = x(i+2) - x(i+3) \).
(a) \( \{ v_n \} \) is \( \| \|_\alpha^{''} \)-limit-affine with \( \Lambda_\alpha^{''}(v_n) = 1 - \varepsilon_{n+2} \).
(b) \( \| \|_\alpha^{''} \) is of type 0111.
(9) The original norm \( \| \|_\infty \) is of type 0000.

Proof. The proof of (1a, b, c), (2a, b, c), (3a, b, c), (5a, b), (6a), (7a), (8a) and (9) is straightforward and omitted. For (3d), observe that
\[
\| x_n - x_k \|_5 \geq \frac{1}{2} \left| x_n(j_n) - x_k(j_n) + \sum_{\nu=1}^{4} (x_n(j_{m+\nu}) - x_k(j_{m+\nu})) \right|
\to \frac{1}{2} \left| \beta + \sum_{\nu=1}^{4} (x(j_{m+\nu}) - x_k(j_{m+\nu})) \right|
\to \frac{1}{2} |\beta + 4\beta| \geq \frac{1}{2} (4 \Re \beta + 1) \geq \frac{3}{2}.
\]
Assume first (1d) and (2d) to be already proved.
Using the methods described in [10], the following implications are immediate:
(1) \( \Rightarrow \) (4), ((1d)&(2d))&((5a)&(5b)) \( \Rightarrow \) (5c),
((1d)&(2d)&(3c, d))&(6a) \( \Rightarrow \) (6b), (1d)&(2d)&(3c, d) \( \Rightarrow \) (7b),
(6b)&(4)&(8a) \( \Rightarrow \) (8b).
So, it remains to show (1d) and (2d).

Proof of (1d). Assume that \( \{ x_n \} \) is \( \| \|_\alpha \)-limit-affine, \( x_n \to x \in l_\infty \), pointwise — i.e., weak* in \( l_\infty \) — and
(i) \( \Lambda_n := \Lambda_\alpha(x_n) \to 1 \).
Passing to a subsequence and applying Proposition 2, we find \( 1 \leq i_n < j_n \) and \( \gamma, \beta \in \mathbb{C}, |\beta| = 1 \), such that
(ii) \( \langle y_{i_n,j_n}, x_n \rangle \to \gamma, \langle y_{i_n,j_n}, x_k \rangle \to \gamma - \Lambda_k \beta \).
Putting \( \eta = \gamma \beta^* \), \( \tilde{x}_n = \beta^* x_n \) and \( \tilde{x} = \beta^* x \), we arrive at
(iii) \( \langle y_{i_n,j_n}, \tilde{x}_n \rangle \to \eta \).
(iv) \( \langle y_{i_n,j_n}, \tilde{x}_k \rangle \to \eta - \Lambda_k \).
We know from (v) of Proposition 2 that \( i_n \to \infty \) and \( j_n \to \infty \). Switching to a subsequence, we may assume that \( \xi = \lim_{n \to \infty} \tilde{x}_n(j_n) \) and \( \rho = \lim_{n \to \infty} \tilde{x}(j_n) \) both exist. Then

(iii) \( \Rightarrow \eta = 2\langle y, \tilde{x} \rangle + \xi \) and

(iv) \( \Rightarrow \eta - 1 \leftarrow \eta - \Lambda_k = 2 \langle y, \tilde{x}_k \rangle \kappa \to 2 \langle y, \tilde{x} \rangle \).

Thus \( \xi = 1 \) and \( 2 \langle y, \tilde{x} - \tilde{x}_k \rangle = \Lambda_k - 1 \). Finally, we obtain

\[
\Lambda_k \leftarrow \| \tilde{x}_n - \tilde{x}_k \|_a \geq \left| \langle y_{j_n} x_n, \tilde{x}_n - \tilde{x}_k \rangle \right|
\]

\[
\rightarrow n \to \infty \left| \Lambda_k - 1 - 2 \varepsilon_{j_k} (\tilde{x} - \tilde{x}_k) (j_k) + 1 - \varepsilon_{j_k} \right|
\]

\[
= \left| \Lambda_k + 2 \varepsilon_{j_k} (\tilde{x}_k(j_k) - \tilde{x}(j_k) - 1/2) \right|
\]

\[
\geq \Lambda_k + 2 \varepsilon_{j_k} \left( \text{Re} \tilde{x}_k(j_k) - \text{Re} \tilde{x}(j_k) - 1/2 \right)
\]

Hence,

\[
\text{Re} \rho \leftarrow \text{Re} \tilde{x}(j_k) \geq \text{Re} \tilde{x}_k(j_k) - 1/2 \to 1/2
\]

**Proof of (2d).** Assume that \( \{x_n\} \) is \( \| \|_{\theta, \alpha} \) limit-affine, \( x_n \to x \in l_\infty \) pointwise, \( \Lambda'_n = \Lambda_{\theta, \alpha}(x_n) \to 1, \) \( \theta (1 - \Lambda'_n) \leq 0 \) and \( \Lambda_k = \lim_{n \to \infty} \| x_n - x_k \|_\alpha \) exists for all \( k \).

Using essentially the same method as in the proof of (1d) we may assume that \( \langle y, \tilde{x} - \tilde{x}_k \rangle = \Lambda'_k - 1, \) \( \tilde{x}_n(j_n) \to 1 \) and \( \tilde{x}(j_n) \to \rho \) for some increasing sequence \( \{j_n\} \) where \( \tilde{x}_n = \beta^* x_n \) and \( \tilde{x} = \beta^* x \) for some \( \beta \in \mathbb{C} \) with \( |\beta| = 1 \). Hence, we have

\[
\Lambda_k \leftarrow \| x_n - x_k \|_\alpha \geq \left| \langle y_{j_k-1} x_n, \tilde{x}_n - \tilde{x}_k \rangle \right| \rightarrow n \to \infty \left| \Lambda_k + \Lambda'_k - 1 \right|
\]

\[
= \begin{cases} \Lambda_k + \Lambda'_k - 1 \geq \Lambda'_k \geq 1, & \theta = 1, \\ 1 + 2(1 - \Lambda'_k) \geq 1 \geq \Lambda'_k, & \theta = -1. \end{cases}
\]

For the main statement of Theorem 2 only the case \( \theta = +1 \) and \( \alpha = 1 \) is needed. The norm \( \| \|'_{1, \alpha} \) and the parameter \( \alpha \) are introduced in view of Theorem 4, the complete solution of P1.

In the next Theorem 3, the main statement of Theorem 2 is extended from \( c_0 \) to arbitrary infinite dimensional separable normed spaces; of course, we have to pay regard to the type-restrictions for reflexive and Schur spaces.

**Theorem 3. Renormings of separable infinite dimensional spaces.** Let \( X \) be an infinite dimensional separable normed space. Let \( \tau_1 \tau_2 \tau_3 \tau_4 \) be any type which is compatible with the topological structure of...
X: \tau_1 \tau_2 \tau_3 \tau_4 = 1111, 0111, 0101, 0011, 0001 or 0000 if X is non-Schur, non-reflexive, \tau_1 \tau_2 \tau_3 \tau_4 = 1111, 0101 or 0000 if X is reflexive, \tau_1 \tau_2 \tau_3 \tau_4 = 1111, 0111, 0101, 0011, 0001 or 0000 if X is non-Schur, non-reflexive, \tau_{f \pi T j T j} = 1111, 0101 or 0000 // X is reflexive, \tau_1 \tau_2 \tau_3 \tau_4 = 1111, 0111 or 0011 if X is Schur.

Then, X admits an equivalent norm which is of type \tau_1 \tau_2 \tau_3 \tau_4. Especially, given \theta = \pm 1 and 0 < \alpha \leq 1, there is a sequence \{x_n\} \subset X and an equivalent norm \|\cdot\|_{\theta, \alpha} on X such that \{x_n\} is \|\cdot\|_{\theta, \alpha}-limit-affine with \Lambda_{\theta, \alpha}(x_n) = 1 - \theta \alpha 3^{-n} and (X, \|\cdot\|_{\theta, \alpha}) has NS (the SP if \theta = -1); if X is non-Schur, then \{x_n\} can be chosen to converge weakly.

For the proof of Theorem 3, we need some elementary facts which are also useful in other applications. In Lemmas 1–4, X is assumed to be a separable infinite dimensional normed space.

**Lemma 1.** If \{x_n\} \subset X is bounded and has no Cauchy subsequence, then there is a subsequence \{x_{m_k}\} and a bounded sequence \{x^*_n\} \subset X^* which converges to 0 in \sigma(X^*, X) and is biorthogonal to \{x_{m_k}\}, that is \langle x^*_n, x_{m_k} \rangle = \delta_{n, k}.

**Proof.** By the lemma of [9], there is a bounded sequence \{y^*_n\} in X^* and a subsequence \{x_{m_k}\} such that

\begin{equation}
\langle y^*_n, x_{m_k} - x_{m_l} \rangle = \delta_{k, n} - \delta_{l, n}.
\end{equation}

Passing to a subsequence, we may assume that \( y^*_n \to y^* \in X^* \) in \( \sigma(X^*, X) \). Using (i) we obtain \( \langle y^*, x_{m_k} - x_{m_l} \rangle = 0 \). If we call \( y^*_n - y^* \) again \( y^*_n \), we additionally have \( y^*_n \to 0 \) in \( \sigma(X^*, X) \). Formula (i) implies that \( \langle y^*_n, x_{m_k} \rangle = \alpha_n \) for all \( k \neq n \), where \( \alpha_n \to 0 \). If \( \alpha_n = 0 \) for all \( n \), we put \( x^*_n = y^*_n \). If not, we choose \( N \) with \( \alpha_N \neq 0 \), put \( x^*_n = y^*_N + x^*_n - \alpha_{N+n}^{-1} y^*_N \) and denote \( m_{N+n} \) again by \( m_n \).

**Lemma 2.** If \{w^*_n\} \subset W^*, W \subset X, is bounded and converges to 0 in \( \sigma(W^*, W) \), then there are extensions \( y^*_n \in X^* \) of \( w^*_n \) such that \{y^*_n\} is bounded and converges to 0 in \( \sigma(X^*, X) \).

**Proof.** Choose extensions \( x^*_n \in X^* \) of \( w^*_n \) with \( \|x^*_n\| = \|w^*_n\| \leq K \). Let \( d \) be a translation invariant metric on \( X^* \) which induces \( \sigma(X^*, X) \) on \( B = \{x^* \in X^* \ | \ |x^*| \leq K \} \). Since every \( \sigma(X^*, X) \)-cluster point of \( \{x^*_n\} \) belongs to \( B \cap W^\perp \), we know that \( d(x^*_n, B \cap W^\perp) \to 0 \), i.e., there is a sequence \( \{z^*_n\} \subset B \cap W^\perp \) with \( d(x^*_n, z^*_n) \to 0 \). Put \( y^*_n = x^*_n - z^*_n \).

**Lemma 3.** If \{x_n\} \subset X is bounded and has no weakly convergent subsequence, then there is a bounded sequence \{y^*_n\} \subset X^* which converges
to 0 in $\sigma(X^*, X)$ and a subsequence $\{x_{m_n}\}$ such that

$$\langle y^*_n, x_{m_k} \rangle = \begin{cases} 1, & k \geq n, \\ 0, & k < n. \end{cases}$$

**Proof.** By Lemma 1, there is a subsequence $\{x_{m_n}\}$ and a bounded sequence $\{x^*_n\} \subset X^*$ with $\langle x^*_n, x_{m_n} \rangle = \delta_{n,k}$ and $x^*_n \to 0$ in $\sigma(X^*, X)$. We further may assume that $\langle x^*_n, x_{m_n} \rangle \to 1$ for some $x^* \in X^*$, even that $\Sigma_{n=1}^\infty |\langle x^*_n, x_{m_n} \rangle - 1| < \infty$. Putting $z^* = x^* - \Sigma_{n=1}^\infty (\langle x^*_n, x_{m_n} \rangle - 1)x^*_n$, we obtain $\langle z^*, x_{m_n} \rangle = 1$ for all $n$. So, for $M = ||z^*||$, we have

$$\text{(i)} \quad \left| \sum_{i=1}^k \lambda_i \right| = \left| \sum_{i=1}^k \lambda_i x_{m_i} \right| \leq M \left| \sum_{i=1}^k \lambda_i x_{m_i} \right|$$

for all $\lambda_i, i = 1, \ldots, k, k \in \mathbb{N}$.

Let $u^*_n$ be the restriction of $\Sigma_{i=1}^n x^*_i$ to the span of $\{x_{m_i}\}_{i=1}^n$. Formula (i) implies $\|u^*_n\| \leq M$. Let $v^*_n \in W^*$, $W$ the closed span of $\{x_{m_n}\}_{n=1}^\infty$, be extensions of $u^*_n$ with $\|v^*_n\| \leq M$. Put $w^*_1 = z^*|_W$ and $w^*_n = w^*_1 - v^*_{n-1}, n \geq 2$. Then $\{w^*_n\}$ is bounded, $w^*_n \to 0$ in $\sigma(W^*, W)$ and

$$\langle w^*_n, x_{m_k} \rangle = \begin{cases} 1, & k \geq n, \\ 0, & k < n. \end{cases}$$

Application of Lemma 2 concludes the proof. $\square$

**Lemma 4.** If $\{x_n\} \subset X$ and $\{x^*_n\} \subset X^*$ are bounded such that $\langle x^*_n, x_m \rangle \to 0$ for $n \to \infty$ and fixed $m$ as well as for $m \to \infty$ and fixed $n$, then, given $\delta > 0$, there are increasing sequences $\{m_n\}$ and $\{m'_n\}$ such that $|\langle x^*_{m_n}, x_{m'_k} \rangle| \leq \delta$ for all $n, k$.

**Proof.** Put $p_1 = 1$ and choose inductively $p_{n+1}$ so that $|\langle x^*_{p_n}, x_{k} \rangle| \leq \delta$ for all $k \geq p_{n+1}$. We obtain $|\langle x^*_{p_n}, x_{p_k} \rangle| \leq \delta$ if $k > n$. The same argument applied to $\{x^*_{p_n}\}$ and $\{x_{p_n}\}$ instead of $\{x_n\}$ and $\{x^*_n\}$ yields a subsequence $\{p'_n\}$ of $\{p_n\}$ with $|\langle x^*_{p'_n}, x_{p'_k} \rangle| \leq \delta$ for all $n \neq k$. Put $m_n = p'_{2n-1}$ and $m'_n = p'_{2n}$. $\square$

**Proof of Theorem 3.** (1) Pick $z^*_n \in X^*$ with $\|z^*_n\| = 1$ and $\|x\| = \sup_{n \in \mathbb{N}} |\langle z^*_n, x \rangle|$ for all $x \in X$. Put

$$\|x\|' = \left( \|x\|^2 + \sum_{n=1}^\infty 2^{-n} |\langle z^*_n, x \rangle|^2 \right)^{1/2}.$$

Then, every $\|\|'$-limit-affine sequence in $X$ is one-dimensional, i.e. $\|\|'$ is of type 1111.
According to Lemma 1, choose bounded biorthogonal sequences \( \{x_n\} \) and \( \{x^*_n\} \) such that \( x^*_n \to 0 \) in \( \sigma(X^*, X) \) and, if \( X \) is non-Schur, \( x_n \to 0 \) weakly. Define \( T: X \to c_0 \) by \( (Tx)(i) = \langle x^*_i, x \rangle \). Put \( d = \sup_{n, m} \|x_n - x_m\|' \) and \( \|x\|'' = \max\{d^{-1}\|x\|', \|Tx\|_\infty\} \). Then, \( \{x_n\} \) is \( \|\|'' \)-limit-constant with \( \Lambda''(x_n) = 1 \) and \( \|\|'' \) is of type 0000, if \( X \) is non-Schur, and of type 0011, if \( X \) is Schur.

Then, \( \{x_n\} \) is \( \|\|_{\vartheta, \alpha} \)-limit-affine with \( \Lambda_{\vartheta, \alpha}(x_n) = 1 - \vartheta \alpha 3^{-n} \), \( \|\|_{-1, \alpha} \) is of type 1111, and \( \|\|_{+1, \alpha} \) is of type 0101, if \( X \) is non-Schur, and of type 0111, if \( X \) is Schur.

Assume \( X \) to be non-reflexive non-Schur. According to Lemma 3, there are bounded sequences \( \{x_n\} \) and \( \{y_n^*\} \) such that \( y^*_n \to 0 \) in \( \sigma(X^*, X) \) and

\[
\langle y^*_n, x_m \rangle = \begin{cases} 1, & m \geq n \\ 0, & m < n. \end{cases}
\]

Define \( T: X \to c_0 \) by \( (Tx)(i) = \langle y_i^*, x \rangle \). Consider

\[
y_n = \sum_{r=1}^{n} 3^{-r} x_1 + x_{n+1} - x_1.
\]

Put \( d_0 = \sup_{n, m} \|y_n - y_m\|' \) and \( \|x\|''' = \max\{d_0^{-1}\|x\|', \|Tx\|_1\} \). Since \( Ty_n = u_n \), \( \{y_n\} \) is \( \|\|''' \)-limit-constant and \( \|\|''' \) is of type 0011.

Consider now

\[
y'_n = \sum_{r=1}^{n+1} 3^{-r} x_2 + x_{2n+3} - x_2 + 6(x_{2n+4} - x_{2n+3}).
\]

Put \( d_1 = \sup \|y'_n - y'_m\|' \) and \( \|x\|_1 = \max\{d_1^{-1}\|x\|', \|Tx\|_1\} \). Since \( Ty'_n = v_n \), \( \{y'_n\} \) is \( \|\|_1 \)-limit-affine with \( \Lambda_1(y'_n) = 1 - 3^{-n-2} \) and \( \|\|_1 \) is of type 0111.

Assume that \( X \) has no subspace isomorphic to \( l_1 \). We may then additionally assume that \( \{x_n\} \) is weak Cauchy. Put \( y''_1 = x_1 \) and \( y''_n = x_n - x_{n-1}, \ n \geq 2 \). Then \( Ty''_n = e_n \) and \( y''_n \to 0 \) weakly. Set \( d_2 = \max\{d_0, \sup_{n, m} \|y''_n - y''_m\|'\} \) and \( \|x\|_2 = \max\{d_2^{-1}\|x\|', \|Tx\|_{1, 1}\} \). Then, \( \{y''_n\} \) is \( \|\|_2 \)-limit-affine with \( \Lambda_2(y''_n) = 1 - 3^{-n} \), \( \{y_n\} \) is \( \|\|_2 \)-limit-constant with \( \Lambda_2(y_n) = 1 \) and \( \|\|_2 \) is of type 0001.

Finally, assume \( X \) to have a subspace isomorphic to \( l_1 \). Let \( \{w_n\} \subset X \) and \( \{w^*_n\} \subset X^* \) be bounded and biorthogonal such that \( w_n \to 0 \) weakly and \( w^*_n \to 0 \) in \( \sigma(X^*, X) \). Choose \( \{x'_n\} \subset X \) equivalent to the unit vector
basis of $l_1$. Passing to a subsequence of \( \{x'_n\}\) we may assume that 
\( \langle w_k^*, x'_n \rangle \) is Cauchy for all $k$. So, some suitable subsequence \( \{x_n\}\) of 
\( \{x'_{n+1} - x'_n\}\) satisfies \( w_k^*, x_n \to 0 \) for all $k$. Since \( \{x_n\}\) can be chosen 

to be equivalent to the unit vector basis of $l_1$, there is a bounded sequence 
\( \{y_n^*\}\) in $X^*$ which converges to 0 in $\sigma(X^*, X)$ and satisfies 
\[
\langle y_n^*, x_m \rangle = \begin{cases} 1, & m \geq n \\ 0, & m < n. \end{cases}
\]
Using Lemma 4, we may assume that \( \langle y_n^*, w_k^* \rangle \leq \delta^2/2 \) and \( \langle w_k^*, x_n \rangle \leq \delta^2/3 \) for all $k$, $n$, where $\delta$ is chosen so that $\delta \|x\|_\infty \leq \|x\|'_{1,1} \leq 1/\delta \|x\|_\infty$ 
for all $x \in c_0$. Define $T$, \( \{y_n\}\) and $d_0$ as above and $T'$: $X \to c_0$ by 
\( (T'x)(i) = \langle w_i^*, x \rangle \). Put $d_3 = \max\{d_0, \sup_{n,m} \|w_n - w_m\|'\}$ and $\|x\|_3 = \max\{\frac{\delta^2}{3} / d_3 \|x\|', \|Tx\|'_{1,1}, \|T'x\|'_{1,1}\}$. Then, we have $T'w_n = e_n$. Moreover, for $n > k$:
\[
\|T(w_n - w_k)\|'_{1,1} \leq \|T(w_n - w_k)\|_\infty / \delta \leq \delta
\]
and
\[
\|T'(y_n - y_k)\|'_{1,1} \leq \|T'(y_n - y_k)\|_\infty / \delta \leq \delta
\]
So, \( \{w_n\}\) is $\|\|_3$-limit-affine with $\Lambda_3(w_n) = 1 - 3^{-n}$, \( \{y_n\}\) is $\|\|_3$-limit-

constant with $\Lambda_3(y_n) = 1$ and $\|\|_3$ is of type 0001. □

**Theorem 4. Solution of P1.** Let \( \|\| \) be a symmetric norm on $\mathbb{R}^N$; put 
\( Z = (\mathbb{R}^N, \|\|) \). Then \( (W)NS \) is preserved under the $Z$-direct-sum-operation 
— that is, the $Z$-direct sum of $X_1, \ldots, X_N$ has (W)NS whenever all $X_i$ have 
(W)NS — if and only if \( \|\| \) satisfies (SC).

In particular, if \( \|\| \) does not satisfy (SC) and if separable infinite 
dimensional normed (non-Schur) spaces $X_1 \ldots X_N$ are given, then there 
exist equivalent norms \( \|\|'_i \) on $X_i$ such that $Y_i = (X_i, \|\|'_i)$ has NS but 
(\( \sum_{i=1}^N \oplus Y_i \)) \( Z \) does not have (W)NS; moreover, at least one of the \( \|\|'_i \) can 
be chosen so that $Y_i$ has the SP.

**Proof.** Sufficiency is proved in [10]. We show necessity. Let \( \|\| \) not 
satisfy (SC) and let separable infinite dimensional normed (non-Schur) 
spaces $X_1, \ldots, X_N$ be given. There are $\xi_i \geq 0$, $\vartheta_i = \pm 1$ and 
$0 < \alpha_i \leq 1$, $i = 1, \ldots, N$, such that the line segment joining 
(\( \xi_i \))_{i=1}^N 
and (\( \xi_i(1 - \vartheta_i\alpha_i/3)\))_{i=1}^N belongs to the unit sphere of $Z$. Then, according 
to Theorem 3, there exist (weakly convergent) sequences \( \{x_n(i)\}_{n=1}^\infty \)
in $X_i$ and equivalent norms $\| \|'_i = \| \|_{\partial_i, \alpha_i}$ on $X_i$ such that $Y_i = (X_i, \| \|'_i)$ has NS or even the SP if $\partial_i = -1$ — such an $i$ must exist — and $\{ x_n(i) \}$ is $\| \|'_i$-limit-affine with $A'_i(x_n(i)) = 1 - \partial_i \alpha_i 3^{-n}$. Obviously, $\{((\xi, x_n(i)))_{i=1}^{N} \}$ is limit-constant in $(\sum_{i=1}^{N} \oplus Y_i)_Z$. □

5. Isonormal structure. In this last section, we prove that $c_0(I)$ has (W)INS if and only if the index set $I$ is countable. Using a result of Troyanski [13], we characterize (W)INS of spaces with a symmetric basis. This characterization fails if the basis is only unconditional. First, we need some preliminaries. For completeness, we give the definition of the space $c_0(I)$: Given a set $I$, $c_0(I)$ is the Banach space of all functions $x$ from $I$ to $\mathbb{R}$ or $\mathbb{C}$ which vanish at infinity (i.e., for all $\epsilon > 0$ there is a finite subset $J$ of $I$ such that $|x(i)| < \epsilon$ for all $i \in I \setminus J$) endowed with the sup-norm $\| \|_\infty$. Given an element $x$ of $c_0(I)$, the support of $x$ is the set $\text{supp}(x) = \{ i \mid x(i) \neq 0 \}$.

Let $H(I)$ be the set of all $\eta \in c_0(I)$ with finite support and values in $\{-1, 0, 1\}$.

A sequence $\{ x_n \}$ in a normed space $X$ is said to be asymptotically isometric to the unit vector basis $\{ e_n \}$ of $c_0$ if $Te_n = x_n$ extends to an isomorphism of $c_0$ into $X$ with $\| T \| \leq 1$ and

$$\liminf_{n \to \infty} \{ \| T\xi \| \mid \xi \in c_0, \text{supp}(\xi) \subset \{ i \mid i > n \}, \| \xi \|_\infty = 1 \} = 1.$$ 

**Proposition 3.** Let $Y$ be a subset of a normed space $X$ such that

(i) $$\left\| \sum_{y \in Y} \eta(y)y \right\| \leq 1$$ for all $\eta \in H(Y)$.

Then, for all $\xi \in c_0(Y)$, the sum $T_Y \xi = \sum_{y \in Y} \xi(y)y$ converges unconditionally and defines an operator of $c_0(Y)$ into $X$ with

(ii) $$2 \inf_{y \in Y} \| y \| - 1 \leq \| T_Y \| \leq 1 \quad \text{and} \quad \| T_Y \xi \| \geq 2 \sup_{y \in Y} |\xi(y)| \| y \| - \| \xi \|_\infty.$$ If, additionally, $Y = \{ y_n \mid n \in \mathbb{N} \}$ with $\lim_{n \to \infty} \| y_n \| = 1$, then, for some $m \in \mathbb{N}$, $\{ y_{m+n} \}$ is asymptotically isometric to the unit vector basis of $c_0$.

**Proof.** (1) By induction on the number of different elements of $R(\xi) = \{ |\xi(y)| \mid y \in \text{supp}(\xi) \}$ we show that $\| T_Y \xi \| \leq \| \xi \|_\infty$ for all $\xi \in c_0(Y)$ with finite support. Hypothesis (i) implies the induction basis. For the induction conclusion, fix $\xi \in c_0(Y)$ with finite support and $r_1 = \min R(\xi) < r_2 = \max R(\xi)$. Put $Z = \{ y \in Y \mid |\xi(Y)| = r_1 \}$ and define
\[ \xi_v \in c_0(Y) \text{ by } \xi_v(y) = \xi(y), \ y \in Y \setminus \mathbb{Z}, \ v = 1, 2, \text{ and } \xi_1(z) = 0, \xi_2(z) = (r_2/r_1)\xi(z), \ z \in \mathbb{Z}. \text{ Then } R(\xi_v) = R(\xi) \setminus \{r_1\} \text{ and } \xi = (1 - \lambda)\xi_1 + \lambda\xi_2, \lambda = r_1/r_2. \text{ The induction hypothesis applied to } \xi_v, \ v = 1, 2, \text{ yields}
\]
\[ \|T_Y \xi\| \leq (1 - \lambda)\|T_Y \xi_1\| + \lambda\|T_Y \xi_2\| \leq (1 - \lambda)r_2 + \lambda r_2 = r_2 = \|\xi\|_\infty. \]

The induction is complete.

(2) By (1), the sum \( T_Y \xi = \sum_{y \in Y} \xi(y)y \) converges unconditionally for all \( \xi \in c_0(Y) \) and, hence, defines an operator with \( \|T_Y\| \leq 1 \).

(3) Fix \( \xi \in c_0(Y) \) and \( y_0 \in Y \). Then
\[
\|T_y \xi\| \geq 2\|\xi(y_0)\|y_0\| - \left\|\xi(y_0)y_0 - \sum_{y \neq y_0} \xi(y)y\right\| \geq 2\|\xi(y_0)\|y_0\| - \|\xi\|_\infty.
\]
Taking the supremum over \( y_0 \in Y \) yields (ii).

(4) If \( Y = \{y_n\} \), \( \|y_n\| \to 1 \), then pick \( m \) with \( \inf_{n > m} \|y_n\| \geq 3/4 \). Putting \( Y' = \{y_n\}_{n > m} \), we obtain from (ii) that \( 1/2 \leq \|T_{Y'}\| \leq 1 \) and
\[ \|T_{Y'} \xi\| \geq 2\inf_{n > N} \|y_n\| - 1 \to 1 \text{ if } \|\xi\|_\infty = 1 \text{ and } \text{supp}(\xi) \subset \{n \in \mathbb{N} : n > N\}, \quad N \to \infty. \]

**Proposition 4.** If the normed space \( X \) contains a sequence \( \{x_n\} \) asymptotically isometric to the unit vector basis of \( c_0 \), then \( X \) does not have WNS.

**Proof.** The sequence \( \{x_n\} \) converges weakly to 0 and \( \|x_n - x_k\| \leq 1 \). Moreover, \( \|x_n - \sum_{k=1}^m \lambda_k x_k\| \geq 2\|x_n\| - 1 \to 1 \) if \( m < n \to \infty \) and \( 0 \leq \lambda_k \leq 1 \). \( \Box \)

**Corollary 2.** If the normed space \( X \) contains a sequence \( \{x_n\} \) with \( \|x_n\| \to r \) and \( \|\sum_{n=1}^\infty \eta(n)x_n\| \leq r \) for all \( \eta \in H(N) \) for some \( r > 0 \), then \( X \) does not have WNS.

**Theorem 5.** The space \( c_0(I) \) has (W)INS if and only if \( I \) is countable.

**Proof.** Sufficiency is shown in [10]. We prove necessity. Let \( \| \| \) be an equivalent norm on \( c_0(I) \), \( I \) uncountable. An easy application of Day's well known construction [2] yields:

(*) Given a countable subset \( C \) of \( I \), there is a sequence \( Y = \{y_n\} \) in \( c_0(I) \) such that

(i) \( \|y_n\| = 1 \) and \( \text{supp}(y_n) \subset \text{supp}(y_{n+1}) \subset I \setminus C \) for all \( n \).

(ii) \( r(Y) = \lim_{n \to \infty} \|y_n\| \) exists and \( \|z\| \leq r(Y) \) for all \( z \in c_0(I) \) with \( \|z\| = 1 \) and \( \text{supp}(z) \subset I \setminus C \setminus \bigcup_{n=1}^\infty \text{supp}(y_n) \).
Starting with \( C_1 = \emptyset \) and using transfinite induction over all ordinals \( \gamma < \omega_1 \), \( \omega_1 \) the first uncountable ordinal, we obtain by application of (*) a transfinite sequence \( \{ Y_\gamma \}_{\gamma < \omega_1} \) of sequences \( Y_\gamma = \{ y_{\gamma, n} \}_{n=1}^\infty \) with (i) and (ii) for \( C = C_\gamma = \bigcup_{\alpha < \gamma} \bigcup_{n=1}^\infty \supp(y_{\alpha, n}) \). Since, by construction, \( \{ r(Y_\gamma) \}_{\gamma < \omega_1} \) is non-increasing, there must be an ordinal \( \gamma_0 < \omega_1 \) such that \( r(Y_\gamma) = r \) for all \( \gamma \geq \gamma_0 \) and some \( r > 0 \). So, for all \( n \), there are \( k_n \) such that \( \|x_n\| > r - 1/n \) for \( x_n = y_{\gamma_0+n, k_n} \). Given \( \eta \in H(N) \), we have \( \|\sum_{n=1}^\infty \eta(n) x_n\|_\infty \leq 1 \) and \( \supp(\sum_{n=1}^\infty \eta(n) x_n) \subset I \setminus C_{\gamma_0+1} \), so \( \|\sum_{n=1}^\infty \eta(n) x_n\| \leq r(Y_{\gamma_0}) = r \). Corollary 2 yields the conclusion. \( \square \)

We combine Theorem 5 with a result of Troyanski which characterizes Banach spaces with a symmetric basis that can be equivalently renormed to be uniformly convex in every direction (cf. [13]). Here, an unconditional (not necessarily countable) basis is called symmetric if all sequences of elements of the basis are mutually equivalent basic sequences.

**Corollary 3.** Let \( X \) be a Banach space with a symmetric basis. Then, the following are equivalent.

1. \( X \) is isomorphic to a Banach space with the SP.
2. \( X \) is isomorphic to a Banach space with the WSP.
3. \( X \) has INS
4. \( X \) has WINS.
5. \( X \) is isomorphic to a Banach space which is uniformly convex in every direction.
6. \( X \) is not isomorphic to \( c_0(I) \) with uncountable \( I \).

**Proof.** The implications (1) \( \Rightarrow \) (2) \( \Rightarrow \) (4) and (1) \( \Rightarrow \) (3) \( \Rightarrow \) (4) are trivial. (5) \( \Rightarrow \) (1): See [10, Appendix]. (4) \( \Rightarrow \) (6): Theorem 5. (6) \( \Rightarrow \) (5): See [13]. \( \square \)

The implication (4) \( \Rightarrow \) (5) in Corollary 3 can not be extended to the wider class of Banach spaces with an unconditional basis (even when restricted to reflexive spaces) as the following example shows.

**Example.** A reflexive Banach space \( X \) with a monotone unconditional basis such that neither \( X \) nor \( X^* \) can be renormed to be uniformly convex in every direction but such that \( X \) and \( X^* \) (in the dual norm) both have the SP:

An unconditional basis \( \{ e_i \}_{i \in I} \) is monotone if the projections

\[
P_f : \sum_{i \in I} \alpha_i e_i \mapsto \sum_{j \in f} \alpha_j e_j, \quad f \subset I \text{ finite}
\]
all have norm 1. In [7], the following is introduced: Let \( I \) be an uncountable index set and \( \Phi \) a family of finite non-empty subsets of \( I \) with \( \{ i \} \in \Phi \) for all \( i \in I \) and \( f \in \Phi \) if \( f \neq \emptyset \), \( f \subset \varphi \) and \( \varphi \in \Phi \). Let \( \mathcal{F} \) be the set of all collections \( F \) of finitely many mutually disjoint elements of \( \Phi \). Define

\[
\lambda_{12} = \lambda_{12}(\Phi) = \left\{ x : I \to \mathbb{R} \mid \sup_{F \in \mathcal{F}} \| x \|_F < \infty \right\},
\]

\[
\| x \|_F = \left[ \sum_{\varphi \in F} \left( \sum_{i \in \varphi} |x(i)| \right)^2 \right]^{1/2}, \quad F \in \mathcal{F},
\]

\[
\| x \|_{\| \|_{12}} = \sup_{F \in \mathcal{F}} \| x \|_F, \quad x \in \lambda_{12}.
\]

Then, \((\lambda_{12}, \| \|_{12})\) is a Banach space with monotone unconditionally boundedly complete family \( \{ e_i \}_{i \in I}, e_i(i) = 1, e_i(j) = 0, j \neq i \). Since, obviously, \( \| x \|_2 = (\sum_{i \in \varphi} |x(i)|^2)^{1/2} \leq \| x \|_{12}, \| x \| = (\| x \|_2 + \| x \|_{12})^{1/2} \) is an equivalent norm on \( \lambda_{12} \) with \( \| x \|_2 \leq \| x \| / \sqrt{2} \) with respect to which \( \lambda_{12} \) has the SP.

There is given an example of \( I \) and \( \Phi \) in [7] such that \( \lambda_{12} \) is reflexive and \( \lambda_{12} \oplus \lambda_{12}^* \) as well as \( (\lambda_{12} \oplus \lambda_{12}^*)^* \) cannot be renormed to be uniformly convex in every direction. This set \( \Phi \) has the property that, given arbitrary different \( i, j \in I \), there are only finitely many \( \varphi \in \Phi \) containing both \( i \) and \( j \). So, given any finite subset \( f \subset I \), the set

\[
f' = \bigcup \{ \varphi \in \Phi \mid f \cap \varphi \geq 2 \} \cup f
\]

is finite. For this \( I \) and \( \Phi \), let \( X \) be the space \( \lambda_{12} \oplus \lambda_{12}^* \) with the norm \( \| x \|^2 + \| x^* \|^2 \) where \( \| \| \) is the norm on \( \lambda_{12}^* \) dual to \( \| \| \). So, neither \( X \) nor \( X^* \) can be renormed to be uniformly convex in every direction. It remains to show that both \( X \) and \( X^* \) have the SP. It suffices to establish the SP of \((\lambda_{12}^*, \| \| \)\). For this purpose, we only have to verify (\(*\)) in Proposition 5 below for \( c = \sqrt{2} + \sqrt{2} \) and \( f' \) as above. To this end, let \( x, y \in \lambda_{12} \) be given with \( \| x \| = \| y \| = 1 \). Fix \( F \in \mathcal{F} \) and a finite subset \( f \) of \( I \). Put \( F_1 = \{ \varphi \in F \mid \varphi \subset f' \}, \quad F_2 = \{ \varphi \in F \mid \varphi \cap f = \emptyset \}, \quad F_3 = F \setminus F_1 \setminus F_2 \). For all \( \varphi \in F_3 \) there is an \( i_{\varphi} \in I \) such that \( \varphi \cap f = \{ i_{\varphi} \} \). Put \( \tilde{x} = P_{f'} x, \quad \tilde{y} = y - P_{f'} y \). Then, \( \| \tilde{x} \| \leq 1, \| \tilde{y} \| \leq 1 \) and \( \| \tilde{x} \|_2 \leq 1 / \sqrt{2} \). So,

\[
\| \tilde{x} + \tilde{y} \|_F^2 = \| \tilde{x} \|_{F_1}^2 + \| \tilde{y} \|_{F_2}^2 + \| \tilde{x} \|_{F_3}^2 + \| \tilde{y} \|_{F_3}^2 + 2 \sum_{\varphi \in F_3} |\tilde{x}(i_{\varphi})| \left( \sum_{i \in \varphi} |\tilde{y}(i)| \right)
\]

\[
\leq \| \tilde{x} \|_{12}^2 + \| \tilde{y} \|_{12}^2 + 2 \| \tilde{x} \|_2 \| \tilde{y} \|_{F_3}.
\]
Taking the supremum over $F \in \mathcal{F}$ we obtain as desired
\[
\| \tilde{x} + \tilde{y} \|_2^2 = \| \tilde{x} \|_2^2 + \| \tilde{y} \|_2^2 + \| \tilde{x} + \tilde{y} \|_{12}^2 \\
\leq \| \tilde{x} \|_2^2 + \| \tilde{x} \|_2^2 + \| \tilde{y} \|_2^2 + \| \tilde{y} \|_{12}^2 + 2\| \tilde{x} \|_2 \| \tilde{y} \| \leq 2 + \sqrt{2}.
\]

PROPOSITION 5. Let $X$ have an unconditional basis $\{e_i\}_{i \in I}$ with \((*)\) There is a $c < 2$ such that, for each finite subset $f$ of $I$, there is a finite $f' \subset I$ with $f \subset f'$ such that
\[
\| P_f x + y - P_{f'} y \| \leq c \quad \text{whenever } \|x\| = \|y\| = 1.
\]
If $X$ is reflexive, then $X^*$ has the SP.

Proof. Let $P_f^*$ be the dual projection. If $X^*$ does not have the SP, then there is a sequence $\{x_n^*\}$ in $X^*$ such that
\[
x_n^* \to 0 \text{ weakly, } \|x_n^*\| \to 1 \quad \text{and} \quad \Lambda(x_n^*) \to 1.
\]
Fix $\varepsilon > 0$ with $2 - 8\varepsilon > c(1 + 2\varepsilon)$. Choose $k$ such that $\Lambda(x_n^*) < 1 + \varepsilon$ and $\|x_n^*\| > 1 - \varepsilon$ for all $n \geq k$. Pick a finite $f \subset I$ such that
\[
\| x_k^* - P_f^* x_k^* \| < \varepsilon \quad \text{for all finite } f' \supseteq f.
\]
Take $n > k$ so that $\| P_f^* x_n^* \| < \varepsilon$ for all $f' \subset f'$ and $\| x_n^* - x_k^* \| < \Lambda(x_k^*) + \varepsilon$. Then
\[
\| P_f^*(x_n^* - x_k^*) \| > 1 - 4\varepsilon \quad \text{and} \quad \| x_n^* - x_k^* - P_f^*(x_n^* - x_k^*) \| > 1 - 4\varepsilon.
\]
So, there are $x, y \in X$ such that $\|x\| = \|y\| = 1$ and
\[
\langle x, P_f^*(x_n^* - x_k^*) \rangle > 1 - 4\varepsilon \quad \text{and} \quad \langle y, x_n^* - x_k^* - P_f^*(x_n^* - x_k^*) \rangle > 1 - 4\varepsilon.
\]
So,
\[
c(1 + 2\varepsilon) > \| P_f x + y - P_{f'} y \| (\Lambda(x_k^*) + \varepsilon) \\
> \| P_f x + y - P_{f'} y \| \| x_n^* - x_k^* \| \\
\geq \langle P_f x + y - P_{f'} y, x_n^* - x_k^* \rangle > 2 - 8\varepsilon.
\]
contradicting the choice of $\varepsilon$. \qed
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