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In 1926, Szegö conjectured that the Lebesgue constants for Legendre series form a monotonically increasing sequence. In this paper, we prove that his conjecture is true. Our method is based on an asymptotic expansion together with an explicit error bound, and makes use of some recent results of Baratella and Gatteschi concerning uniform asymptotic approximations of the Jacobi polynomials.

1. Introduction. The Lebesgue constants for classical Fourier series are defined by

\[ \rho_n = \frac{1}{\pi} \int_0^\pi \frac{\sin(n + 1/2)t}{\sin(t/2)} \, dt, \quad n = 1, 2, 3, \ldots; \]

see [18, p. 172]. Fejer [4] was the first to show that

\[ \rho_n = \frac{4}{\pi^2} \log n + c_0 + \frac{c_1}{n} + \frac{\alpha(n)}{n^2}, \]

where \( c_0 \) and \( c_1 \) are constants and \( \alpha(n) \) is bounded for all \( n \). From (1.2), he deduced that

\[ \rho_{n+1} - \rho_n > 0 \]

for large \( n \). He further conjectured that (1.3) holds for all \( n \geq 1 \), a conjecture later proved by Gronwall [7]. Gronwall's result was considerably improved by Szegö [12], who showed that the sequence of differences of the Lebesgue constants \( \rho_n \) is in fact completely monotonic, i.e., \( \Delta \rho_n = \rho_{n+1} - \rho_n > 0 \) and \( (-1)^{r-1} \Delta^r \rho_n > 0 \) for \( r = 2, 3, \ldots \).

In exactly the same manner, one can investigate the properties of the Lebesgue constants

\[ L_n = \frac{n + 1}{2} \int_{-1}^1 |P_n^{(1,0)}(x)| \, dx \]

\[ = (n + 1) \int_0^{\pi} \sin \frac{\theta}{2} \cos \frac{\theta}{2} |P_n^{(1,0)}(\cos \theta)| \, d\theta, \quad n = 1, 2, \ldots, \]

for Legendre series at \( x = 1 \), where \( P_n^{(1,0)}(x) \) is the Jacobi polynomial with \( \alpha = 1 \) and \( \beta = 0 \). The asymptotic formula

\[ L_n = \frac{2^{3/2}}{\sqrt{\pi}} n^{1/2} + o(n^{1/2}), \quad n \to \infty, \]
was first given by Gronwall \cite{gronwall:1919a} and later, by Szegö \cite{szego:1926a,szego:1926b} with simpler proofs. In 1926, Szegö conjectured that this sequence is monotonically increasing, i.e.,

\begin{equation}
L_{n+1} - L_n > 0
\end{equation}

for all \( n \geq 1 \); see footnote 6 in \cite{szego:1926a} and also the editor's comment on page 313 of \cite{szego:1926b}. In order to settle his conjecture for at least large values of \( n \), Szegö posed to Lorch in the fifties the problem of obtaining more refined results than that given in (1.5). In \cite{lorch:1979a}, Lorch showed that

\begin{equation}
L_n = \frac{2^{3/2}}{\sqrt{\pi}} n^{1/2} + B_0 + O(n^{-1/2}),
\end{equation}

where \( B_0 \) is a constant. More explicitly, if \( j_{\nu,k} \) denotes the \( k \)th positive zero of the Bessel function \( J_{\nu}(x) \), and if

\begin{equation}
M_k = (-1)^k J_0(j_{1,k}),
\end{equation}

then

\begin{equation}
B_0 = 1 + 2 \sum_{k=1}^{\infty} \left\{ M_k - \frac{2^{3/2}}{\pi} [k^{1/2} - (k - 1)^{1/2}] \right\},
\end{equation}

where the infinite series is absolutely convergent. A simple calculation reveals that the result in (1.7) is insufficient to determine the asymptotic monotonicity of the sequence \( L_n \). Lorch thus proposed to one of us (Wong) in 1980 the problem of replacing the \( O \)-term in (1.7) by an explicitly determined expression plus terms of lower asymptotic order. The following result provides a solution to his problem, and is proved in \cite{qu:wong:1983a}:

\begin{equation}
L_n = \frac{2^{3/2}}{\sqrt{\pi}} n^{1/2} + B_0 + \sqrt{\frac{2}{\pi}} n^{-1/2} + D_0 n^{-1} + \varepsilon(n),
\end{equation}

where

\begin{equation}
D_0 = \sum_{k=1}^{\infty} \left\{ \tilde{M}_k - \frac{2^{3/2}}{3} [k^{3/2} - (k - 1)^{3/2}] - 2^{-3/2} [k^{1/2} - (k - 1)^{1/2}] \right\}
\end{equation}

and

\begin{equation}
\tilde{M}_k = (-1)^{k+1} (j_{0,k}) J_1(j_{0,k}).
\end{equation}

The remainder \( \varepsilon(n) \) in (1.10) satisfies

\begin{equation}
\varepsilon(n) = O(n^{-3/2}), \quad \text{as } n \to \infty.
\end{equation}
and the infinite series in (1.11) is absolutely convergent. From (1.10), it follows immediately that \( \{L_n\} \) is an asymptotically increasing sequence.

The purpose of this paper is to demonstrate that (1.6) holds for all \( n \geq 1 \), i.e., Szegö's conjecture is true. Our argument is based on the asymptotic representation (1.10) together with the improved numerical estimate

\[
|e(n)| \leq \frac{15}{n^{3/2}} \quad \text{for all } n \geq 49.
\]

From (1.14), it will be proved that (1.6) holds for all \( n \geq 49 \). The first fifty \( \rho_n \) can be calculated numerically, and their values are exhibited in the table in §3. An examination of these values shows that the sequence \( \{L_n\} \) is indeed monotonically increasing.

To prove (1.14), we shall make use of some recent results of Baratella and Gatteschi [2] concerning asymptotic approximations of Jacobi polynomials and their zeros. Although these results are in a sense refinements of the asymptotic approximations obtained by Frenzen and Wong [5], they are of quite different nature from those given in [5]. Thus, in spite of the fact that the main strategy in this paper is similar to that employed by Frenzen and Wong [6], the detailed analysis here differs considerably from that given there.

The content of this paper is arranged as follows. In §2, we collect some of the known results to be used later in the paper. The main sketch of the argument is presented in §3. Many of the results in §3 are proved in subsequent sections.

2. Some preliminary results. In [5], Frenzen and Wong have derived the following asymptotic expansion for the Jacobi polynomial.

**Theorem A.** For \( \alpha > -\frac{1}{2} \), \( \alpha - \beta > -2p \) and \( \alpha + \beta \geq -1 \), we have

\[
(2.1) \left( \sin \frac{\theta}{2} \right)^\alpha \left( \cos \frac{\theta}{2} \right)^\beta P^{(\alpha,\beta)}_n(\cos \theta) = \frac{\Gamma(n + \alpha + 1)}{n!} \left( \frac{\theta}{\sin \theta} \right)^{1/2} \left[ \sum_{l=0}^{p-1} A_l(\theta) \frac{J_{\alpha+l}(N\theta)}{N^{\alpha+l}} + \sigma_p \right],
\]

where

\[
(2.2) \quad N = n + \frac{1}{2}(\alpha + \beta + 1)
\]

and

\[
(2.3) \quad \sigma_p = \theta^\alpha O(N^{-p}),
\]
the $O$-term being uniform with respect to $\theta \in [0, \pi - \varepsilon], \varepsilon > 0$. The coefficients $A_i(\theta)$ are analytic functions in $0 \leq \theta \leq \pi - \varepsilon$, and are $O(\theta^l)$ in that interval. In particular, $A_0(\theta) = 1$ and
\begin{equation}
A_1(\theta) = \frac{1}{16} \left[ (4\alpha^2 - 1) \left( \frac{2}{\theta} - \cot \frac{\theta}{2} \right) + (4\beta^2 - 1) \tan \frac{\theta}{2} \right].
\end{equation}

It is this result that has led to the four-term asymptotic expansion of $L_n$ given in (1.10). Motivated by Theorem A, Baratella and Gatteschi [2] showed that $P_n^{(\alpha, \beta)}(\cos \theta)$ also has the Cherry-type approximation [3] given in Theorem B below, complete with an explicit error bound. Let
\begin{equation} f_1(\theta) = (1 - 4\alpha^2) \left( \frac{2}{\theta} - \cot \frac{\theta}{2} \right) + (1 - 4\beta^2) \tan \frac{\theta}{2} \end{equation}
and
\begin{equation} f(\theta) = N\theta + \frac{1}{16N} f_1(\theta); \end{equation}
cf. (2.4). From the Maclaurin series expansion of $\tan(\theta/2)$ and $(2/\theta - \cot(\theta/2))$, it is easily seen that if $-\frac{1}{2} \leq \alpha, \beta \leq \frac{1}{2}$, then $f_1(\theta)$ is positive and increasing in $(0, \pi)$. Since $f(0) = 0$ and
\begin{equation} f \left( \frac{\pi}{2} \right) = N \frac{\pi}{2} + \frac{1}{16N} f_1 \left( \frac{\pi}{2} \right) > \frac{\pi}{2} \end{equation}
if $N > 1$, the equation $f(\theta) = \pi/2$ has a unique root $\theta^*$ in $(0, \pi/2)$.

**Theorem B.** Let $-\frac{1}{2} \leq \alpha, \beta \leq \frac{1}{2}$ and let $\theta^*$ be the root of the transcendental equation $f(\theta) = \pi/2$. Then
\begin{equation}
\left[ \frac{f(\theta)}{f'(\theta)} \right]^{-1/2} \left( \sin \frac{\theta}{2} \right)^{\alpha + 1/2} \left( \cos \frac{\theta}{2} \right)^{\beta + 1/2} P_n^{(\alpha, \beta)}(\cos \theta)
= 2^{-1/2} N^{-\alpha} \frac{1}{n!} \frac{n + \alpha + 1}{\Gamma(n + \alpha + 1)} \left[ 1 + \frac{1}{32N^2} \left( \frac{A}{3} + B \right) \right]^{-\alpha} J_\alpha[f(\theta)] - I,
\end{equation}
where $A = (1 - 4\alpha^2)$, $B = (1 - 4\beta^2)$, and for $N \geq 5$
\begin{equation}
|I| \leq \begin{cases} \theta^\alpha N^{-4} (n+\alpha) [0.00812A + 0.0828B], & 0 < \theta \leq \theta^*, \\ \theta^{1/2} N^{-\alpha - 7/2} (n+\alpha) [0.0526A + 0.535B], & \theta^* \leq \theta \leq \frac{\pi}{2}. \end{cases}
\end{equation}

As we shall see in this paper, it is this latter result which has led to the error estimate (1.14). For the Lebesgue constant (1.4), we need $\alpha = 1$ and $\beta = 0$, a case not included in Theorem B. Nevertheless, by a slight modification of the argument given in [2], we have the following corollaries.
COROLLARY 1. Let \( N = n + 1 \geq 50 \), and let

\[
(2.9) \quad f(\theta) = N\theta + \frac{1}{16N} \left[ \tan \frac{\theta}{2} - 3 \left( \frac{2}{\theta} - \cot \frac{\theta}{2} \right) \right] = N\theta + \frac{1}{16N} f_1(\theta),
\]

and let \( \theta^* \) be the root of the equation \( f(\theta) = \pi/2 \). Then

\[
(2.10) \quad \left( \frac{f(\theta)}{f''(\theta)} \right)^{-1/2} \left( \sin \frac{\theta}{2} \right)^{3/2} \left( \cos \frac{\theta}{2} \right)^{1/2} P_n^{(1,0)}(\cos \theta) = 2^{-1/2} J_1[f(\theta)] + I,
\]

where

\[
(2.11) \quad |I| \leq \begin{cases} 
0.0059 N^{-3}\theta, & 0 < \theta \leq \theta^*, \\
0.1581 N^{-7/2}\theta^{1/2}, & \theta^* < \theta \leq \frac{\pi}{2}.
\end{cases}
\]

A precise estimate for the root \( \theta^* \) can be obtained as follows. Since \( f_1(\theta) \) is positive and \( (1/\theta) f_1(\theta) \) is strictly increasing in \( (0, \pi/2) \), we have

\[
(2.12) \quad N\theta \leq f(\theta) \leq N\theta + \frac{\theta}{2N\pi} \left( 1 - \frac{3}{\pi} \right).
\]

From this, it is easily verified that for \( N \geq 50 \),

\[
(2.13) \quad 0.999997 \frac{\pi}{2N} < \theta^* < \frac{\pi}{2N}.
\]

In view of the well-known identity [16, p. 59]

\[
(2.14) \quad P_n^{(1,0)}(\cos \theta) = (-1)^n P_n^{(0,1)}(-\cos \theta) = (-1)^n P_n^{(0,1)}(\cos(\pi - \theta))
\]

and the fact that the interval of integration in (1.4) is \( (0, \pi) \), we also need an asymptotic approximation for \( P_n^{(0,1)}(\cos \theta) \).

COROLLARY 1'. Let \( N = n + 1 \geq 50 \), let

\[
(2.15) \quad \hat{f}(\theta) = N\theta - \frac{1}{16N} \left[ 3 \tan \frac{\theta}{2} - \left( \frac{2}{\theta} - \cot \frac{\theta}{2} \right) \right] = N\theta - \frac{1}{16N} \hat{f}_1(\theta),
\]

and let \( \hat{\theta}^* \) be the root of \( \hat{f}(\theta) = \pi/2 \). Then

\[
(2.16) \quad \left( \frac{\hat{f}(\theta)}{\hat{f}''(\theta)} \right)^{-1/2} \left( \sin \frac{\theta}{2} \right)^{1/2} \left( \cos \frac{\theta}{2} \right)^{3/2} P_n^{(0,1)}(\cos \theta) = 2^{-1/2} J_0[\hat{f}(\theta)] + \hat{I},
\]
By using an argument similar to that for (2.13), it can be shown that

\begin{equation}
\frac{\pi}{2N} < \hat{\theta}^* < 1.00004\frac{\pi}{2N}
\end{equation}

for \( N \geq 50. \)

The method used by Frenzen and Wong [6] consists of a subdivision of the interval of integration \((0, \pi)\) in (1.4) at the zeros of the Jacobi polynomials and an application of the uniform asymptotic expansion given in Theorem A. In this paper, we shall approach the problem in a different manner. We shall first replace the Jacobi polynomial in (1.4) by its asymptotic approximation given in Corollary 1, and then split the interval \((0, \pi/2)\) at the roots \( \tau_k \) of the equation \( f(\theta) = j_{1,k} \), where \( j_{1,k} \) is the \( k \)th positive zero of \( J_1(x) \).

**Lemma 1.** Let \( f(\theta) \) be the function defined by (2.9) and let \( \tau_k \) denote the root of the equation \( f(\theta) = j_{1,k} \). (a) If \( n = \lceil n/2 \rceil \) and \( N = n + 1 \geq 5 \), then

\begin{equation}
\tau_n < \frac{\pi}{2} < \tau_{n+1}.
\end{equation}

(b) For \( k = 1, 2, \ldots, n \),

\begin{equation}
\tau_k = \frac{j_{1,k}}{N} (1 + \epsilon_1),
\end{equation}

where

\begin{equation}
|\epsilon_1| \leq \frac{1}{2\pi} \left( 1 - \frac{3}{\pi} \right) N^{-2} = 0.0072N^{-2}.
\end{equation}

**Proof.** (a) From (2.9) and the well-known inequality [17, p. 492]

\begin{equation}
\left( k + \frac{1}{8} \right) \pi < j_{1,k} < \left( k + \frac{1}{4} \right) \pi,
\end{equation}

we have

\begin{equation}
\tau_n < \frac{j_{1,n}}{N} < \frac{1}{N} \left( n + \frac{1}{4} \right) \pi < \frac{N - 1/2}{N} \cdot \frac{\pi}{2} < \frac{\pi}{2}
\end{equation}
and \( \tau_{n+1} < \frac{3}{4} \pi \) if \( N \geq 5 \). The first inequality in (2.22) and the monotonicity of \( f_1(\theta) \) in the interval \((0, \pi)\) yield
\[
\tau_{n+1} > \frac{j_{1,n+1}}{N} - \frac{1}{16N^2} f_1 \left( \frac{2}{3} \pi \right) > \left( n + \frac{9}{8} \right) \frac{\pi}{N} - \frac{1}{16N^2} \left[ \sqrt{3} - 3 \left( \frac{3}{\pi} - \frac{1}{\sqrt{3}} \right) \right] > \frac{\pi}{2}
\]
if \( N \geq 5 \).

(b) Equation (2.9) gives
\[
(2.23) \quad \tau_k = \frac{j_{1,k}}{N} - \frac{1}{16N^2} f_1(\tau_k).
\]
Since \( f_1(\theta) \) is positive and \( (1/\theta) f_1(\theta) \) is monotonically increasing in \((0, \pi/2)\), it follows that
\[
(2.24) \quad 0 < \frac{1}{16N^2} f_1(\tau_k) < \frac{1}{2\pi} \left( \frac{1}{3} \pi \right) \frac{\tau_k}{N} < \frac{1}{2\pi} \left( \frac{1}{3} \pi \right) \frac{j_{1,k}}{N^3}
\]
k = 1, 2, \ldots, \bar{n}, which of course implies (2.20)–(2.21). This completes the proof of the lemma.

To derive the estimate (1.14), we also require a bound for the error in the two-term McMahon asymptotic expansion for the zeros of Bessel functions; see Hethcote [9, p. 38]. The particular result which we need is stated in the lemma below.

**Lemma 2.** For \( k \geq 4 \),
\[
(2.25) \quad j_{1,k} = \left( k + \frac{1}{4} \right) \pi - \frac{3}{8\pi(k+1/4)} + \varepsilon_2,
\]
where
\[
(2.26) \quad |\varepsilon_2| \leq 0.4576k^{-2}.
\]

From the numerical values of \( j_{1,k}, k = 1, 2, 3 \), it is easily verified that (2.25)–(2.26) in fact holds for all \( k \geq 1 \). With Lemma 2, we can now prove the following results.

**Lemma 3.** The number \( M_k = (-1)^k J_0(j_{1,k}) \) given in (1.8) satisfies
\[
(2.27) \quad M_k = \sqrt{\frac{2}{\pi}} \left( j_{1,k}^{-1/2} - \frac{3}{16} j_{1,k}^{-5/2} \right) + \varepsilon_3,
\]
where
\[
(2.28) \quad |\varepsilon_3| \leq \begin{cases} 0.0582k^{-7/2} & (k \geq 2), \\ 0.0360k^{-7/2} & (k \geq 25). \end{cases}
\]
Proof. First, we put \( x = j_{1,k} \) in the asymptotic expansion [16, p. 193]

\[
J_0(x) = \sqrt{\frac{2}{\pi x}} \left[ \cos \left( x - \frac{\pi}{4} \right) + \frac{1}{8x} \sin \left( x - \frac{\pi}{4} \right) \right. \\
\left. - \frac{1^2 \cdot 3^2}{2!(8x)^2} \cos \left( x - \frac{\pi}{4} \right) \right] + \delta_1,
\]

where

\[
|\delta_1| \leq \frac{1^2 \cdot 3^2 \cdot 5^2}{3!8^3} \sqrt{\frac{2}{\pi}} x^{-7/2} = 0.0732 \sqrt{\frac{2}{\pi}} x^{-7/2}.
\]

Next, we replace \( j_{1,k} \) in the trigonometric functions in (2.29) by its asymptotic approximation (2.25). The result is

\[
M_k = \sqrt{\frac{2}{\pi}} j_{1,k}^{1/2} \left\{ \cos \left[ \frac{3}{8\pi(k + \frac{1}{4})} - \varepsilon_2 \right] \left( 1 - \frac{3^2}{2!8^2 j_{1,k}^2} \right) \\
- \sin \left[ \frac{3}{8\pi(k + \frac{1}{4})} - \varepsilon_2 \right] \frac{1}{8 j_{1,k}} \right\} + (-1)^k \delta_1.
\]

Now we approximate the cosine and sine function, respectively, by their two-term and one-term Maclaurin expansion. This results in

\[
M_k = \sqrt{\frac{2}{\pi}} j_{1,k}^{1/2} \left[ 1 - \frac{9}{128\pi^2(k + \frac{1}{4})^2} - \frac{9}{128 j_{1,k}^2} - \frac{3}{64\pi(k + \frac{1}{4}) j_{1,k}} \right] + \delta_2,
\]

where

\[
|\delta_2| \leq \left\{ \begin{array}{ll} \\
\sqrt{\frac{2}{\pi}} 0.0723 k^{-7/2} & (k \geq 2), \\
\sqrt{\frac{2}{\pi}} 0.0448 k^{-7/2} & (k \geq 25).
\end{array} \right.
\]

Finally, we rewrite (2.25) as

\[
\left( k + \frac{1}{4} \right) \pi = j_{1,k} + \left( \frac{3}{8\pi(k + \frac{1}{4})} - \varepsilon_2 \right)
\]

to obtain

\[
\frac{1}{(k + \frac{1}{4}) \pi} = j_{1,k}^{-1} (1 + \delta_3)
\]
with
\[ |\delta_3| < \left( \frac{3}{8\pi(k + \frac{1}{4})} - \varepsilon_2 \right) j_{1,k}^{-1}. \]

Since \( j_{1,k} > \pi k \) by (2.22), we have from (2.26)
\[ |\delta_3| < \left( \frac{3}{8\pi k} + \frac{0.4576}{k^2} \right) \frac{1}{\pi k} \leq \begin{cases} 0.1108k^{-2} & (k \geq 2), \\ 0.0438k^{-2} & (k \geq 25). \end{cases} \]
The desired result (2.27) now follows upon substituting (2.32) into (2.31).

From (2.25), it is easily seen that
\[ j_{1,k} - j_{1,k-1} = \pi + \delta_4, \]
where
\[ |\delta_4| \leq \begin{cases} 1.1061k^{-2} & (k \geq 2), \\ 1.0382k^{-2} & (k \geq 25). \end{cases} \]
Rewriting (2.33) as
\[ j_{1,k-1} = j_{1,k} \left( 1 - \frac{\pi + \delta_4}{j_{1,k}} \right) \]
and using the binomial expansion, it can be shown that
\[ \int_{j_{1,k-1}}^{j_{1,k}} x^{-1/2} \, dx = \pi j_{1,k}^{-1/2} + \frac{\pi^2}{4} j_{1,k}^{-3/2} + \delta_5 \]
and
\[ \int_{j_{1,k-1}}^{j_{1,k}} x^{-3/2} \, dx = \pi j_{1,k}^{-3/2} + \delta_6, \]
where
\[ |\delta_5| \leq \begin{cases} 2.1972k^{-5/2} & (k \geq 2), \\ 0.8258k^{-5/2} & (k \geq 25) \end{cases} \]
and
\[ |\delta_6| \leq \begin{cases} 3.1103k^{-5/2} & (k \geq 2), \\ 0.4743k^{-5/2} & (k \geq 25). \end{cases} \]
A combination of (2.27), (2.35) and (2.36) gives the following result; cf. [6, Eq. (4.1)].
LEMMA 4. The number $M_k$ given in (1.8) satisfies

\begin{equation}
M_k = \frac{\sqrt{2}}{\pi^{3/2}} \int_{j_{1,k-1}}^{j_{1,k}} x^{-1/2} dx - \frac{1}{2\sqrt{2}\pi} \int_{j_{1,k-1}}^{j_{1,k}} x^{-3/2} dx + \varepsilon_4,
\end{equation}

where

\begin{equation}
|\varepsilon_4| \leq \begin{cases} 
1.2161k^{-5/2} & (k \geq 2), \\
0.3144k^{-5/2} & (k \geq 25).
\end{cases}
\end{equation}

In exactly the same manner, one can prove the following analogues of Lemmas 1 to 4 above.

LEMMA 1'. Let $\hat{f}(\theta)$ be the function defined by (2.15) and let $\hat{\xi}_k$ denote the root of the equation $\hat{f}(\theta) = j_{0,k}$, where $j_{0,k}$ is the $k$th positive zero of $J_0(x)$. (a) If $m = n - n = n - \lfloor n/2 \rfloor$ then

\begin{equation}
\hat{\xi}_m < \frac{\pi}{2} < \hat{\xi}_{m+1}.
\end{equation}

(b) For $k = 1, 2, \ldots, \hat{m}$,

\begin{equation}
\hat{\xi}_k = \frac{j_{0,k}}{N} (1 + \hat{\varepsilon}_1)
\end{equation}

where $N = n + 1$ and

\begin{equation}
|\hat{\varepsilon}_1| < 0.1085N^{-2} \text{ for } N \geq 50.
\end{equation}

LEMMA 2'. For $k \geq 4$,

\begin{equation}
j_{0,k} = \left( k - \frac{1}{4} \right) \pi + \frac{1}{8\pi(k - \frac{1}{4})} + \hat{\varepsilon}_2,
\end{equation}

where

\begin{equation}
|\hat{\varepsilon}_2| \leq 0.3268k^{-2}.
\end{equation}

LEMMA 3'. The number $\hat{M}_k = (-1)^{k+1} j_{0,k}J_1(j_{0,k})$ given in (1.12) satisfies

\begin{equation}
\hat{M}_k = \sqrt{\frac{2}{\pi}} \left( j_{0,k}^{1/2} + \frac{1}{16} j_{0,k}^{-3/2} \right) + \hat{\varepsilon}_3,
\end{equation}

where

\begin{equation}
|\hat{\varepsilon}_3| \leq \begin{cases} 
0.1251k^{-5/2} & (k \geq 2), \\
0.0819k^{-5/2} & (k \geq 25).
\end{cases}
\end{equation}
**Lemma 4'.** The number $\hat{M}_k$ given in (1.12) satisfies

$$\hat{M}_k = \frac{\sqrt{2}}{\pi^{3/2}} \int_{j_0}^{j_{0,k-1}} x^{1/2} \, dx + \frac{1}{2\sqrt{2\pi}} \int_{j_0}^{j_{0,k-1}} x^{-1/2} \, dx + \hat{e}_4,$$

where

$$|\hat{e}_4| \leq \begin{cases} 
1.3468k^{-3/2} & (k \geq 2), \\
0.4916k^{-3/2} & (k \geq 25).
\end{cases}$$

An immediate consequence of (2.48) is that the constant $D_0$ in (1.11) is in absolute value less than 2.6945, a result which is needed later in our discussion. To see this, we recall that in [6, Eqs. (1.16) and (6.17)], it was shown that $D_0$ has the alternative expression

$$D_0 = \sum_{k=1}^\infty \left[ \hat{M}_k - \frac{\sqrt{2}}{\pi^{3/2}} \int_{j_0}^{j_{0,k-1}} x^{1/2} \, dx - \frac{1}{2\sqrt{2\pi}} \int_{j_0}^{j_{0,k-1}} x^{-1/2} \, dx \right].$$

The first term of the series can be calculated numerically. Thus, from (2.48), it follows that

$$|D_0| \leq 0.0009 + 1.3468 \sum_{k=2}^\infty k^{-3/2} < 2.6945.$$

3. **Sketch of the procedure.** Returning to (1.4), we have

$$L_n = (n + 1) \int_0^\pi \sin \frac{\theta}{2} \cos \frac{\theta}{2} |P_n^{(1,0)}(\cos \theta)| \, d\theta.$$ 

Throughout the remainder of this paper, we shall let $N = n + 1$ and suppose that $N \geq 50$. In view of the identity (2.14), $L_n$ can be written as

$$L_n = N[L_n^{(1)} + L_n^{(2)}]$$

with

$$L_n^{(1)} = \int_0^{\pi/2} \sin \frac{\theta}{2} \cos \frac{\theta}{2} |P_n^{(1,0)}(\cos \theta)| \, d\theta,$$

$$L_n^{(2)} = \int_0^{\pi/2} \sin \frac{\theta}{2} \cos \frac{\theta}{2} |P_n^{(0,1)}(\cos \theta)| \, d\theta.$$

We shall first be concerned with the constant $L_n^{(1)}$. The calculation of $L_N^{(2)}$ proceeds in a similar manner.

In (3.3), we replace the Jacobi polynomial $P_n^{(1,0)}(\cos \theta)$ by its uniform approximation given in (2.10). Note that the function

$$g(\theta) = \left( \frac{\theta}{2} \cot \frac{\theta}{2} \right)^{1/2}$$
is positive and bounded by 1 on the interval \(0 < \theta < \pi\), and that the function \(f_1(\theta)\) in (2.9) satisfies \((1/\theta)f_1(\theta) < f_1'(\theta)\) for \(0 < \theta < \pi\). Thus

\[
(3.6) \quad \left( \frac{f'(\theta)}{f'(\theta)} \right)^{1/2} \left( \cot \frac{\theta}{2} \right)^{1/2} \leq \sqrt{2}.
\]

By Corollary 1, we have

\[
(3.7) \quad L_n^{(1)} = \frac{1}{\sqrt{2}} \int_0^{\pi/2} \left( \frac{f'(\theta)}{f'(\theta)} \right)^{1/2} \left( \cot \frac{\theta}{2} \right)^{1/2} |J_1(f(\theta))| d\theta + \varepsilon_5,
\]

where

\[
(3.8) \quad |\varepsilon_5| \leq 0.0059N^{-5/2}.
\]

Let \(\tau_k\) have the same meaning as given in Lemma 1, and for convenience, put \(\tau_0 \equiv 0\). Since \(|J_1(x)| = (-1)^k J_1(x)\) for \(x\) in \((j_{1,k}, j_{1,k+1})\) and \(k = 0, 1, 2, \ldots\), (3.7) can be expressed as

\[
(3.9) \quad L_n^{(1)} = \frac{1}{\sqrt{2}} \left[ I_0 + \sum_{k=1}^{n-1} (-1)^k I_k + (-1)^n I_n \right] + \varepsilon_5,
\]

where

\[
(3.10) \quad I_k = \int_{\tau_k}^{\tau_{k+1}} \left( \frac{f'(\theta)}{f'(\theta)} \right)^{1/2} \left( \cot \frac{\theta}{2} \right)^{1/2} J_1(f(\theta)) d\theta,
\]

and

\[
(3.11) \quad I_n = \int_{\tau_n}^{\pi/2} \left( \frac{f'(\theta)}{f'(\theta)} \right)^{1/2} \left( \cot \frac{\theta}{2} \right)^{1/2} J_1(f(\theta)) d\theta, \quad n = \left\lfloor \frac{n}{2} \right\rfloor.
\]

In the next section, it will be shown that

\[
(3.12) \quad \sum_{k=1}^{n-1} (-1)^k I_k = \frac{2^{3/2}}{N} S_n^* + \frac{\sqrt{2}}{N} [g(\tau_1)M_1 - g(\tau_n)M_n] + \varepsilon_6,
\]

where

\[
(3.13) \quad S_n^* = \sum_{k=2}^n g(\tau_k)M_k
\]

and

\[
(3.14) \quad |\varepsilon_6| \leq \sqrt{2} \times 0.9015N^{-5/2}.
\]
\( M_k \) being the constant given in (1.8); cf. [6, p. 399]. The calculations of \( I_0 \) and \( I_n \) are also given in §4, and it will be proved that

\[
I_0 = \frac{\sqrt{2}}{N} \int_0^{j_{1,1}} J_1(y) \, dy + \varepsilon_7
\]

and

\[
(-1)^n I_n = \frac{\sqrt{2}}{N} \left[ g(\tau_n) M_n - (-1)^n g\left(\frac{\pi}{2}\right) J_0 \left( f \left( \frac{\pi}{2} \right) \right) \right] + \varepsilon_8.
\]

Here

\[
|\varepsilon_7| \leq \sqrt{2} \times 0.0442 N^{-5/2}
\]

and

\[
|\varepsilon_8| \leq \sqrt{2} \times 0.1088 N^{-5/2}.
\]

The following lemma is demonstrated in §5.

**Lemma 5.** The sum \( S^*_n \) in (3.13) has the asymptotic approximation

\[
S^*_n = B^{(1)}_0 - \frac{\sqrt{2}}{\pi^{3/2}} \int_0^{j_{1,1}} x^{-1/2} \, dx
+ \frac{\sqrt{2}}{\pi^{3/2}} N^{1/2} \left( \int_0^{\pi} - \int_{j_{1,1}/N}^{\pi/2} \right) g(\theta) \theta^{-1/2} \, d\theta
+ \frac{1}{2\sqrt{\pi}} N^{-1/2} + \varepsilon_9,
\]

where \( B^{(1)}_0 \) is a constant given by

\[
B^{(1)}_0 = \sum_{k=2}^{\infty} \left( M_k - \frac{\sqrt{2}}{\pi^{3/2}} \int_{j_{1,k-1}}^{j_{1,k}} x^{-1/2} \, dx \right)
\]

and

\[
|\varepsilon_9| \leq 3.7924 n^{-3/2}.
\]

The asymptotic approximation of \( L^{(1)}_n \) is obtained by inserting (3.19) in (3.12), and combining the resulting expression with (3.15) and (3.16). First, we observe that the function \( g(\theta) \) in (3.5) satisfies \( g(0) = 1 \) and \( g'(0) = 0 \). Thus,

\[
g(\tau_1) = 1 + \frac{g''(\xi)}{2!} \tau_1^2,
\]
where $0 < \xi < j_{1,1}/N < 5\pi/4N$. Furthermore, since $g''(\theta)$ is negative and decreasing in $(0, \pi)$, we have

$$g(\tau_1)M_1 = M_1 + \varepsilon_{10}$$

with

$$|\varepsilon_{10}| \leq \frac{1}{2} \left| g'' \left( \frac{5\pi}{4N} \right) \right| \left( \frac{j_{1,1}}{N} \right)^2 M_1 \leq 0.2465N^{-2}.$$  

Substituting (3.19) and (3.23) in (3.12), we obtain

$$\sum_{k=1}^{n-1} (-1)^k I_k = \frac{\sqrt{2}}{N} \left[ \left( 2B_0^{(1)} - \frac{2^{3/2}}{\pi^{3/2}} \int_0^{j_{1,1}} x^{-1/2} \, dx + M_1 \right) + \frac{2^{3/2}}{\pi^{3/2}} N^{1/2} \left( \int_0^{\pi/2} - \int_{j_{1,1}/N}^{\pi/2} \right) g(\theta)\theta^{-1/2} \, d\theta \right. \\
\left. + \frac{1}{\sqrt{\pi}} N^{-1/2} + \varepsilon_{11} \right] \\
- \frac{\sqrt{2}}{N} g(\tau_n)M_n,$$

where

$$|\varepsilon_{11}| \leq 8.5212n^{-3/2}.$$  

Next, we observe that $B_0^{(1)}$ is related to $B_0$ via the identity

$$B_0 = 2B_0^{(1)} - \frac{2^{3/2}}{\pi^{3/2}} \int_0^{j_{1,1}} x^{-1/2} \, dx + M_1 + \int_0^{j_{1,1}} J_1(y) \, dy;$$

see Eqs. (1.10), (6.15) and (6.4) in [6]. A combination of (3.9), (3.15), (3.16) and (3.25) gives

$$NL_n^{(1)} = B_0 + \frac{2^{3/2}}{\pi^{3/2}} N^{1/2} \left( \int_0^{\pi/2} - \int_{j_{1,1}/N}^{\pi/2} \right) g(\theta)\theta^{-1/2} \, d\theta \\
+ \frac{1}{\sqrt{\pi}} N^{-1/2} + (-1)^n g \left( \frac{\pi}{2} \right) J_0 \left( f \left( \frac{\pi}{2} \right) \right) + E_1,$$

where

$$|E_1| \leq 8.6801n^{-3/2}.$$
As mentioned earlier, the evaluation of $L_n^{(2)}$ proceeds in a similar fashion, and the result is

\[(3.30) \quad NL_n^{(2)} = \frac{D_0}{N} + \frac{\sqrt{2}}{\pi^{3/2}} N^{1/2} \left( \int_{0}^{\pi/2} - \int_{j_0/n}^{\pi/2} \right) \hat{g}(\theta) \theta^{1/2} \, d\theta \]
\[+ \frac{1}{\sqrt{\pi}} N^{-1/2} + (-1)^m \frac{1}{2N} \hat{g} \left( \frac{\pi}{2} \right) \hat{f} \left( \frac{\pi}{2} \right) J_1 \left( \hat{f} \left( \frac{\pi}{2} \right) \right) \]
\[+ E_2,\]

where

\[(3.31) \quad \hat{g}(\theta) = \left( \frac{2}{\theta} \tan \frac{\theta}{2} \right)^{1/2}\]

and

\[(3.32) \quad |E_2| \leq 4.4788n^{-3/2}.

Note that the bound for $E_2$ is only half of that for $E_1$. An explanation of this phenomenon and a brief summary of the calculation for $L_n^{(2)}$ can be found in §6. Asymptotic expansion (1.10) and its error bound (1.14) is obtained by adding the results for $L_n^{(1)}$ and $L_n^{(2)}$ together. This is done in §7.

We close this section with a proof of Szegö's conjecture. Let

\[ (n + 1)^{1/2} = n^{1/2} + \frac{1}{2} n^{-1/2} + \rho_1, \quad (n + 1)^{-1/2} = n^{-1/2} + \rho_2 \]
\[\text{and} \quad (n + 1)^{-1} = n^{-1} + \rho_3. \]

From (1.10), we have

\[L_{n+1} - L_n = \sqrt{\frac{2}{\pi}} n^{-1/2} + \frac{2\sqrt{2}}{\sqrt{\pi}} \rho_1 + \sqrt{\frac{2}{\pi}} \rho_2 + D_0 \rho_3 + \rho^*,\]

where $\rho^* = \varepsilon(n + 1) - \varepsilon(n)$. It is easy to see that $|\rho_1| \leq \frac{1}{8} n^{-3/2}$, $|\rho_2| \leq \frac{1}{2} n^{-3/2}$ and $|\rho_3| \leq \frac{1}{2} n^{-3/2}$ for $n \geq 49$. By (1.14), we also have $|\rho^*| \leq 30n^{-3/2}$ for $n \geq 49$. Thus

\[(3.33) \quad L_{n+1} - L_n = \sqrt{\frac{2}{\pi}} n^{-1/2} + \rho\]

for $n \geq 49$, where

\[(3.34) \quad |\rho| \leq 30.9833n^{-3/2}.

Here use has been made of (2.51). The right-hand side of (3.33) is obviously positive if $n \geq 49$, thus proving (1.6) for all $n \geq 49$. 

4. Calculation of $I_k$. In view of the identity $J_1(x) = -J'_0(x)$, the integral $I_k$ in (3.10) can be expressed as

\[(4.1) \quad I_k = \int_{\tau_k}^{\tau_{k+1}} G(\theta) d(-J_0(f(\theta))),\]

where

\[(4.2) \quad G(\theta) = \left( \frac{2f(\theta)}{\theta} \right)^{1/2} [f'(\theta)]^{-3/2} g(\theta)\]
and $g(\theta)$ has the same meaning as given in (3.5). Using the monotonicity property of $(1/\theta)f_1(\theta)$ and $f_1'(\theta)$ on $(0, \pi/2)$, it is easily seen that

\[(4.3) \quad \left( \frac{f(\theta)}{\theta} \right)^{1/2} = N^{1/2}(1 + \delta_7)\]

and

\[(4.4) \quad [f''(\theta)]^{-3/2} = N^{-3/2}(1 + \delta_8),\]

where $|\delta_7| \leq 0.0036N^{-2}$ and $|\delta_8| \leq 0.0405N^{-2}$. Thus,

\[(4.5) \quad G(\theta) = \sqrt{2}g(\theta)N^{-1} + \varepsilon_{12}\]

with

\[(4.6) \quad |\varepsilon_{12}| \leq \sqrt{2} \times 0.0442N^{-3} \quad \text{for} \quad N \geq 50.\]

Inserting (4.5) in (4.1) and applying an integration by parts, we obtain

\[(4.7) \quad I_k = (-1)^k \sqrt{\frac{2}{N}} \left[ g(\tau_k)M_k + g(\tau_{k+1})M_{k+1} \right] + \frac{\sqrt{2}}{N} \int_{\tau_k}^{\tau_{k+1}} g'(\theta)J_0(f(\theta)) \, d\theta + \int_{\tau_k}^{\tau_{k+1}} \varepsilon_{12}J_1(f(\theta)) \, df(\theta),\]

where $M_k$ is given in (1.8). By (4.6), the last integral on the right is in absolute value less than $\sqrt{2} \times 0.0442N^{-3}(M_k + M_{k+1})$. Thus, upon summation, we have

\[(4.8) \quad \sum_{k=1}^{n-1} (-1)^k I_k = \frac{2\sqrt{2}}{N} S^*_n + \sqrt{2}\left[ g(\tau_1)M_1 - g(\tau_n)M_n \right] + \frac{\sqrt{2}}{N} \sum_{k=1}^{n-1} (-1)^k \int_{\tau_k}^{\tau_{k+1}} g'(\theta)J_0(f(\theta)) \, d\theta + \varepsilon_{13},\]

where $S^*_n$ is given in (3.13) and

\[(4.9) \quad |\varepsilon_{13}| \leq \sqrt{2} \times 0.0442N^{-3} \left[ 2 \sum_{k=2}^{n-1} M_k + M_1 + M_n \right];\]

cf. Eq. (3.12). Since $j_{1,k} \geq \pi k$, Lemma 3 gives

\[M_k \leq \sqrt{\frac{2}{\pi}} \left( \frac{1}{\sqrt{\pi}} k^{-1/2} + \frac{3}{16\pi^{5/2}} k^{-5/2} \right) + |\varepsilon_3|.\]

Furthermore, since

\[(4.10) \quad \sum_{k=2}^{n-1} k^{-p} \leq \int_1^{n-1} x^{-p} \, dx, \quad p > 1,\]
by (2.28) we have
\[ |e_{13}| \leq \sqrt{2} \times 0.0442 N^{-3} \left[ \frac{4\sqrt{2}}{\pi} (n - 1)^{1/2} + \frac{\sqrt{2}}{4\pi^3} + 2 \times 0.0582 \times \frac{2}{5} \right. \\
\left. + |J_0(j_{1,1})| + \frac{2}{\pi} \left( 1 - \frac{2}{N} \right)^{-1/2} N^{-1/2} \right]. \]

Thus,
\[ (4.11) \quad |e_{13}| \leq \sqrt{2} \times 0.0597 N^{-5/2}. \]

Let us now estimate the second last term in (4.8), namely,
\[ (4.12) \quad \varepsilon_{14} = \frac{\sqrt{2}}{N} \sum_{k=1}^{n-1} (-1)^k \int_{\tau_k}^{\tau_{k+1}} g'(\theta)J_0(f(\theta)) d\theta. \]

In the integral, we make the change of variable \( f(\theta) = y \). This gives
\[ (4.13) \quad \int_{\tau_k}^{\tau_{k+1}} g'(\theta)J_0(f(\theta)) d\theta = \int_{j_{1,k}}^{j_{1,k+1}} H(y)yJ_0(y) dy, \]
where
\[ (4.14) \quad H(y) = \frac{g'(\theta)}{f'(\theta)f'(\theta)}. \]

By the Mean-Value Theorem,
\[ (4.15) \quad H(y) = H(j_{0,k+1}) + H'(\xi_k)(y - j_{0,k+1}) \]
for some \( \xi_k \) between \( y \) and \( j_{0,k+1} \). Inserting (4.15) in (4.13), we obtain
\[ (4.16) \quad \int_{\tau_k}^{\tau_{k+1}} g'(\theta)J_0(f(\theta)) d\theta = \int_{j_{1,k}}^{j_{1,k+1}} H'(\xi_k)(y - j_{0,k+1})yJ_0(y) dy, \]
the first term vanishing in view of the identity \( yJ_0(y) = (yJ_1(y))' \). To estimate \( H'(y) \), we note that both \( g'(\theta) \) and \( g''(\theta) \) are negative and decreasing. Furthermore, \( g'(0) = 0 \) and \( |(1/\theta) g'(\theta)|_{\theta=0} \leq |g''(\pi/2)| \). Thus, for \( \tau_k \leq \theta \leq \tau_{k+1} \), or equivalently for \( j_{1,k} \leq y \leq j_{1,k+1} \),
\[ (4.17) \quad |H'(y)| \leq 0.1503 N^{-2} j_{1,k}^{-1}. \]

Using (2.22) and
\[ (4.18) \quad \left( k - \frac{1}{4} \right) \pi < j_{0,k} < \left( k - \frac{1}{8} \right) \pi, \]
we also have \( |y - j_{0,k+1}| \leq 3\pi/4 \) and \( 0 < j_{1,k+1} - j_{1,k} \leq 9\pi/8 \). A combination of these results shows that the integral in (4.16) is bounded by
\[ (4.19) \quad 0.1503 N^{-2} \cdot \frac{27}{32} \sqrt{2\pi}^{3/2} \left( j_{1,k}^{-1/2} + \frac{9}{32} \pi j_{1,k}^{-3/2} \right). \]
Therefore the error term $e_{14}$ given in (4.12) satisfies
\[|e_{14}| < \frac{\sqrt{2}}{N} \times 0.1793\pi N^{-2} \left(\sum_{k=1}^{n-1} k^{-1/2} + \frac{9}{32} \sum_{k=1}^{n-1} k^{-3/2}\right).\]

This together with (4.10) yields
\[(4.20) \quad |e_{14}| \leq \sqrt{2} \times 0.8418 N^{-5/2} \quad \text{for } N \geq 50.\]

Coupling (4.11) and (4.20), we obtain (3.14), thus proving the asymptotic approximation (3.12).

The calculation of $I_0$ proceeds in a slightly different manner. We first make the change of variable $y = f(\theta)$. Thus
\[(4.21) \quad I_0 = \int_{0}^{j_{1,1}} G(\theta) J_1(y) \, dy.\]

Substituting (4.5) in (4.21) yields
\[(4.22) \quad I_0 = \frac{\sqrt{2}}{N} \int_{0}^{j_{1,1}} g(\theta) J_1(y) \, dy + \varepsilon_{15},\]

where
\[(4.23) \quad |\varepsilon_{15}| \leq \sqrt{2} \times 0.0088 N^{-5/2}.\]

Note that $g(\theta)$ in (4.22) is a function of $y$ and
\[\frac{d^2 g}{dy^2} = \left(\frac{g'(\theta)}{f'(\theta)}\right)' \frac{1}{f'(\theta)}.\]

Using the facts that both $g'$ and $g''$ are negative and decreasing in $(0, \pi/2]$ and $g'(0) = 0$, we have
\[(4.24) \quad \left|\frac{d^2 g}{dy^2}\right| \leq N^{-2} \left|g''\left(\frac{5\pi}{4N}\right)\right| \leq 0.0835 N^{-2}\]

for $0 \leq y \leq j_{1,1}$ and $N \geq 50$. Expanding $g(\theta)$ at $y = 0$ gives
\[(4.25) \quad g(\theta) = 1 + \frac{1}{2} \left(\frac{d^2 g}{dy^2}\right)_{y=\eta} y^2\]

for some $\eta$ between 0 and $y$. Inserting (4.25) in (4.22) and making use of (4.24), we obtain the required result (3.15).

The calculation of $I_n$ resembles that of $I_k$ for $1 \leq k \leq n - 1$. Thus, instead of (4.7), we have
\[(4.26) \quad (-1)^n I_n = \frac{\sqrt{2}}{N} \left[g(\tau_n) M_n - (-1)^n g\left(\frac{\pi}{2}\right) J_0\left(f\left(\frac{\pi}{2}\right)\right)\right] + \varepsilon_8,\]
where

\begin{equation}
\varepsilon_8 = (-1)^n \frac{\sqrt{2}}{N} \int_{\tau_n}^{\pi/2} g'(\theta) J_0(f(\theta)) \, d\theta \nonumber \\
+ (-1)^n \int_{\tau_n}^{\pi/2} \varepsilon_{12} J_1(f(\theta)) \, df(\theta); \nonumber \tag{4.27}
\end{equation}

cf. (3.16). By (4.6), the second integral on the right is less than \(\sqrt{2} \times 0.0442N^{-3}|J_0(f(\pi/2)) - J_0(j_{1,n})|\). Using (2.22) and the facts that \(|J_0(x)| \leq \sqrt{2}/\pi x\) and \(f(\theta) \geq N\theta\), it can easily be shown that

\begin{equation}
\left| (-1)^n \int_{\tau_n}^{\pi/2} \varepsilon_{12} J_1(f(\theta)) \, df(\theta) \right| \leq \sqrt{2} \times 0.0011N^{-5/2}. \tag{4.28}
\end{equation}

The first integral in (4.27) can be estimated as in (4.13)-(4.19). Instead of (4.15), here we expand \(H(y)\) at \(y = f(\pi/2)\). The analogue of (4.16) is

\begin{equation}
(-1)^n \int_{\tau_n}^{\pi/2} g'(\theta) J_0(f(\theta)) \, d\theta \nonumber \\
= (-1)^n H\left(f\left(\frac{\pi}{2}\right)\right) f\left(\frac{\pi}{2}\right) J_1\left(f\left(\frac{\pi}{2}\right)\right) \nonumber \\
+ (-1)^n \int_{j_{1,n}}^{f(\pi/2)} H'(\xi_n) \left(y - f\left(\frac{\pi}{2}\right)\right) y J_0(y) \, dy \nonumber \tag{4.29}
\end{equation}

for some \(\xi_n\) between \(y\) and \(f(\pi/2)\). Again using the facts that \(|J_1(x)| \leq \sqrt{2}/\pi x\) and \(f(\pi/2) \geq (\pi/2)N\), it can be shown that the first term on the right is bounded by 0.1025\(N^{-3/2}\). By an argument similar to that for (4.17), we also have

\[|H'(\xi_n)| \leq 0.0350N^{-3}.\]

This, together with
\[
\left| y - f\left(\frac{\pi}{2}\right) \right| \leq f\left(\frac{\pi}{2}\right) - j_{1,n} < \frac{1}{4N} \left(1 - \frac{3}{\pi}\right) + \frac{7}{3}\pi,
\]
implies that the second term on the right-hand side of (4.29) is bounded by 0.0052\(N^{-3/2}\). Therefore,

\begin{equation}
\left| \frac{\sqrt{2}}{N} \int_{\tau_n}^{\pi/2} g'(\theta) J_0(f(\theta)) \, d\theta \right| \leq \sqrt{2} \times 0.1077N^{-5/2}. \tag{4.30}
\end{equation}

The estimate (3.18) now follows from (4.28) and (4.30). This completes the proof of (3.16).
5. Proof of Lemma 5. From (3.13), we have

\[ S_n^* = \sum_{k=2}^{n} M_k + \sum_{k=2}^{n} [g(\tau_k) - 1] M_k. \]

Replacing \( M_k \) by its asymptotic approximation in Lemma 4, we can express \( S_n^* \) as

\[ (5.1) \quad S_n^* = S_{n,1} + S_{n,2}^* + S_{n,3}^* + \varepsilon_{16}, \]

where

\[ (5.2) \quad S_{n,1} = \sum_{k=2}^{\infty} \left( M_k - \frac{\sqrt{2}}{\pi^{3/2}} \int_{j_{1,k-1}}^{j_{1,k}} x^{-1/2} dx + \frac{1}{2\sqrt{2\pi}} \int_{j_{1,k-1}}^{j_{1,k}} x^{-3/2} dx \right), \]

\[ (5.3) \quad S_{n,2}^* = \frac{\sqrt{2}}{\pi^{3/2}} \sum_{k=2}^{n} \int_{j_{1,k-1}}^{j_{1,k}} g(\tau_k) x^{-1/2} dx, \]

\[ (5.4) \quad S_{n,3}^* = -\frac{1}{2\sqrt{2\pi}} \sum_{k=2}^{n} \int_{j_{1,k-1}}^{j_{1,k}} g(\tau_k) x^{-3/2} dx, \]

and

\[ (5.5) \quad \varepsilon_{16} = \sum_{k=2}^{n} [g(\tau_k) - 1] \varepsilon_4 + \sum_{k=n+1}^{\infty} \varepsilon_4. \]

Since \( g''(\theta) \) is negative and decreasing in \([0, \pi/2]\), it follows from (3.22) and (2.23) that

\[ |g(\tau_k) - 1| \leq \frac{1}{2} \left| g'' \left( \frac{\pi}{2} \right) \right| (j_{1,k}/N)^2. \]

A combination of (2.40), (2.22) and (4.10) gives

\[ (5.6) \quad |\varepsilon_{16}| \leq 2.2259 n^{-3/2} \quad \text{for } n \geq 49. \]

Note that the infinite series \( S_{n,1} \) is absolutely convergent by Lemma 4, and is a constant independent of \( n \); cf. [6, p. 405].

(A) Evaluation of \( S_{n,2}^* \).

The argument here parallels that given for \( S_{n,2} \) in [6, p. 405], except that the zeros \( \theta_k \) of the Jacobi polynomial there is replaced by the roots \( \tau_k \) of the equation \( f'(\theta) = j_{1,k} \) and the \( O \)-terms are replaced by explicit bounds. Thus, in (5.3), we make the change of variable \( x = N\theta \) and write

\[ (5.7) \quad g(\tau_k) = g(\theta) + g'(\theta)(\tau_k - \theta) + \frac{1}{2} g''(\xi)(\tau_k - \theta)^2, \]
where $\xi$ is between $\tau_k$ and $\theta$. Since

$$|g''(\xi)| \leq |g''(\pi/2)|$$

and $(\tau_k - \theta)^2 \leq (j_{1,k} - j_{1,k-1})^2/N^2$

for $\theta \in [j_{1,k-1}/N, j_{1,k}/N]$, the remainder term $\frac{1}{2} g''(\xi)(\tau_k - \theta)^2$ in (5.7) contributes to $S^*_{n,2}$ an error

$$|\epsilon_{17}| \leq 0.3171 \sqrt{\pi n^{1/2} N^{-2}}$$

for $N \geq 50$.

Here use has been made of (2.33)–(2.34). Substituting (5.7) in (5.3) then gives

$$S^*_{n,2} = \sqrt{\frac{2}{\pi^{3/2}}} [S^{(1)*}_{n,2} + S^{(2)*}_{n,2}] + \epsilon_{17},$$

where

$$S^{(1)*}_{n,2} = N^{1/2} \sum_{k=2}^{n} \int_{j_{1,k-1}/N}^{j_{1,k}/N} g(\theta) \theta^{-1/2} d\theta$$

and

$$S^{(2)*}_{n,2} = N^{1/2} \sum_{k=2}^{n} \int_{j_{1,k-1}/N}^{j_{1,k}/N} (\tau_k - \theta) g'(\theta) \theta^{-1/2} d\theta.$$

Clearly, $S^{(1)*}_{n,2}$ can be written as

$$S^{(1)*}_{n,2} = N^{1/2} \left( \int_0^{\pi/2} - \int_0^{j_{1,1}/N} - \int_{j_{1,1}/N}^{\pi/2} \right) g(\theta) \theta^{-1/2} d\theta.$$

For $S^{(2)*}_{n,2}$, we let $\Phi(\theta) = g'(\theta)\theta^{-1/2}$ and write

$$\tau_k - \theta = \left[ \tau_k - \frac{1}{2N}(j_{1,k} + j_{1,k-1}) \right] - \left[ \theta - \frac{1}{2N}(j_{1,k} + j_{1,k-1}) \right].$$

Then

$$S^{(2)*}_{n,2} = N^{1/2} \sum_{k=2}^{n} \left( \tau_k - \frac{j_{1,k} + j_{1,k-1}}{2N} \right) \int_{j_{1,k-1}/N}^{j_{1,k}/N} \Phi(\theta) d\theta - N^{1/2} \sum_{k=2}^{n} \int_{j_{1,k-1}/N}^{j_{1,k}/N} \left( \theta - \frac{j_{1,k} + j_{1,k-1}}{2N} \right) \Phi(\theta) d\theta.$$

Making the change of variable $t = \theta - (1/2N)(j_{1,k} + j_{1,k-1})$, each integral in the second sum on the right becomes

$$\int_0^{(j_{1,k} - j_{1,k-1})/2N} t \left[ \Phi \left( t + \frac{j_{1,k} + j_{1,k-1}}{2N} \right) \right.$$

$$\left. - \Phi \left( -t + \frac{j_{1,k} + j_{1,k-1}}{2N} \right) \right] dt.$$
By the mean value theorem, this integral is equal to

\[(5.15) \int_0^{(j_{1,k}-j_{1,k-1})/2N} 2t^2 \Phi'(\xi_t) \, dt\]

for some \(\xi_t\) satisfying

\[
\frac{1}{2N} (j_{1,k} + j_{1,k-1}) - t < \xi_t < \frac{1}{2N} (j_{1,k} + j_{1,k-1}) + t.
\]

Since \(0 \leq t \leq (j_{1,k} - j_{1,k-1})/2N\) in (5.15), we have \(j_{1,k-1}/N \leq \xi_t \leq j_{1,k}/N\). Furthermore, since \(|\Phi'(\xi_t)| \leq |g''(\pi/2)|\xi_t^{-1/2}\), by using (2.33)–(2.34), it can be shown that the integral in (5.15) is bounded by

\[
\frac{1}{12\sqrt{\pi}} N^{-5/2} |g''(\pi/2)| \left( k - \frac{7}{8} \right)^{-1/2} \left( \pi + \frac{1.1061}{4} \right)^3.
\]

From this and (4.10), it follows that the second term on the right of (5.13), i.e.,

\[(5.16) \quad \varepsilon_{18} = -N^{1/2} \sum_{k=2}^n \int_{j_{1,k-1}/N}^{j_{1,k}/N} \left( \theta - \frac{j_{1,k} + j_{1,k-1}}{2N} \right) \Phi(\theta) \, d\theta,
\]

satisfies

\[(5.17) \quad |\varepsilon_{18}| \leq 0.0956\pi^{3/2} N^{-2} n^{1/2}.
\]

To calculate the first term on the right-hand side of (5.13), we use Lemma 1 and (2.33). Thus

\[(5.18) \quad \sum_{k=2}^n \left( \tau_k - \frac{j_{1,k} + j_{1,k-1}}{2N} \right) \int_{j_{1,k-1}/N}^{j_{1,k}/N} g'(\theta) \theta^{-1/2} \, d\theta
\]

\[= \frac{\pi}{2N} \sum_{k=2}^n \int_{j_{1,k-1}/N}^{j_{1,k}/N} g'(\theta) \theta^{-1/2} \, d\theta + \varepsilon_{19},\]

where

\[(5.19) \quad \varepsilon_{19} = \sum_{k=2}^n \left( \frac{\delta_4}{2N} + \frac{j_{1,k} \varepsilon_1}{N} \right) \int_{j_{1,k-1}/N}^{j_{1,k}/N} g'(\theta) \theta^{-1/2} \, d\theta.
\]

Since \((1/\theta)g'(\theta)\) is negative and decreasing in \([0, \pi/2]\)

\[
\frac{1}{\theta} |g'(\theta)| \leq \frac{2}{\pi} \left| g' \left( \frac{\pi}{2} \right) \right|.
\]

Using (2.22), (2.33) and (4.10), it can then be shown that

\[(5.20) \quad |\varepsilon_{19}| \leq 0.0588\sqrt{\pi} N^{-2}.
\]
Inserting \((5.18)\) in \((5.13)\) and adding the resulting expression to \((5.12)\), we obtain from \((5.9)\)

\[
(5.21) \quad S_{n,2}^* = \frac{\sqrt{2}}{\pi^{3/2}} N^{1/2} \left( \int_0^{\pi/2} - \int_0^{j_{1,1}/N} - \int_{j_{1,1}/N}^{\pi/2} \right) g(\theta) \theta^{-1/2} d\theta \\
+ \frac{1}{\sqrt{2\pi}} N^{-1/2} \sum_{k=2}^{n} \int_{j_{1,k-1}/N}^{j_{1,k}/N} g'(\theta) \theta^{-1/2} d\theta + \varepsilon_{20},
\]

where

\[
\varepsilon_{20} = \frac{\sqrt{2}}{\pi^{3/2}} [N^{1/2} \varepsilon_{19} + \varepsilon_{18}] + \varepsilon_{17}
\]

and by \((5.8)\), \((5.17)\) and \((5.20)\)

\[
(5.22) \quad |\varepsilon_{20}| \leq 0.7237 n^{-3/2} \quad \text{for } n \geq 49.
\]

(B) **Evaluation of \(S_{n,3}^*\).**

The analysis here is similar to that of \(S_{n,2}^*\), and is in fact simpler. We first make the change of variable \(x = N\theta\) in \((5.4)\) and then replace \(g(\tau_k)\) by \(g(\theta) + g'(\xi)(\tau_k - \theta)\); cf. \((5.7)\). The result is

\[
(5.23) \quad s_{n,3}^* = -\frac{1}{2\sqrt{2\pi}} N^{-1/2} [S_{n,3}^{(1)*} + \varepsilon_{21}],
\]

where

\[
(5.24) \quad S_{n,3}^{(1)*} = \sum_{k=2}^{n} \int_{j_{1,k-1}/N}^{j_{1,k}/N} g(\theta) \theta^{-3/2} d\theta
\]

and

\[
(5.25) \quad \varepsilon_{21} = \sum_{k=2}^{n} \int_{j_{1,k-1}/N}^{j_{1,k}/N} g'(\xi)(\tau_k - \theta) \theta^{-3/2} d\theta.
\]

\(\xi\) being between \(\tau_k\) and \(\theta\). By integration by parts

\[
(5.26) \quad S_{n,3}^{(1)*} = 2g \left( \frac{j_{1,1}}{N} \right) \left( \frac{j_{1,1}}{N} \right)^{-1/2} - 2g \left( \frac{j_{1,n}}{N} \right) \left( \frac{j_{1,n}}{N} \right)^{-1/2} \\
+ 2 \int_{j_{1,1}/N}^{j_{1,n}/N} g'(\theta) \theta^{-1/2} d\theta.
\]

Note that the last integral on the right-hand side is equal to the finite sum in \((5.21)\). Since \(|g''(\theta)| \leq |g''(\pi/2)|\) for \(\theta \in [0, \pi/2]\) and \(j_{1,1} < 5\pi/4\), by a two-term Maclaurin expansion we have

\[
(5.27) \quad g \left( \frac{j_{1,1}}{N} \right) = 1 + \varepsilon_{22}, \quad |\varepsilon_{22}| \leq 1.1035 N^{-2}.
\]
Put $h(\theta) = (\cot(\theta/2))^{1/2}$. Since $g(\theta)\theta^{-1/2} = (1/\sqrt{2})(\cot(\theta/2))^{1/2}$, by the mean-value theorem

$$g \left( \frac{j_{1,n}}{N} \right) \left( \frac{j_{1,n}}{N} \right)^{-1/2} = \frac{1}{\sqrt{2}} \left[ 1 + h'(\eta) \left( \frac{j_{1,n}}{N} - \frac{\pi}{2} \right) \right],$$

where $\eta$ is between $j_{1,n}/N$ and $\pi/2$. Furthermore, since $h'(\theta)$ is negative and increasing in $(0, 2\pi/3)$ and $\pi(1 - 7/4N)/2 < j_{1,n}/N$, we also have $|h'(\eta)| < |h'(\eta)|$, where $\eta = \pi(1 - 7/4N)/2$. From this, we conclude that

$$g \left( \frac{j_{1,n}}{N} \right) \left( \frac{j_{1,n}}{N} \right)^{-1/2} = \frac{1}{\sqrt{2}} (1 + \varepsilon_{23}), \quad |\varepsilon_{23}| \leq 0.4504 \frac{\pi}{N}$$

for $n \geq 50$. Inserting (5.27) and (5.29) in (5.26) and coupling the resulting expression with (5.23) gives

$$S_{n,3}^* = -\frac{1}{\sqrt{2\pi}} j_{1,1}^{-1/2} + \frac{1}{2\sqrt{\pi}} N^{-1/2}$$

$$- \frac{1}{\sqrt{2\pi}} N^{-1/2} \int_{j_{1,1}/N}^{j_{1,n}/N} g'(\theta) \theta^{-1/2} d\theta + \varepsilon_{24},$$

where

$$\varepsilon_{24} = -\frac{1}{\sqrt{2\pi}} j_{1,1}^{-1/2} \varepsilon_{22} + \frac{1}{2\sqrt{\pi}} N^{-1/2} \varepsilon_{23} - \frac{1}{2\sqrt{2\pi}} N^{-1/2} \varepsilon_{21}.$$ 

To estimate $\varepsilon_{21}$, we note that $j_{1,k-1}/N < \tau_k < j_{1,k}/N$ and

$$\frac{1}{\theta} |g'(\theta)| < \frac{2}{\pi} \left| g' \left( \frac{\pi}{2} \right) \right| \quad \text{for } \theta \in \left[ 0, \frac{\pi}{2} \right].$$

Thus, as in (5.20), it can be shown that

$$|\varepsilon_{21}| \leq \sqrt{\pi} \cdot 1.1162 N^{-3/2} n^{1/2}. $$

A combination of (5.27), (5.29) and (5.31) yields

$$|\varepsilon_{24}| \leq 0.8256 n^{-3/2} \quad \text{for } n \geq 49.$$

Observing that the sum $S_{n,1}$ in (5.2) can be written as

$$S_{n,1} = B_0^{(1)} + \frac{1}{\sqrt{2\pi}} j_{1,1}^{-1/2},$$

where $B_0^{(1)}$ is given in (3.20), it follows immediately from (5.1), (5.21) and (5.30) that

$$S_n^* = B_0^{(1)} + \frac{\sqrt{2}}{\pi^{3/2}} N^{1/2} \left( \int_0^{\pi/2} \int_{j_{1,1}/N}^{j_{1,n}/N} g'(\theta) \theta^{-1/2} d\theta \right)$$

$$+ \frac{1}{2\sqrt{\pi}} N^{-1/2} + \varepsilon_{16} + \varepsilon_{20} + \varepsilon_{24}.$$
Recall from (3.22) that
\[ |g(\theta) - 1| \leq \frac{1}{2} \left| g'' \left( \frac{5\pi}{4N} \right) \right| \theta^2, \quad 0 \leq \theta \leq \frac{5\pi}{4N}. \]
Hence
\[ (5.36) \quad \int_0^{j_{1,1}/N} g(\theta)\theta^{-1/2} d\theta = N^{-1/2} \int_0^{j_{1,1}} x^{-1/2} dx + \varepsilon_{25}, \]
where
\[ (5.37) \quad |\varepsilon_{25}| \leq 0.4791N^{-5/2} \quad \text{for } N \geq 50. \]
Coupling (5.35) and (5.36), we obtain (3.19) with
\[ \varepsilon_9 = \varepsilon_{16} + \varepsilon_{20} + \varepsilon_{24} - \frac{\sqrt{2}}{\pi^{3/2}} N^{1/2}\varepsilon_{25}. \]
This completes the proof of Lemma 5.

6. Calculation of $L_n^{(2)}$. By Corollary 1',
\[ (6.1) \quad L_n^{(2)} = \frac{1}{\sqrt{2}} \int_0^{\pi/2} \left( \frac{\hat{f}(\theta)}{\hat{f}'(\theta)} \right)^{1/2} \left( \tan \frac{\theta}{2} \right)^{1/2} |J_0(\hat{f}(\theta))| d\theta + \hat{\varepsilon}_s, \]
where
\[ (6.2) \quad |\hat{\varepsilon}_s| \leq \int_0^{\pi/2} \left( \frac{\hat{f}(\theta)}{\hat{f}'(\theta)} \right)^{1/2} \left( \tan \frac{\theta}{2} \right)^{1/2} |\hat{f}| d\theta. \]
Since $0 \leq \tan(\theta/2) \leq 1$ and $0 \leq \hat{f}(\theta) \leq N\theta$ for $\theta \in [0, \pi/2]$, it can be shown that
\[ (6.3) \quad |\hat{\varepsilon}_s| \leq 0.0141N^{-5/2} \quad \text{for } N \geq 50. \]
Here we wish to point out that the function $\hat{f}_1(\theta) = 3\tan(\theta/2) - (2/\theta - \cot(\theta/2))$ in (2.15) and all its derivatives are positive and increasing in $[0, \pi/2]$. Furthermore, the functions $\hat{f}(\theta) = N\theta - (1/16N)\hat{f}_1(\theta)$ and $(1/\theta) \hat{f}_1(\theta)$ are also increasing in that interval. Following (3.9), we split the interval of integration in (6.1) at $\hat{\tau}_k$, the root of the equation $\hat{f}(\theta) = j_{0,k}$. (Note that $j_{0,k}/N < \hat{\tau}_k < j_{0,k+1}/N$.) Thus
\[ (6.4) \quad L_n^{(2)} = \frac{1}{\sqrt{2}} \left[ \hat{I}_0 + \sum_{k=1}^{m-1} (-1)^k \hat{I}_k + (-1)^m \hat{I}_m \right] + \hat{\varepsilon}_s, \]
where
\[ (6.5) \quad \hat{I}_k = \int_{\hat{\tau}_k}^{\hat{\tau}_{k+1}} \left( \frac{\hat{f}(\theta)}{\hat{f}'(\theta)} \right)^{1/2} \left( \tan \frac{\theta}{2} \right)^{1/2} J_0(\hat{f}(\theta)) d\theta, \quad k = 0, 1, \ldots, m - 1, \]
and

\[(6.6) \hat{I}_m = \int_{\hat{\tau}_n}^{\pi/2} \left( \frac{\hat{f}(\theta)}{\hat{f}'(\theta)} \right)^{1/2} \left( \tan \frac{\theta}{2} \right)^{1/2} J_0(\hat{f}(\theta)) d\theta, \quad m = n - \hat{n}.\]

For convenience, we have set \(\hat{\tau}_0 = 0\).

In view of the identity \(xJ_0(x) = [xJ_1(x)]'\), the integral \(\hat{I}_k\) can be expressed as

\[(6.7) \hat{I}_k = \int_{\hat{\tau}_k}^{\pi/2} \hat{G}(\theta) d[\hat{f}(\theta)J_1(\hat{f}(\theta))],\]

where

\[(6.8) \hat{G}(\theta) = \frac{1}{\sqrt{2}} \left( \frac{\theta}{\hat{f}(\theta)} \right)^{1/2} [\hat{f}'(\theta)]^{-3/2} \hat{g}(\theta)\]

and

\[(6.9) \hat{g}(\theta) = \left( \frac{2}{\theta} \tan \frac{\theta}{2} \right)^{1/2}.\]

Note that the function \(\hat{g}(\theta)\) is increasing in \([0, \pi/2]\). The result corresponding to (4.5) is

\[(6.10) \hat{G}(\theta) = \frac{1}{\sqrt{2}} N^{-2} \hat{g}(\theta) + \hat{\varepsilon}_{12},\]

where

\[(6.11) |\hat{\varepsilon}_{12}| \leq 0.2650N^{-4} \quad \text{for } N \geq 50.\]

Inserting (6.10) in (6.7) and applying an integration by parts, we obtain, upon summing up,

\[(6.12) \sum_{k=1}^{m-1} (-1)^k \hat{I}_k = \frac{1}{\sqrt{2}} N^{-2} \hat{S}_n^* + \frac{1}{\sqrt{2}} N^{-2}[\hat{g}(\hat{\tau}_1)\hat{M}_1 - \hat{g}(\hat{\tau}_m)\hat{M}_m] + \hat{\varepsilon}_{13} + \hat{\varepsilon}_{14},\]

where \(\hat{M}_k\) is as given in (1.12) and

\[(6.13) \hat{S}_n^* = \sum_{k=2}^{m} \hat{g}(\hat{\tau}_k)\hat{M}_k.\]

The error terms \(\hat{\varepsilon}_{13}\) and \(\hat{\varepsilon}_{14}\) correspond to those given in (4.9) and (4.12), respectively. It can be shown, as in §4, that

\[(6.14) |\hat{\varepsilon}_{13}| \leq 0.1830N^{-5/2}\]
and

\[ |\hat{\epsilon}_{14}| \leq 0.9712N^{-5/2} \]

for \( n \geq 50 \). The analogues of (3.15) and (3.16) are

\[ \hat{I}_0 = \frac{1}{\sqrt{2}} N^{-2} \int_0^{j_{0,1}} yJ_0(y) \, dy + \hat{\epsilon}_7 = \frac{1}{\sqrt{2}} N^{-2} \hat{M}_1 + \hat{\epsilon}_7 \]

and

\[ (-1)^m \hat{I}_m = \frac{1}{\sqrt{2}} N^{-2} \left[ \hat{g}(\hat{\epsilon}_m) \hat{M}_m + (-1)^m \hat{g} \left( \frac{\pi}{2} \right) \hat{f} \left( \frac{\pi}{2} \right) J_1 \left( \hat{f} \left( \frac{\pi}{2} \right) \right) \right] + \hat{\epsilon}_8, \]

where

\[ |\hat{\epsilon}_7| \leq 0.0019N^{-5/2} \quad \text{and} \quad |\hat{\epsilon}_8| \leq 0.1927N^{-5/2} \]

for \( N \geq 50 \). In a manner similar to Lemma 5 (cf. (3.19)), it can also be proved that

\[ \hat{S}_n^* = D_0 - \hat{M}_1 + \frac{\sqrt{2}}{\pi^{3/2}} N^{3/2} \left( \int_0^{\pi/2} - \int_{j_{0,m}/N}^{\pi/2} \right) \hat{g}(\theta) \theta^{1/2} \, d\theta + \frac{1}{\sqrt{\pi}} N^{1/2} + \hat{\epsilon}_9, \]

where

\[ |\hat{\epsilon}_9| \leq 3.489N^{-1/2} \]

and \( D_0 \) has the same meaning as given in (2.50). The final asymptotic formula for \( L_n^{(2)} \), given in (3.30), is obtained by combining the results in (6.12), (6.16), (6.17) and (6.19).

Observe that the coefficient in the approximation (6.10) for \( \hat{G}(\theta) \) is \( 1/\sqrt{2} \), whereas the corresponding coefficient for \( G(\theta) \) in (4.5) is \( \sqrt{2} \). Thus, the approximations differ by a factor of two. Comparing equations (3.12), (3.15) and (3.16) with the corresponding equations (6.12), (6.16) and (6.17), one notices that this difference carries through the calculations of \( L_n^{(1)} \) and \( L_n^{(2)} \). This explains why the error \( E_1 \) in (3.28) is approximately twice as large as that in (3.30).

7. The sum of \( L_n^{(1)} \) and \( L_n^{(2)} \). From (3.28) and (3.30), we have

\[ L_n = I_1^* + I_2^* + I_3^* + B_0 + \frac{2}{\sqrt{\pi}} N^{-1/2} + D_0 N^{-1} + E_1 + E_2, \]
where

\begin{align*}
(7.2)\quad I_1^* &= \frac{2}{\pi^{3/2}} N^{1/2} \left[ \int_0^{\pi/2} \left( \sin \frac{\theta}{2} \right)^{-1/2} \left( \cos \frac{\theta}{2} \right)^{1/2} \, d\theta \\
&\quad + \int_0^{\pi/2} \left( \sin \frac{\theta}{2} \right)^{1/2} \left( \cos \frac{\theta}{2} \right)^{-1/2} \, d\theta \right],
\end{align*}

\begin{align*}
(7.3)\quad I_2^* &= -\frac{2}{\pi^{3/2}} N^{1/2} \left[ \int_{j_{1,n}/N}^{\pi/2} \left( \sin \frac{\theta}{2} \right)^{-1/2} \left( \cos \frac{\theta}{2} \right)^{1/2} \, d\theta \\
&\quad + \int_{j_{0,m}/N}^{\pi/2} \left( \sin \frac{\theta}{2} \right)^{1/2} \left( \cos \frac{\theta}{2} \right)^{-1/2} \, d\theta \right],
\end{align*}

and

\begin{align*}
(7.4)\quad I_3^* &= (-1)^{n+1} g \left( \frac{\pi}{2} \right) J_0 \left( f \left( \frac{\pi}{2} \right) \right) \\
&\quad + \frac{(-1)^m}{2} N^{-1} \hat{g} \left( \frac{\pi}{2} \right) \hat{f} \left( \frac{\pi}{2} \right) J_1 \left( f \left( \frac{\pi}{2} \right) \right).
\end{align*}

By letting \( \theta = \pi - \phi \) in the second integral in (7.2), the two integrals there can be combined into the single integral

\begin{align*}
(7.5)\quad \int_0^\pi \left( \sin \frac{\theta}{2} \right)^{-1/2} \left( \cos \frac{\theta}{2} \right)^{1/2} \, d\theta = \sqrt{2} \cdot \pi,
\end{align*}

Thus, since \( N = n + 1 \), (7.2) can be expressed as

\begin{align*}
(7.6)\quad I_1^* &= \frac{2\sqrt{2}}{\sqrt{\pi}} n^{1/2} + \sqrt{2} \pi^{-1/2} \epsilon_1^* + \epsilon_1^*,
\end{align*}

where \( |\epsilon_1^*| = 0.1995 n^{-3/2} \). By the same argument, the two integrals in (7.3) can be combined into the single integral so that

\begin{align*}
(7.7)\quad I_2^* &= -\frac{2}{\pi^{3/2}} N^{1/2} \int_{j_{1,n}/N}^{\pi-j_{0,m}/N} \left( \cot \frac{\theta}{2} \right)^{1/2} \, d\theta.
\end{align*}

Since both limits of integration tend to \( \pi/2 \) as \( n \to \infty \), we expand the integrand \( h(\theta) = (\cot(\theta/2))^{1/2} \) at \( \theta = \pi/2 \):

\begin{align*}
(7.8)\quad \left( \cot \frac{\theta}{2} \right)^{1/2} = 1 + h'(\eta) \left( \theta - \frac{\pi}{2} \right),
\end{align*}

\( \eta \) being between \( \theta \) and \( \pi/2 \). Note that both \( j_{1,n}/N \) and \( j_{0,m}/N \) are less than \( \pi/2 \), and hence that the upper limit in (7.7) is indeed greater
than the lower limit of integration. Inserting (7.8) in (7.7), we obtain
by the argument following (5.28)

\[ I_2^* = -\frac{2}{\sqrt{\pi}} N^{-1/2} \left[ \pi - \frac{j_0, m}{N} - \frac{j_{1,n}}{N} \right] + \varepsilon_2^* \]

with \( |\varepsilon_2^*| \leq 0.7555 N^{-3/2} \). Here use has also been made of the inequality \( \pi/2 - \pi/4N < j_{0,m}/N \). From Lemmas 2 and 2', it follows that

\[ I_2^* = -\frac{2}{\sqrt{\pi}} N^{-1/2} + \varepsilon_3^* , \]

where \( |\varepsilon_3^*| \leq 0.7933 n^{-3/2} \).

To approximate \( I_3^* \), we first recall the asymptotic approximation

\[ J_0(x) = \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{\pi}{4} \right) + \varepsilon_4^* , \]

where

\[ |\varepsilon_4^*| \leq \sqrt{\frac{2}{\pi}} \cdot \frac{1}{8} x^{-3/2}, \quad x > 0. \]

Next we observe that if \( n \) is even, then

\[
\cos \left[ f \left( \frac{\pi}{2} \right) - \frac{\pi}{4} \right] = \frac{1}{\sqrt{2}} \left\{ (-1)^{(n/2)+1} \sin \left[ \frac{1}{4N} \left( 1 - \frac{3}{\pi} \right) \right] + (-1)^{n/2} \cos \left[ \frac{1}{4N} \left( 1 - \frac{3}{\pi} \right) \right] \right\},
\]

and that if \( n \) is odd, then

\[
\cos \left[ f \left( \frac{\pi}{2} \right) - \frac{\pi}{4} \right] = \frac{1}{\sqrt{2}} \left\{ (-1)^{(n+1)/2} \cos \left[ \frac{1}{4N} \left( 1 - \frac{3}{\pi} \right) \right] + (-1)^{(n+1)/2} \sin \left[ \frac{1}{4N} \left( 1 - \frac{3}{\pi} \right) \right] \right\}.
\]

The last two equations can be combined to give

\[ \cos \left[ f \left( \frac{\pi}{2} \right) - \frac{\pi}{4} \right] = \frac{1}{\sqrt{2}} \left\{ (-1)^{n/2} + \varepsilon_5^* , \quad \text{n is even,} \right\}

\[ (-1)^{(n+1)/2} + \varepsilon_5^* , \quad \text{n is odd,} \right\}

with \( |\varepsilon_5^*| \leq 0.0080 N^{-1} \). Since \( g(\pi/2) = \sqrt{\pi}/2 \) and

\[ \left[ f \left( \frac{\pi}{2} \right) \right]^{-1/2} = \sqrt{\frac{2}{\pi}} N^{-1/2} + \varepsilon_6^* \]

with \( |\varepsilon_6^*| \leq 0.0029 N^{-5/2} \), a combination of these results gives

\[ (-1)^{n+1} g \left( \frac{\pi}{2} \right) J_0 \left( f \left( \frac{\pi}{2} \right) \right) = (-1)^{n+1} \frac{1}{\sqrt{2\pi}} N^{-1/2} + \varepsilon_7^* , \]
where $|e_n^*| \leq 0.0495N^{-3/2}$. In a similar manner, one can show that

$$
(7.15) \quad \frac{(-1)^n}{2} N^{-1} \hat{g} \left( \frac{\pi}{2} \right) J_1 \left( \frac{\pi}{2} \hat{f} \right) = \frac{(-1)^n}{\sqrt{2\pi}} N^{-1/2} + e_8^*,
$$

where $|e_8^*| \leq 0.2314N^{-3/2}$. Note that the leading terms in (7.14) and (7.15) differ only by a minus sign, and hence that

$$
(7.16) \quad I_3^* = e_7^* + e_8^*.
$$

By (2.51), we also have

$$
(7.17) \quad D_0 N^{-1} = D_0 n^{-1} + e_9^*,
$$

where $|e_9^*| \leq 0.3849n^{-3/2}$. The final result (1.10) now follows upon adding (7.6), (7.10), (7.16) and (7.17) together. The error term $\varepsilon(n)$ in (1.10) is given by

$$
\varepsilon(n) = e_1^* + e_3^* + e_7^* + e_8^* + e_9^* + E_1 + E_2,
$$

and hence satisfies the estimate (1.14).

8. Conclusion. In this paper we have found an error bound for a four-term asymptotic expansion of the Lebesgue constants for Legendre series. From this we have also shown that these constants are indeed monotonically increasing, a conjecture of Szegö which dates back to 1926. The development of error theories for asymptotic approximations has been advocated by F. W. J. Olver [11] for some time. The present paper is another demonstration of the usefulness of a well-constructed error bound.

Although Szegö's conjecture is now proved, the present approach is far too complicated. A more satisfactory approach would be to search for an alternative expression for the Lebesgue constants from which the monotonicity of these constants is evident. This is the approach which Szegö had used to show that the sequence of differences of the Lebesgue constants for trigonometric Fourier series is completely monotonic. We shall, however, leave this problem to the experts in orthogonal polynomials.

Acknowledgment. We would like to express our sincere thanks to Professor L. Gatteschi for presenting us a copy of Reference [2] prior to its publication, and to Mr. Tom Lang for carrying out the numerical computations of $L_n$ ($1 \leq n \leq 50$) given in §3. We would also like to thank Professor L. Lorch for providing us with some historical background to the problem. The possibility of using a Cherry-type
approximation (2.7) was suggested to us by Professor F. W. J. Olver, to whom we wish to express our gratitude.

References


Received May 11, 1987. This research was partially supported by the Natural Sciences and Engineering Research Council of Canada under grant A7359.

TSINGHUA UNIVERSITY
BEIJIN, CHINA

AND

UNIVERSITY OF MANITOBA
WINNIPEG, MANITOBA, CANADA, R3T 2N2
Margaret M. Bayer, Barycentric subdivisions ................................. 1
Eung Chun Cho, $s$-Smith equivalent representations of dihedral groups ...... 17
Avner Friedman and Jindrich Necas, Systems of nonlinear wave equations with nonlinear viscosity .................................................. 29
Kyong Taik Hahn, Nontangential limit theorems for normal mappings ....... 57
Eloise A. Hamann, Evan Green Houston, Jr. and Jon Lee Johnson,
  Properties of uppers to zero in $R[x]$ .......................................................... 65
José M. Souto Menéndez, On a theorem due to Cassels ....................... 81
Courtney Hughes Moen, Irreducibility of unitary principal series for
  covering groups of SL(2, $k$) ................................................................. 89
Frank M. Neubrander, Integrated semigroups and their applications to the
  abstract Cauchy problem ................................................................. 111
C. K. Qu and Roderick Sue-Chuen Wong, Szegő’s conjecture on Lebesgue
  constants for Legendre series .......................................................... 157
John Brendan Sullivan, The Euler character and cancellation theorems for
  Weyl modules ................................................................. 189