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#### Abstract

In this paper we explore further the subject of crossed products $A \#_{\sigma} H$ of an arbitrary Hopf algebra $H$ (weakly) acting on a noncommutative algebra $A$ over a field $k$. These general crossed products, which play a fundamental role in the theory of extensions of Hopf algebras, were introduced independently by Y. Doi and M. Takeuchi and by the present authors and M. Cohen. Here we give several characterizations of crossed products $A \#_{\sigma} H$ with invertible cocycle $\sigma$. These characterizations are then used to extend to such crossed products known results for smash products concerning duality and Maschke-type theorems. We also prove a Noether-Skolem theorem using these methods.


Our first main result is that a crossed product $B=A \#_{\sigma} H$ with $\sigma$ invertible is a cleft $H$-comodule algebra. Doi and Takeuchi had proved earlier that cleft comodule algebras are crossed products with $\sigma$ invertible [DT], and thus this property characterizes such crossed products. We note that a weaker version of the [DT] result was proved in [BCM], with essentially the same proof.

Combining this characterization with a second result in [DT], it follows that $B \cong A \#_{\sigma} H$ with $\sigma$ invertible if and only if $0 \rightarrow A \rightarrow B$ is an $H$-Galois extension having the normal basis property.

In addition, although our crossed products were defined via a left (weak) action of $H$ on $A$, so that $A \#_{\sigma} H$ is a free left $A$-module of rank $\operatorname{dim}_{k} H$, we prove here that such crossed products are also free right $A$-modules of rank $\operatorname{dim}_{k} H$ provided $H$ has bijective antipode.

We then give applications of these characterizations in the case when $\operatorname{dim}_{k} H<\infty$. We first extend the "duality theorem" known for smash products [BM,V] to the case of crossed products; that is, for any crossed product with invertible $\sigma,\left(A \#_{\sigma} H\right) \# H^{*} \simeq A \otimes \operatorname{End}_{k} H$. We next improve the Maschke-type results of [BCM] by eliminating the hypothesis that $H$ be cocommutative; in particular, we prove that if $A$ is semisimple Artinian and $H$ is semisimple, then $A \#_{\sigma} H$ is semisimple Artinian. Moreover, if $A$ is semiprimitive (resp. semiprime), $H$ is
semisimple, and the action of $H$ is inner, then $A \#_{\sigma} H$ is also semiprimitive (resp. semiprime). Finally, we prove a Noether-Skolem theorem for an action of a Hopf algebra on a central simple algebra $B$; as a special case, if the invariants $A=B^{H}$ contain the center of $B, A \subseteq B$ is $H^{*}$-Galois, and $H$ is semisimple, then the action of $H$ is inner on $B$. This special case generalizes the Noether-Skolem theorem for strongly graded rings due to J. Osterburg and D. Quinn [OQ]. An earlier Noether-Skolem theorem for pointed cocommutative Hopf algebras was proved by M. Sweedler [S1].

We assume the reader to be familiar with the basic notions of Hopf algebra theory, including those of convolution, H -module algebra, smash product, and right $H$-comodule (see [S2]). Throughout we use Sweedler's "sigma notation." If an algebra $A$ over a field $k$ is a right $H$-comodule via $\rho: A \rightarrow A \otimes H$, then $A$ will be called an $H$-comodule algebra if $\rho$ is an algebra morphism. The comultiplication $\Delta$ of any Hopf algebra $H$ turns $H$ into a right $H$-comodule algebra. Weak actions and coactions and inner actions and coactions are treated in [BCM, $\S \S 1$ and 2]. Finally, if $B$ is an $H$-module algebra, then $B^{H}=$ $\{b \in B: h \cdot b=\varepsilon(1) b$, all $h \in H\}$ is the subalgebra of $H$-invariants; if $B$ is an $H$-comodule algebra, $B^{\mathrm{coH}}=\{b \in B: \rho b=b \otimes 1\}$ is the subalgebra of H -coinvariants.

1. A characterization of crossed products. The notion of crossed product of a $k$-algebra $A$ by a Hopf algebra $H$ over $k$ was introduced in [BCM] by the present authors and M. Cohen and in [DT] by Doi and Takeuchi, as follows: Let $H$ act weakly on $A$ [BCM, Definition 1.1] and let $\sigma: H \times H \rightarrow A$ be a $k$-bilinear map. Define a multiplication on $A \otimes H$ by

$$
\begin{equation*}
(a \otimes h)(b \otimes l)=\sum_{(h)(l)} a\left(h_{(1)} \cdot b\right) \sigma\left(h_{(2)}, l_{(1)}\right) \otimes h_{(3)} l_{(2)} \tag{1.1}
\end{equation*}
$$

and denote the resulting (possibly non-associative) algebra by $A \#_{\sigma} H$. If $A \#_{\sigma} H$ is associative with $1 \# 1$ as identity element, we call $A \#_{\sigma} H$ a crossed product. A necessary and sufficient condition that $A \#_{\sigma} H$ be a crossed product is that $\sigma$ be normal $(\sigma(h, 1)=\sigma(1, h)=$ $\varepsilon(h) 1)$, that $\sigma$ satisfy the twisted module condition

$$
\begin{align*}
& \sum_{(h)(l)}\left(h_{(1)} \cdot\left(l_{(1)} \cdot a\right)\right) \sigma\left(h_{(2)}, l_{(2)}\right)  \tag{1.2}\\
&=\sum_{(h)(l)} \sigma\left(h_{(1)}, l_{(1)}\right)\left(h_{(2)} l_{(2)} \cdot a\right),
\end{align*}
$$

and that it satisfy the cocycle condition

$$
\begin{array}{r}
\sum_{(h)(l)(m)}\left[h_{(1)} \cdot \sigma\left(l_{(1)}, m_{(1)}\right)\right] \sigma\left(h_{(2)}, l_{(2)} m_{(2)}\right)  \tag{1.3}\\
=\sum_{(h)(l)} \sigma\left(h_{(1)}, l_{(1)}\right) \sigma\left(h_{(2)} l_{(2)}, m\right)
\end{array}
$$

for all $h, l, m \in H, a \in A$ [BCM, Corollary 4.6] and [DT, Lemma 10].
Let $B=A \#_{\sigma} H$ be a crossed product and define $\rho: B \rightarrow B \otimes_{k} H$ by

$$
\begin{equation*}
\rho(a \# h)=\sum_{(h)}\left(a \# h_{(1)}\right) \otimes h_{(2)} . \tag{1.4}
\end{equation*}
$$

Lemma 1.5. $\rho$ turns $B$ into a right $H$-comodule algebra and $B^{\mathrm{coH}}=$ $A \#_{\sigma}$. Moreover, the map $\gamma: H \rightarrow B$ defined by $\gamma(h)=1 \# h$ is an $H$ comodule map.

Proof. Left to reader. (See [BCM, p. 701 and Lemma 5.10].)
Now $B, A, H$, and $\rho$ as above give us an example of a notion of right $H$-extension, due to Sweedler [S1], Chase and Sweedler [CS], and Kreimer and Takeuchi [KT]:

Definition 1.6. Let $A$ and $B$ be $k$-algebras and let $H$ be a Hopf algebra defined over $k$. Suppose that
(1) $B$ is a right $H$-comodule algebra with structure map $\rho: B \rightarrow$ $B \otimes_{k} H$, and
(2) we are given an algebra injection $l: A \rightarrow B$ such that
(3) $l(A)=B^{\mathrm{coH}}$.

We then say that $0 \rightarrow A \xrightarrow{l} B$ is a right $H$-extension of $A$. For short, we shall sometimes simply refer to the $H$-extension $B / A$, where $l$ is understood. If $A$ is a subalgebra of $B$, we will refer to the $H$-extension $A \subseteq B$. If, moreover, $0 \rightarrow A \xrightarrow{l} B^{\prime}$ is another right $H$-extension of $A$, we say that the two extensions are equivalent if there exists a bijection $\psi: B \rightarrow B^{\prime}$ such that the diagram

commutes, and $\psi$ is a right $H$-comodule morphism as well as an algebra morphism.

If $A, H$, and $\sigma$ are as in the beginning of this section with $A \#_{\sigma} H=B$ a crossed product, and if we define $l: A \rightarrow B$ in the obvious way

$$
\begin{equation*}
l(a)=a \# 1 \tag{1.7}
\end{equation*}
$$

then $0 \rightarrow A \xrightarrow{l} B$ is a right $H$-extension of $A$.
According to Lemma 1.5, the map $\gamma: H \rightarrow A \#_{\sigma} H$ defined there is an $H$-comodule map. Our first result gives a necessary and sufficient condition that $\gamma$ be convolution invertible. It is a significant strengthening of [BCM, Lemma 6.2], the proof of which required $H$ to be cocommutative.

Proposition 1.8. Let $B=A \#_{\sigma} H$ be a crossed product. Then $\gamma$ is convolution invertible in $\operatorname{Hom}_{k}(H, B)$ if and only if $\sigma$ is convolution invertible in $\operatorname{Hom}_{k}\left(H \otimes_{k} H, A\right)$.

Proof. Using $l$ to identify $A$ with $A \#_{\sigma} 1$, we have

$$
\begin{equation*}
\gamma(h) \gamma(l)=\sum_{(h)(l)} \sigma\left(h_{(1)}, l_{(1)}\right) \gamma\left(h_{(2)} l_{(2)}\right), \quad h, l \in H . \tag{1.9}
\end{equation*}
$$

If $\gamma$ is invertible with convolution inverse $\gamma^{-1}$, we have

$$
\begin{equation*}
\sigma(h, l)=\sum_{(h)(l)} \gamma\left(h_{(1)}\right) \gamma\left(l_{(1)}\right) \gamma^{-1}\left(h_{(2)} l_{(2)}\right), \quad h, l \in H \tag{1.10}
\end{equation*}
$$

from which it is obvious that $\sigma$ is invertible with inverse

$$
\sigma^{-1}(h, l)=\sum_{(h)(l)} \gamma\left(h_{(1)} l_{(1)}\right) \gamma^{-1}\left(l_{(2)}\right) \gamma^{-1}\left(h_{(2)}\right) .
$$

Conversely, suppose $\sigma$ is invertible with inverse $\sigma^{-1}$, and write

$$
\begin{equation*}
\mu(h)=\sum_{(h)} \sigma^{-1}\left(S h_{(2)}, h_{(3)}\right) \# S h_{(1)} . \tag{1.11}
\end{equation*}
$$

It was shown in [BCM, Lemma 6.2] that $\mu$ is a left inverse for $\gamma$, that

$$
\begin{equation*}
(\gamma * \mu)(h)=\sum_{(h)}\left[h_{(1)} \cdot \sigma^{-1}\left(S h_{(4)}, h_{(5)}\right)\right] \sigma\left(h_{(2)}, S h_{(3)}\right) \# 1 \tag{1.12}
\end{equation*}
$$

and hence that $\mu$ is a right inverse for $\gamma$ if and only if

$$
\begin{equation*}
\sum_{(h)}\left[h_{(1)} \cdot \sigma^{-1}\left(S h_{(4)}, h_{(5)}\right)\right] \sigma\left(h_{(2)}, S h_{(3)}\right)=\varepsilon(h) 1 \tag{1.13}
\end{equation*}
$$

for all $h \in H$.

Since $\sigma$ is invertible, the cocycle condition (1.3) gives

$$
\begin{align*}
h \cdot \sigma(l, m)=\sum_{(h)(l)(m)} \sigma\left(h_{(1)}, l_{(1)}\right) \sigma\left(h_{(2)} l_{(2)}\right. & \left., m_{(1)}\right)  \tag{1.14}\\
\cdot & \sigma^{-1}\left(h_{(3)}, l_{(3)} m_{(2)}\right)
\end{align*}
$$

for all $h, l, m \in H$. Letting $h \in H$ act on the identity

$$
\sum_{(l)(m)} \sigma^{-1}\left(l_{(1)}, m_{(1)}\right) \sigma\left(l_{(2)}, m_{(2)}\right)=\varepsilon(l) \varepsilon(m) 1
$$

we have

$$
\begin{align*}
& \sum_{(h)(l)(m)}\left[h_{(1)} \cdot \sigma^{-1}\left(l_{(1)}, m_{(1)}\right)\right]\left[h_{(2)} \cdot \sigma\left(l_{(2)}, m_{(2)}\right)\right]  \tag{1.15}\\
&=\varepsilon(h) \varepsilon(l) \varepsilon(m) 1
\end{align*}
$$

that is, $h \otimes l \otimes m \mapsto h \cdot \sigma^{-1}(l, m)$ is the convolution inverse of $h \otimes l \otimes m \mapsto$ $h \cdot \sigma(l, m)$ in $\operatorname{Hom}_{k}(H \otimes H \otimes H, A)$. Hence, from (1.14) we obtain

$$
\begin{align*}
h \cdot \sigma^{-1}(l, m)=\sum_{(h)(l)(m)} & \sigma\left(h_{(1)}, l_{(1)} m_{(1)}\right)  \tag{1.16}\\
\cdot & \sigma^{-1}\left(h_{(2)} l_{(2)}, m_{(2)}\right) \sigma^{-1}\left(h_{(3)}, l_{(3)}\right) .
\end{align*}
$$

We may now verify (1.13) using (1.16):

$$
\begin{aligned}
\sum_{(h)} & {\left[h_{(1)} \cdot \sigma^{-1}\left(S h_{(4)}, h_{(5)}\right)\right] \sigma\left(h_{(2)}, S h_{(3)}\right) } \\
& =\sum_{(h)} \sigma\left(h_{(1)},\left(S h_{(8)}\right) h_{(9)}\right) \sigma^{-1}\left(h_{(2)}\left(S h_{(7)}\right), h_{(10)}\right) \\
& \left.=\sum_{(h)} \sigma\left(h_{(1)},\left(S h_{(6)}\right) h_{(7)}\right) \sigma^{-1}\left(h_{(3)}, S h_{(6)}\right) \sigma\left(h_{(4)}, S h_{(5)}\right), h_{(8)}\right) \varepsilon\left(h_{(3)}\right) \varepsilon\left(h_{(4)}\right) \\
& =\sum_{(h)} \sigma\left(h_{(1)},\left(S h_{(4)}\right) h_{(5)}\right) \sigma^{-1}\left(h_{(2)}\left(S h_{(3)}\right), h_{(6)}\right) \\
& =\sum_{(h)} \varepsilon\left(h_{(3)}\right) \sigma\left(h_{(1)}, 1\right) \sigma^{-1}\left(1, h_{(4)}\right) \varepsilon\left(h_{(2)}\right)=\varepsilon(h) 1 .
\end{aligned}
$$

Now if $0 \rightarrow A \rightarrow B$ is a right $H$-extension, $B$ becomes an $A$ bimodule in the obvious way. We recall the following definitions:

## Definition 1.17. The right $H$-extension $0 \rightarrow A \rightarrow B$

(i) is (right) cleft ([S1, p. 229], [D, p. 1162]) if there exists a right $H$-comodule map $\gamma: H \rightarrow B$ which is invertible in the convolution algebra $\operatorname{Hom}_{k}(H, B)$.
(ii) is (right) $H$-Galois ([CS, Definition 7.3], [KT, Definition 1.4]) if the map $\beta: B \otimes_{A} B \rightarrow B \otimes_{k} H$ given by $\beta\left(b \otimes_{A} c\right)=(b \otimes 1) \rho(c)$ is bijective.
(iii) has the (right) normal basis property [KT, Definition 2.6] if there is a bijection from $A \otimes_{k} H$ to $B$ which is a left $A$-module and right $H$-comodule morphism.
It is clear that the right $H$-extension $0 \rightarrow A \rightarrow A \#_{\sigma} H$ has the normal basis property if $A \#_{\sigma} H$ is a crossed product, and Proposition 1.8 implies that the extension is cleft if $\sigma$ is invertible.

The following theorem, which combines results of Doi and Takeuchi with Proposition 1.8, ties all of the foregoing notions together.

Theorem 1.18. Let $0 \rightarrow A \xrightarrow{l} B$ be right $H$-extensions.
Then the following are equivalent:
(i) $0 \rightarrow A \rightarrow B$ is equivalent to $0 \rightarrow A \rightarrow A \#_{\sigma} H$ for some weak action of $H$ on $A$ and some invertible normal cocycle $\sigma$ satisfying the twisted module condition;
(ii) $0 \rightarrow A \rightarrow B$ is cleft;
(iii) $0 \rightarrow A \rightarrow B$ is $H$-Galois and has the normal basis property.

Moreover, if the antipode of $H$ is bijective, then any of the equivalent conditions (i), (ii), or (iii) implies that $B \simeq H \otimes A$ as right $A$-modules.

Proof. [DT, Theorem 9] proves that (ii) and (iii) are equivalent. Suppose (ii) holds. Then there exists an invertible $H$-comodule map $\gamma: H \rightarrow B$ with convolution inverse $\gamma^{-1}$. Since $\gamma(1) \gamma^{-1}(1)=$ $\left(\gamma * \gamma^{-1}\right)(1)=1$ and similarly $\gamma^{-1}(1) \gamma(1)=1$, we see that $\gamma(1)$ is an invertible element in $B$ with inverse $\gamma^{-1}(1)$. According to [D, Lemma 3.2], $\rho\left(\gamma^{-1}(1)\right)=\gamma^{-1}(1) \otimes 1$ so that $\gamma^{-1}(1) \in B^{\text {coH }}$. Define $\tilde{\gamma}(h)=\gamma^{-1}(1) \gamma(h)$ for $h \in H$. It is then easy to check that $\tilde{\gamma}$ is an $H$-comodule map with $\tilde{\gamma}(1)=1$ and with convolution inverse $\tilde{\gamma}^{-1}(h)=\gamma^{-1}(h) \gamma(1)$ for $h \in H$. [DT, Theorem 11] then produces a weak action of $H$ on $B^{\mathrm{coH}}$, a normal cocyle $\sigma^{\prime}$ satisfying the twisted module condition, and an algebra isomorphism $\psi^{\prime}$ of $B^{\mathrm{co} H} \#_{\sigma^{\prime}} H$ onto $B$. These are given, respectively, by

$$
\begin{equation*}
h \cdot b=\sum_{(h)} \tilde{\gamma}\left(h_{(1)}\right) b \tilde{\gamma}^{-1}\left(h_{(2)}\right), \tag{1.19}
\end{equation*}
$$

$$
\begin{equation*}
\sigma^{\prime}(h, l)=\sum_{(h)(l)} \tilde{\gamma}\left(h_{(1)}\right) \tilde{\gamma}\left(l_{(1)}\right) \tilde{\gamma}^{-1}\left(h_{(2)} l_{(2)}\right), \tag{1.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{\prime}\left(b \#_{\sigma^{\prime}} h\right)=b \tilde{\gamma}(h) \tag{1.21}
\end{equation*}
$$

for $b \in B^{\mathrm{coH}}, h, l \in H$. As in Proposition 1.8 , it is clear that $\sigma^{\prime}$ is invertible. From (1.21) it is equally clear that $\psi^{\prime}$ is an $H$-comodule map, since $\tilde{\gamma}$ is. Therefore the $H$-extensions $0 \rightarrow B^{\text {co } H} \rightarrow B$ and $0 \rightarrow$ $B^{\mathrm{coH}} \rightarrow B^{\mathrm{coH}} \#_{\sigma^{\prime}} H$ are equivalent. Using the algebra isomorphism $l$ to transport the weak action of $H$ and the cocycle $\sigma^{\prime}$ over to $A$, we obtain a weak action of $H$ on $A$, an $A$-valued invertible cocycle $\sigma$ and a map $\psi: A \#_{\sigma} H \rightarrow B$ setting up an equivalence of $0 \rightarrow A \xrightarrow{l} B$ with $0 \rightarrow A \rightarrow A \#_{\sigma} H$. Thus (i) holds. Finally if (i) holds, $0 \rightarrow A \rightarrow B$ is cleft because $0 \rightarrow A \rightarrow A \#_{\sigma} H$ is by Proposition 1.8. Therefore (ii) holds.

Finally we prove that $B \cong H \otimes A$ as right $A$-modules, provided the antipode $S$ of $H$ is bijective and $0 \rightarrow A \rightarrow B$ is cleft. Thus let $\bar{S}$ denote the composition inverse of $S$ and let $\gamma: H \rightarrow B$ be an invertible right $H$-comodule map. Then [DT, Proposition 8] tells us that $\mu=\gamma^{-1} \circ \bar{S}$ is a right $H$-comodule map from $H$ to $B$ and that, if we set $\hat{\mu}=\gamma \circ \bar{S}$, we have

$$
\begin{equation*}
\sum_{(h)} \mu\left(h_{(2)}\right) \hat{\mu}\left(h_{(1)}\right)=\sum_{(h)} \hat{\mu}\left(h_{(2)}\right) \mu\left(h_{(1)}\right)=\varepsilon(h) 1 \tag{1.22}
\end{equation*}
$$

for all $h \in H$. Moreover it follows immediately from [D, Lemma 3.2] that $\hat{\mu}$ satisfies

$$
\begin{equation*}
\rho(\hat{\mu}(h))=\sum_{(h)} \hat{\mu}\left(h_{(2)}\right) \otimes \bar{S} h_{(1)}, \quad h \in H \tag{1.23}
\end{equation*}
$$

Define $\alpha: H \otimes_{k} A \rightarrow B$ by $\alpha(h \otimes a)=\mu(h)(l a)$ for $h \in H, a \in A$. We next note that

$$
\begin{aligned}
\rho \sum_{(b)} \hat{\mu}\left(b_{(1)}\right) b_{(0)} & =\sum_{(b)} \hat{\mu}\left(b_{(3)}\right) b_{(0)} \otimes\left(\bar{S} b_{(2)}\right) b_{(1)} \\
& =\left(\sum_{(b)} \hat{\mu}\left(b_{(1)}\right) b_{(0)}\right) \otimes 1
\end{aligned}
$$

for $b \in B$, so that $\sum_{(b)} \hat{\mu}\left(b_{(1)}\right) b_{(0)} \in B^{\text {co } H}$. Thus we may define $P(b)=l^{-1}\left(\sum_{(b)} \hat{\mu}\left(b_{(1)}\right) b_{(0)}\right)$ for $b \in B$, and $P: B \rightarrow A$. Furthermore $P(b(l a))=P(b) a$ for $b \in B, a \in A$. Now define $\bar{\alpha}: B \rightarrow H \otimes_{k} A$ by $\bar{\alpha}(b)=\sum_{(b)} b_{(1)} \otimes P\left(b_{(0)}\right)$. Both $\alpha$ and $\bar{\alpha}$ are right $A$-module maps. Now

$$
\sum_{(\mu(h))} \hat{\mu}\left(\mu(h)_{(1)}\right) \mu(h)_{(0)}=\sum_{(h)} \hat{\mu}\left(h_{(2)}\right) \mu\left(h_{(1)}\right)=\varepsilon(h) 1
$$

so that $P(\mu(h))=\varepsilon(h) 1$ for all $h \in H$. It follows that

$$
\bar{\alpha}(\alpha(h \otimes 1))=\bar{\alpha}(\mu(h))=\sum_{(h)} h_{(2)} \otimes P\left(\mu\left(h_{(1)}\right)\right)=h \otimes 1
$$

and so $\bar{\alpha} \circ \alpha=\mathrm{id}$. And $\alpha \circ \bar{\alpha}=$ id follows immediately from (1.22). Thus $\alpha: H \otimes_{k} A \rightarrow B$ is a right $A$-module isomorphism.

Remark 1.24. The justification for calling extensions satisfying Definition 1.17 (ii) Galois may be found in [CS, pp. 54-60] and [CHR, Remarks 1.5]. However, why extensions satisfying Definition 1.17 (iii) should be said to have the normal basis property needs further explanation: Suppose $\operatorname{dim}_{k} H<\infty$. Then by results of Larson and Sweedler (see [S2, Theorem 5.1.3 and Corollary 5.1.6]) we have that $H$ contains a non-zero left integral $x$ (i.e. $h x=\varepsilon(h) x$ for all $h \in H)$ and that the map

$$
\begin{equation*}
f \mapsto(f-x), \quad f \in H^{*} \tag{1.25}
\end{equation*}
$$

maps $H^{*}$ bijectively onto $H$ and so maps $k$-bases of $H^{*}$ to $k$-bases of $H$. Now let $\varphi: A \otimes_{k} H \rightarrow B$ be a bijective left $A$-module and right $H$-comodule morphism. Then it is also a left $H^{*}$-module morphism, where as usual $f \cdot(a \otimes h)=a \otimes f \rightharpoonup h$ and $f \cdot b=\sum_{(b)}\left\langle f, b_{(1)}\right\rangle b_{(0)}$. Let $u=\varphi(1 \otimes x)$. Then it follows that if $\left\{f_{1}, \ldots, f_{n}\right\}$ is a $k$-basis for $H^{*},\left\{1 \otimes\left(f_{1}-x\right), \ldots, 1 \otimes\left(f_{n}-x\right)\right\}$ is an $A$-basis for $A \otimes_{k} H$, and so $\left\{f_{1} \cdot u, \ldots, f_{n} \cdot u\right\}$ is a basis for the free left $A$-module $B$. Conversely, suppose that for some $0 \neq u \in B,\left\{f_{1} \cdot u, \ldots, f_{n} \cdot u\right\}$ is a basis for the free left $A$-module $B$. We may then define $\varphi: A \otimes_{k} H \rightarrow B$ by $\varphi(a \otimes(f-x))=a(f \cdot u)$ since (1.25) is bijective. It follows that $\varphi$ is a bijection and is a left $A$-module map. Since it is a left $H^{*}$-module map, it must be a right $H$-comodule map. So for finite dimensional $H$, ( 1.17 (iii)) corresponds exactly to the idea of a normal basis. Note however that if $\operatorname{dim}_{k} H=\infty$, (1.25) cannot be a surjection for any $x \in H$.

Example 1.26. Let $B$ be a field, $k \subseteq B$, and let $G$ be a finite subgroup of $\operatorname{Gal}(B / k)$. Let $A=B^{G}$. If we set $H=(k G)^{*}$, then $H^{*}=k G . \quad B$ is a left $H^{*}$-module algebra. Since $\operatorname{dim}_{k} H<\infty$, the left $H^{*}$-action is associated to a right $H$-coaction and $A=B^{\text {coH }}$. Let $\left\{p_{x}: x \in G\right\}$ be the $k$-basis of $H$ dual to the basis $\{x: x \in G\}$ of $H^{*}$. Then the coaction $\rho$ of $H$ on $B$ is given by

$$
\begin{equation*}
\rho b=\sum_{x \in G}(x \cdot b) \otimes p_{x}, \quad b \in B . \tag{1.27}
\end{equation*}
$$

Since $B$ is a Galois extension of $A$ with a normal basis in the ordinary sense, the left $H$-extension $A \subseteq B$ is Galois with the normal basis property in the sense of Definition 1.17 by [CHR, Theorem 1.3 and Remark 1.5 (a)] and Remark 1.24 above. Thus by Theorem 1.18, the extension $0 \rightarrow A \rightarrow B$ is equivalent to $0 \rightarrow A \rightarrow A \#_{\sigma} H$ for some weak action and some cocycle $\sigma$. Since $B$ is commutative, (1.19) says that the weak action is trivial. We now compute $\sigma$. Choose $0 \neq u \in B$ so that $\{x \cdot u: x \in G\}$ is an $A$-basis for $B$. Clearly $0 \neq c=\sum_{x \in G} x \cdot u \in A$. Dividing by $c$ we may assume that $\sum_{x \in G} x \cdot u=1$. The map $\gamma: H \rightarrow B$ of Definition 1.17 (i) is related to the normal basis isomorphism $\varphi$ of Remark 1.24 via $\gamma(h)=\varphi(1 \otimes h)$ for $h \in H$. Now $p_{e}$ is a left integral in $H$ [S2, p. 92]. Thus $\gamma\left(p_{x}\right)=\varphi\left(1 \otimes\left(x^{-1} \rightarrow p_{e}\right)\right)=x^{-1} \cdot u$ for all $x \in G$. Since $\gamma(1)=\sum_{x \in G} \gamma\left(p_{x}\right)=1$, we see that $\tilde{\gamma}=\gamma$ in (1.20). Therefore the cocycle is determined by the equations

$$
\begin{align*}
& \left(x^{-1} \cdot u\right)\left(y^{-1} \cdot u\right)=\gamma\left(p_{x}\right) \gamma\left(p_{y}\right)  \tag{1.28}\\
& \quad=\sum_{z, w \in G} \sigma\left(p_{x z^{-1}}, p_{y w^{-1}}\right) \gamma\left(p_{z} p_{w}\right) \\
& \quad=\sum_{z \in G} \sigma\left(p_{x z^{-1}}, p_{y z^{-1}}\right) \gamma\left(p_{z}\right) \\
& \quad=\sum_{z \in G} \sigma\left(p_{x z^{-1}}, p_{y z^{-1}}\right)\left(z^{-1} \cdot u\right), \quad \text { or better, }
\end{align*}
$$

$$
\begin{equation*}
(x \cdot u)(y \cdot u)=\sum_{z \in G} \sigma\left(p_{x^{-1} z}, p_{y^{-1} z}\right)(z \cdot u) . \tag{1.29}
\end{equation*}
$$

Equations (1.29) are solvable. In fact, the structure constants $a_{x, y}^{z} \in A$ of $B / A$ with respect to the normal basis $\{x \cdot u: x \in G\}$, that is, the solutions of $(x \cdot u)(y \cdot u)=\sum_{z \in G} a_{x, y}^{z}(z \cdot u)$, satisfy the condition $a_{x, y}^{z}=a_{z^{-1} x, z^{-1} y}^{e}$ because the $x \in G$ are automorphisms of $B / A$. So we can set $\sigma\left(p_{x}, p_{y}\right)=a_{x^{-1}, y^{-1}}^{e}$. This shows that every finite Galois field extension $B / A$ is a twisted product in the sense of [BCM, Example 4.10] of $A$ with $(k \operatorname{Gal}(B / A))^{*}$.

Remark 1.30. Theorem 4.14 of [BCM] is a special case of Theorem $1.18((\mathrm{ii}) \Rightarrow(\mathrm{i}))$, or more, precisely, of [DT, Theorem 11]: Let $H \xrightarrow{\pi} \bar{H} \rightarrow 0$ be an exact sequence of Hopf algebras and let $\gamma: \bar{H} \rightarrow H$ be a coalgebra splitting of $\pi$ such that $\gamma(\overline{1})=1$. Then [BCM, Theorem 4.14] says that $H$ is algebra isomorphic to $A \#_{\sigma} \bar{H}$, where $A=\operatorname{LHKer} \pi=\operatorname{Ker}(\operatorname{id} \otimes \pi) \circ \Delta$, for a suitable weak action of $\bar{H}$ on $A$ and a suitable cocycle $\sigma$. We obtain this from Theorem 11
of [DT] by noting that $H$ is a right $\bar{H}$-comodule algebra via the map $\rho=(\mathrm{id} \otimes \pi) \circ \Delta$ and LHKer $\pi=H^{\mathrm{co} \bar{H}}$. Moreover, $\gamma$ is a $\bar{H}$-comodule map since $\rho \circ \gamma=(\mathrm{id} \otimes \pi) \circ \Delta \circ \gamma=(\mathrm{id} \otimes \pi) \circ(\gamma \otimes \gamma) \circ \Delta=(\gamma \otimes \mathrm{id}) \circ \Delta$, and $\gamma^{-1}=S \circ \gamma$ since $\gamma$ is a coalgebra map. Thus Theorem 11 of [DT] applies, giving the conclusion of Theorem 4.14 of [BCM]. We note that the proof of the theorem in $[\mathbf{B C M}]$ is virtually identical to that of [DT].

However, in the situation of an exact sequence $H \xrightarrow{\pi} \bar{H} \rightarrow 0$ of Hopf algebras, [DT, Theorem 11] is actually stronger than [BCM, Theorem 4.14]: the exact sequence may have no coalgebra splitting, yet the $\bar{H}$ extension $0 \rightarrow$ LHKer $\pi \rightarrow H$ may be cleft. In fact, let $G$ be any finite group and let $L$ be a subgroup of $G$. Set $H=(k G)^{*}$ and $\bar{H}=(k L)^{*}$. The inclusion map $L \hookrightarrow G$ induces a surjection $\pi: H \rightarrow \bar{H}$. Define the $\bar{H}$-coaction on $H$ by $\rho=(\mathrm{id} \otimes \pi) \circ \Delta$ as above. Using the notation of Example 1.26, we write $p_{x} \in H$ for $x \in G$ and $\bar{p}_{y} \in \bar{H}$ for $y \in L$. Let $S$ be a set of coset representatives for $G / L$ so that $G=S L$. Define $\gamma: \bar{H} \rightarrow H$ by $\gamma\left(\bar{p}_{y}\right)=\sum_{x \in S} p_{x y}$ for $y \in L$. Then $\gamma$ is an $\bar{H}$-comodule map with convolution inverse $\gamma^{-1}$ given by $\gamma^{-1}\left(\bar{p}_{y}\right)=\sum_{x \in S} p_{x y^{-1}}$, and $\gamma(1)=\overline{1}$. So this extension is always cleft. But if $k=\mathbf{C}$ and we take $G$ to be $S_{3}$ and let $L$ be $\langle(1,2,3)\rangle$, there is no coalgebra map from $\bar{H}$ to $H$ splitting $\pi$ since there is no surjective algebra morphism from $H^{*}=\mathbf{C} G$ to $\bar{H}^{*}=\mathbf{C} L$ (see [M]).

Remark 1.31. We can also define left $H$-extensions and the properties of being left cleft, left $H$-Galois, and having the left normal basis property. Thus, $\gamma$ in Definition 1.17 (i) would be a left $H$-comodule map, $\beta$ in Definition 1.17 (ii) would be defined by $\beta\left(b \otimes_{A} c\right)=$ $\sum_{(b)} b_{(-1)} \otimes b_{(0)} c$, and the bijection in Definition 1.17 (iii) would be a right $A$-module, left $H$-comodule map from $H \otimes_{k} A$ to $B$. We can also define a crossed product $H_{\sigma} \# A$ from a right weak action of $H$ on $A$ by replacing (1.1) with

$$
(h \otimes a)(l \otimes b)=\sum_{(h)(l)} h_{(1)} l_{(1)} \otimes \sigma\left(h_{(2)}, l_{(2)}\right)\left(a \cdot l_{(3)}\right) b
$$

Then Lemma 1.5, Proposition 1.8, and Theorem 1.18 all go through in this setting.
2. Applications: finite dimensional Hopf algebras. When $H$ is finite dimensional, Proposition 1.8 and Theorem 1.18 can be used to obtain a duality theorem, some Maschke-type results, and a Noether-Skolem theorem.

We assume throughout $\S 2$ that $\operatorname{dim}_{k} H<\infty$.
A. Duality. A crossed product $A \#_{\sigma} H$ is an $H^{*}$-module algebra via the formula

$$
\begin{equation*}
f \cdot(a \# h)=a \#(f-h)=\sum_{(h)}\left\langle f, h_{(2)}\right\rangle a \# h_{(1)} \tag{2.1}
\end{equation*}
$$

for $a \in A, h \in H, f \in H^{*}$. Thus we may form the smash product $\left(A \#_{\sigma} H\right) \# H^{*}$. When $\sigma$ is trivial, that is, when $A \#_{\sigma} H=A \# H$, an ordinary smash product, the present authors proved in [BM] that $\left(A \#_{\sigma} H\right) \# H^{*}$ is algebra isomorphic to $A \otimes_{k}\left(H \# H^{*}\right)$ under certain hypotheses on the action of $H$ on $A$. This is the duality theorem. These hypotheses automatically hold if $\operatorname{dim}_{k} H<\infty$, in which case we also have $H \# H^{*} \simeq \operatorname{End}_{k} H$. Independently, in the finite dimensional case with trivial $\sigma$, proofs were given by Van den Bergh [ $\mathbf{V}$ ] and by Koppinen (unpublished). In [BCM, Proposition 5.6], it was observed that the duality theorem held for arbitrary $\sigma$ when $H=k G, G$ a finite group. Here we prove the duality theorem for invertible $\sigma$ and for arbitrary finite dimensional $H$.

Theorem 2.2. Let $\operatorname{dim}_{k} H=n<\infty$ and let $A \#_{\sigma} H$ be a crossed product with invertible cocycle $\sigma$. Then

$$
\left(A \#_{\sigma} H\right) \# H^{*} \simeq A \otimes \operatorname{End}_{k} H \simeq M_{n}(A) .
$$

Proof. By Theorem 1.18, $0 \rightarrow A \xrightarrow{l} A \#_{\sigma} H=B$ is $H$-Galois and has the normal basis property. By [KT, Theorem 1.7], $B \# H^{*}$ is algebra isomorphic to $\operatorname{End}_{A}^{r}(B)$, the right $A$-linear morphisms from $B$ to $B$. The antipode $S$ of $H$ is bijective by [ $\mathbf{S 2}$, p. 101]. So Theorem 1.18 says that $B \simeq H \otimes A$, as right $A$-modules, and we have $\operatorname{End}_{A}^{r}(B) \simeq$ $M_{n}(A)$.
B. Maschke-type theorems. In [LS, Proposition 3], Maschke's classical theorem on semisimplicity of group algebras was extended to Hopf algebras: a finite dimensional Hopf algebra $H$ is semisimple if and only if $\varepsilon(x) \neq 0$ for $x$ a nonzero left integral in $H$. Their method was to prove that every left $H$-module is completely reducible via an averaging argument which extends the classical Maschke proof.
In [CF, Theorem 4] this argument was extended to smash products $A \# H$ by showing that the [LS] averaging map was also a left $A$-module map. A partial extension to crossed products $A \#_{\sigma} H$ was proved in [BCM, Corollary 6.6] under the additional hypotheses that
$\sigma$ is invertible and $H$ is cocommutative. In this subsection we improve results in (6.3-6.10) of [BCM] and, in particular, remove the cocommutativity hypothesis in the [BCM] Maschke theorem.

First, our improvement of [BCM, Lemma 6.3]:
Lemma 2.3. Let $A \#_{\sigma} H$ be a crossed product with invertible $\sigma$ and finite dimensional $H$, and let $x$ be a left integral in $H$. Let $V, W$ be left $A \#_{\sigma} H$-modules and let $\lambda \in \operatorname{Hom}_{A \#_{\sigma_{1}}}^{l}(V, W)$. Define $\tilde{\lambda}: V \rightarrow W$ by

$$
\begin{equation*}
\tilde{\lambda}(v)=\sum_{(x)} \gamma^{-1}\left(x_{(1)}\right) \cdot \lambda\left(\gamma\left(x_{(2)}\right) v\right) \tag{2.4}
\end{equation*}
$$

for all $v \in V$. Then $\tilde{\lambda} \in \operatorname{Hom}_{A \#_{d} H}^{l}(V, W)$.
Proof. Note that $\gamma^{-1}$ exists by Proposition 1.8 so that (2.4) makes sense. We identify $A$ with $A \#_{\sigma} 1$. Then $\tilde{\lambda}$ is a left $A$-module map by the same argument as in [BCM, Lemma 6.3], which only requires the invertibility of $\gamma$. Similar to the argument on [BCM, p. 707], we have

$$
\begin{equation*}
h \otimes \Delta x=\sum_{(h)(x)} h_{(1)} \otimes x_{(1)} h_{(2)} \otimes x_{(2)} h_{(3)}, \quad h \in H \tag{2.5}
\end{equation*}
$$

Now let $h \in H, v \in V$. Then

$$
\begin{aligned}
\tilde{\lambda}(\gamma(h) v) & =\sum_{(x)} \gamma^{-1}\left(x_{(1)}\right) \cdot \lambda\left(\gamma\left(x_{(2)}\right) \gamma(h) v\right) \\
& =\sum_{(x)(h)} \gamma^{-1}\left(x_{(1)}\right) \cdot \lambda\left(\sigma\left(x_{(2)}, h_{(1)}\right) \gamma\left(x_{(3)} h_{(2)}\right) v\right) \\
& =\sum_{(x)(h)} \gamma^{-1}\left(x_{(1)}\right) \sigma\left(x_{(2)}, h_{(1)}\right) \cdot \lambda\left(\gamma\left(x_{(3)} h_{(2)}\right) v\right) \\
& =\sum_{(x)(h)} \gamma\left(h_{(1)}\right) \gamma^{-1}\left(x_{(1)} h_{(2)}\right) \cdot \lambda\left(\gamma\left(x_{(2)} h_{(3)}\right) v\right) \\
& =\sum_{(x)} \gamma(h) \gamma^{-1}\left(x_{(1)}\right) \cdot \lambda\left(\gamma\left(x_{(2)}\right) v\right)=\gamma(h) \tilde{\lambda}(v),
\end{aligned}
$$

where the second equality follows from (1.9), the third from the fact that $\tilde{\gamma}$ is an $A$-module map, the fourth from (1.10), and the fifth from (2.5). Since $a \# h=a \gamma(h), \tilde{\lambda}$ is an $A \#_{\sigma} H$-module map.

We next remove the cocommutativity hypothesis from [BCM, Theorem 6.4 and Corollary 6.5] obtaining our version of Maschke's theorem.

Theorem 2.6. Let $H$ be a finite dimensional semisimple Hopf algebra, and let $A \#_{\sigma} H$ be a crossed product with $\sigma$ invertible.
(1) Let $V$ be a left $A \#_{\sigma} H$-module. If $W \subseteq V$ is a left $A \#_{\sigma} H$ submodule of $V$ which has an $A$-complement in $V$, then $W$ has an $A \#_{\sigma} H$-complement in $V$. Consequently, if $V$ is completely reducible as a left $A$-module, it is completely reducible as a left $A \#_{\sigma} H$-module.
(2) If $A$ is semisimple Artinian, so is $A \#_{\sigma} H$.

Proof. The proofs in [BCM] work here if we use Lemma 2.3 instead of [BCM, Lemma 6.3].

The last result of this subsection improves [BCM, Corollary 6.6 and Theorem 6.10].

Theorem 2.7. Let $H$ be a finite dimensional semisimple Hopf algebra, and let $A \#_{\sigma} H$ be a crossed product with invertible $\sigma$ such that the weak action of $H$ on $A$ is inner. If $A$ is semiprimitive (resp. semiprime), then so is $A \#_{\sigma} H$.

Proof. Since the (weak) action of $H$ on $A$ is inner, [BCM, Theorem 5.3] implies that $A \#_{\sigma} H$ is algebra isomorphic to a twisted product $A_{\tau}[H]$, where $\tau$ is invertible. That is, the action of $H$ can be trivialized by changing cocycles; this means that we may assume that the elements of $A$ commute with the elements of $H$. Now a standard induced module argument shows the semiprimitive part of the theorem: follow the proof of [BCM, Corollary 6.6, case (2)], substituting Theorem 2.6 for [BCM, Corollary 6.5]. Then the semiprime part of the theorem follows exactly as in the proof of [BCM, Theorem 6.10], using the Lorenz-Passman "primitivity machine" and substituting the above semiprimitive result for [BCM, Corollary 6.6].

Remark 2.8. The question as to whether Theorem 2.7 is true without the inner hypothesis remains open. The method of induced modules does not extend, as noted in [BCM, Example 6.7]; it is false in general that if $V$ is a completely reducible $A$-module, then $\bar{V}=$ $\left(A \#_{\sigma} H\right) \otimes_{A} V$ is completely reducible as an $A$-module, even if $\sigma$ is trivial. We note however that if $H=(k G)^{*}, G$ a finite group, then $A$ semiprime implies $A \#_{\sigma} H$ semiprime even if the weak action is not inner. For if $A \#_{\sigma} H$ contains a non-zero nilpotent ideal $N$, then $x \cdot N$ is also a nilpotent ideal for all $x \in G$, where $\cdot$ is the usual action of $H^{*}=k G$ on $A \#_{\sigma} H$, and so $M=\sum_{x \in G} x \cdot N$ is nilpotent. Since $M$ is
$G$-stable, $M \# k G$ is a nilpotent ideal of $\left(A \#_{\sigma} H\right) \# H^{*} \simeq M_{n}(A)$. But $A$ semiprime implies $M_{n}(A)$ semiprime, a contradiction.
C. A Noether-Skolem theorem. In [S1, Theorem 9.5], Sweedler proved a Noether-Skolem theorem for actions of pointed Hopf algebras $H$, i.e., $H$ having only one-dimensional minimal subcoalgebras. When $k$ is algebraically closed, this includes all cocommutative $H$ and hence the known cases of actions by groups of automorphisms (the classical Noether-Skolem theorem) and by Lie algebras of derivations (a theorem of Jacobson).

For non-cocommutative $H$, the first progress was made recently by Osterburg and Quinn [OQ] who considered the case of an action by $H=(k G)^{*}, G$ a finite group, that is, the case of a $G$-graded algebra $B$ over $k$. They also assumed that $B$ is strongly graded by $G$. By a result of Ulbrich [U1, Lemma 2.1], this assumption is equivalent to $A \subseteq B$ being a right $H^{*}$-Galois extension, where $A=B^{H}=B_{e}$, the identity component of $B$ under the grading.

In this subsection, we will extend the [OQ] result to right H -Galois extensions $A \subseteq B$ for arbitrary finite dimensional Hopf algebras $H$.

We first need a lemma which will guarantee that certain Galois extensions have the normal basis property. It extends [KC, Proposition 2].

Lemma 2.9. Let $A \subseteq B$ be a right $H$-Galois extension, $\operatorname{dim}_{k} H<\infty$. Suppose that $A$ is a field contained in the center of $B$. Then $A \subseteq B$ has the (right) normal basis property.

Proof. We must show that $B$ is left $A$-module, right $H$-comodule isomorphic to $A \otimes_{k} H$. Since $\operatorname{dim}_{k} H<\infty$, right $H$-comodule isomorphism is the same as left $H^{*}$-module isomorphism. Since $A=$ $B^{\mathrm{coH}}=B^{H^{*}}$, the left actions of $H^{*}$ and $A$ commute. Thus $A \subseteq B$ has the normal basis property if and only if $B \simeq A \otimes H$ as left $A \otimes H^{*}$ modules.

Since $A \subseteq B$ is (right) $H$-Galois, $B \otimes_{A} B \simeq B \otimes_{k} H$ as left $A \otimes H^{*}$ modules. Since $B \otimes_{k} H \simeq B \otimes_{A}\left(A \otimes_{k} H\right)$, we have

$$
\begin{equation*}
B \otimes_{A} B \simeq B \otimes_{A}\left(A \otimes_{k} H\right) \tag{2.10}
\end{equation*}
$$

as left $A \otimes H^{*}$-modules. Now $B$ is a finitely-generated projective right $A$-module because $A \subseteq B$ is $H$-Galois [KT, Theorem 1.7]. Since $A$ is a field central in $B$, it follows that $B \simeq A^{n}$ for some $n$ both as left
and right $A$-modules. Substituting in the left factor on both sides of (2.10), we obtain

$$
\begin{equation*}
B^{n} \simeq\left(A \otimes_{k} H\right)^{n} \tag{2.11}
\end{equation*}
$$

as left $A \otimes H^{*}$-modules. Again using $[B: A]=n$, it follows that $B$ satisfies both the ascending and descending chain conditions on $A \otimes H^{*}$ submodules. Now apply the Krull-Schmidt theorem: by uniqueness of decomposition into direct sums of indecomposable submodules, we must have $B \simeq A \otimes_{k} H$ as left $A \otimes H^{*}$-modules.

The left version of Lemma 2.9 also holds (see Remark 1.31).
We next require some results of K.-H. Ulbrich [U2]. Let $A \subseteq B$ be a right $H$-Galois extension and let $E$ denote the centralizer of $A$ in $B$. There is a right $H$-action on $E$ defined as follows: Let $h \in H$ and write $\beta^{-1}(1 \otimes h)=\sum_{i} b_{i} \otimes_{A} c_{i}, \beta$ as in Definition 1.17 (ii). Let $e \in E$. We set

$$
\begin{equation*}
e \leftharpoonup h=\sum_{i} b_{i} e c_{i} \tag{2.12}
\end{equation*}
$$

a formula which makes sense because $e$ centralizes $A$. Ulbrich shows that $\leftharpoonup$ turns $E$ into a right $H$-module algebra and hence, since $\operatorname{dim}_{k} H<\infty$, into a left $H^{*}$-comodule algebra. The right action - is completely characterized by

$$
\begin{equation*}
e b=\sum_{(b)} b_{(0)}\left(e-b_{(1)}\right) \quad \text { for all } e \in E, b \in B \tag{2.13}
\end{equation*}
$$

where $\rho: b \mapsto \sum_{(b)} b_{(0)} \otimes b_{(1)} \in B \otimes H$ is the original $H$-coaction on $B$. The subalgebra $E^{H}=E^{\text {coH }}$ * is simply $Z$, the center of $B$ [U2, Lemma 2.1]. We call this action the Miyashita-Ulbrich action, following a suggestion of Doi and Takeuchi.

The next result is part of [ $\mathbf{U} 2$, Satz 2.7], restated in our notation:
Theorem 2.14 (Ulbrich). Let $A \subseteq B$ be a right $H$-Galois extension, and assume that $A$ is a left $A$-module direct summand of $B$. If $B$ is separable over $Z$ and $Z \subseteq A$, then $Z \subseteq E$ is a left $H^{*}$-Galois extension (see Remark 1.31).

We can now prove our Noether-Skolem result.

ThEOREM 2.15. Let $B$ be a central simple algebra with center $Z \supseteq k \cdot 1$. Let $H$ be a finite dimensional Hopf algebra acting (on the left) on $B$ with $A=B^{H} \supseteq Z$. Assume that
(1) $A \subseteq B$ is a right $H^{*}$-Galois extension and
(2) $A$ is a left $A$-module direct summand of $B$.

Then the action of $H$ on $B$ is inner.
Proof. We must find a convolution invertible $u: H \rightarrow B$ such that

$$
\begin{equation*}
h \cdot b=\sum_{(h)} u\left(h_{(1)}\right) b u^{-1}\left(h_{(2)}\right) \quad \text { for all } h \in H, b \in B . \tag{2.16}
\end{equation*}
$$

Note that (1) and (2) are just the hypotheses of Ulbrich's theorem with $H$ and $H^{*}$ interchanged. Thus $Z \subseteq E$, the centralizer of $A$ in $B$, is left $H$-Galois, with the right $H^{*}$-action as in (2.12).

Since $Z$ is a field central in $E$, the left version of Lemma 2.9 implies that $Z \subseteq E$ satisfies the left normal basis property of Remark 1.31. Then by the left version of Theorem 1.18 (or [DT, Theorem 9]), $Z \subseteq E$ is left cleft: there exists a left $H$-comodule map $u: H \rightarrow E$ which is convolution invertible in $\operatorname{Hom}_{k}(H, E)$. Hence $u$ is a right $H^{*}$-module map. This is the map $u$ that satisfies (2.16). In fact, let $h \in H$ and $b \in B$. We have

$$
\begin{aligned}
u(h) b & =\sum_{(b)} b_{(0)}\left(u(h)-b_{(1)}\right)=\sum_{(b)} b_{(0)} u\left(h-b_{(1)}\right) \\
& =\sum_{(b)} b_{(0)} u\left(\sum_{(h)}\left\langle b_{(1)}, h_{(1)}\right\rangle h_{(2)}\right) \\
& =\sum_{(b)(h)}\left\langle b_{(1)}, h_{(1)}\right\rangle b_{(0)} u\left(h_{(2)}\right)=\sum_{(h)}\left(h_{(1)} \cdot b\right) u\left(h_{(2)}\right),
\end{aligned}
$$

where the first equality is (2.13), the second holds since $u$ is a right $H^{*}$-module map, the third holds by the definition of the right action < of $H^{*}$ on $H$, and the fifth expresses the relation between the right $H^{*}$-coaction and the left $H$-action on $B$. Since $u$ is invertible, we get (2.16).

Note that by Theorem $1.18, E \cong H_{\sigma} \# Z$, a right crossed product over $Z$. Thus we may view the map $u: H \rightarrow E$ in the above proof as $u(h)=\varphi^{-1}(h \otimes 1)$, where $\varphi: E \rightarrow H_{\sigma} \# Z$ is the isomorphism.

Remark 2.17. Hypothesis (2) of Theorem 2.15 will always be satisfied if $H$ is semisimple. For then $H$ contains a left integral $x$
with $\varepsilon(x)=1$. The mapping $t: B \rightarrow A$ given by $t(b)=x \cdot b$ is then an $A$-module projection of $B$ onto $A$ so that $A$ is an $A$-module direct summand of $B$.

Finally we obtain the Osterburg-Quinn result as a consequence of Theorem 2.15.

Corollary 2.18. Let $B$ be a central simple algebra with center $Z$. Assume that $B$ is strongly graded by the finite group $G$ (that is, $B=\sum_{x \in G} \oplus B_{x}$ and $B_{x} B_{y}=B_{x y}$ for all $\left.x, y \in G\right)$ and that $Z \subseteq B_{e}$, the identity component of $B$. Then the grading is inner, considering the grading as an action of $(Z G)^{*}$ on $B$ via $f \cdot b=\sum_{x \in G}\langle f, x\rangle b_{x}$, where $b=\sum_{x \in G} b_{x}$ and $b_{x} \in B_{x}$.

Proof. By [U1, Lemma 2.1], $B_{e} \subseteq B$ is right $Z G$-Galois since $B$ is strongly graded, giving hypothesis (1) of Theorem 2.15. Hypothesis (2) holds by Remark 2.17, since $(Z G)^{*}$ is semisimple.
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